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Abstract. Computer vision-based vibration measurement methods are
contactless and offer advantages over traditional sensor measurements
like accelerometers that have to be installed on the investigated struc-
ture. In particular, measurements with a high spatial resolution are ob-
tained at relatively low cost. When processing such measurements for
modal analysis with system identification methods, the high dimensional
data corresponding to thousands of traditional sensors pose a challenge
regarding the computational complexity and the memory requirements
of the identification algorithm. In this paper, strategies for dimension
reduction in subspace-based modal analysis are implemented and eval-
uated with regards to the obtained modal parameter uncertainties. In
particular, the high spatial resolution of the mode shapes is preserved,
while computation time and memory requirements are drastically re-
duced. The proposed method is applied to numerical and experimental
data of a beam.

Keywords: Vibration measurements · Operational modal analysis · Di-
mension reduction · Vision measurements · Estimation uncertainty

1 Introduction

In operational modal analysis (OMA), the monitored structures are subject to
natural ambient excitation that is unmeasured. Based on the measured vibra-
tion response, a linear time-invariant (LTI) state space model is identified, from
where the modal parameters (natural frequencies, damping ratios and mode
shapes) are obtained. Stochastic subspace methods [8] are widely used for this
task, with typical methods being the covariance-driven subspace method and
the Unweighted Principal Component algorithm (UPC, “data-driven”) [2, 8, 9].
The popularity of subspace methods for operational modal analysis is, on one
side, due to their favorable statistical properties, like consistency even when the
noise driving the system is non-stationary [1]. On the other side, they are direct
methods that use straightforward numerical operations like the SVD or linear
least squares to obtain the estimates, which makes them numerically efficient [2].
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With recently developed measurement technologies, the number of sensors
that can be used for vibration analysis are rapidly increasing, and even (near)
full field measurements become possible with vision-based technologies [3]. Using
image processing methods, the displacement or velocity outputs are computed
from the recorded videos at possibly thousands or more positions. This leads to
a great spatial resolution of the identified mode shapes. The explosion of the
number of outputs is a numerical challenge for the subspace methods. One way
to handle a large number of sensors, so far, is to select a subset of the outputs
as projection channels [4,8]. However, the information on the other outputs may
not be optimally exploited. Furthermore, only one dimension of the involved
covariances is reduced.

In this paper, we propose the use of projection strategies based on the PCA
(considering information at all sensors) instead of the individual selection of
projection channels [6]. Furthermore, both dimensions of the involved covari-
ances are reduced in the subspace identification algorithm, in contrast to only
one dimension in previous works like [4,8]. This reduces the computational bur-
den as well as the memory usage significantly. Despite this data size reduction,
the full size mode shapes are retrieved. The novel method is compared to the
individual projection channel selection, and the modal parameter uncertainties
are compared in Monte Carlo simulations.

The paper is organized as follows. In Section 2, the stochastic subspace iden-
tification method is briefly explained. The data reduction schemes are then intro-
duced, including the conventional method of selecting projection channels and
PCA based data reduction. In Section 3, the reduction scheme is introduced for
reducing both dimensions of the involved output covariances. In Section 4, the
proposed method is applied on numerical data and compared with the traditional
method of individual channel selection.

2 Stochastic Subspace Identification with Dimension
Reduction

2.1 Stochastic Subspace Identification and Projection Channels

It is assumed that the vibration behavior of the mechanical system is described
by the discrete-time state-space model [5]{

xk+1 = Axk + wk,

yk = Cxk + vk.
(1)

where xk ∈ Rn is the state vector, yk ∈ Rr is the output vector (displacement,
velocity, or acceleration measurements), wk ∈ Rn and vk ∈ Rr are assumed to
be white noises, corresponding to ambient excitation and measurement noise.
A ∈ Rn×n is the state transition matrix and C ∈ Rr×n is the output matrix.

The system matricesA and C can be estimated with covariance-based stochas-
tic subspace identification [8]. When dealing with high dimensional data (e.g.
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large number of image pixel data), usually r0 (with r0 ≤ r) projection channels
are selected [4, 8]

yredk = LT yk, L ∈ Rr×r0 , (2)

where the columns in the binary selection matrix L indicate the projection chan-
nels. Then, instead of computing the full output covariances of the measurement
data, the right side reduced output covariances

Rrr
i = E[yk+i(y

red
k )T ], i = 1, 2, . . . (3)

are computed. These covariances are assembled into the block Hankel matrix
Hrr ∈ R(p+1)r×qr0 , and the factorization property Rrr

i = CAi−1Gred, Gred =
E[xk+1(y

red
k )T ] [9] is utilized, then

Hrr =


Rrr

1 Rrr
2 · · · Rrr

q

Rrr
2 Rrr

3 · · · Rrr
q+1

...
...

. . .
...

Rrr
p+1 Rrr

p+2 · · · Rrr
q+p

 = OCred, with O =


C
CA
...

CAp

, (4)

where Cred =
[
Gred AGred . . . Aq−1Gred

]
. Matrices O and C can be retrieved

using the singular value decomposition, then C is directly obtained from the
first block row of O, and A is estimated by

A =
¯
O†Ō, (5)

where Ō and Ō ∈ Rpr×n are respectively the parts of O after removing the first
and the last block rows, and (·)† denotes the Moore-Penrose pseudoinverse.

Jacobsen et al. [4] proposed a scheme to select the projection channels based
on their contribution to the data correlation. Denote the ith element of output
vector yk by yik, i = 1, 2, . . . , r. Then the output correlations yield

Dij =
E(yiky

j
k)√

E(yiky
i
k)E(yjky

j
k)

≈
∑

k y
i
ky

j
k√∑

k y
i
ky

i
k

∑
k y

j
ky

j
k

. (6)

The first projection channel s1 = argmaxj
∑r

i=1 |Dij | is selected corresponding
to the column of matrix D = [Dij ]i,j=1,...,r with maximal absolute correlation,
implying that it carries most information correlated to other sensors. The re-
maining projection channels (sm, m = 2, 3, . . . , r0) are selected corresponding
to the column of D having the least correlation with respect to the previously
selected ones

sm = argmin
j

∑
i∈{s1,...,sm−1}

|Dij | , j ̸= s1, s2, . . . , sm−1. (7)

In this way, most new information can be involved. The resulting projection
channels compose the selection matrix

Lij =

{
1, i = sn, j = n, n = 1, 2, . . . , r0,

0, others.
(8)
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2.2 PCA Based Dimension Reduction

Instead of choosing individual projection channels, linear combinations of the
sensors can offer a more informative choice since all the sensors can actually
be used and not just a subset. Optimal linear combinations can be achieved by
means of Principal Component Analysis (PCA) of the correlation matrix D, i.e.,
based on the SVD

D =
[
U red U0

] [Σred 0
0 Σ0

] [
(U red)T

UT
0

]
. (9)

The first r0 singular vectors U red ∈ Rr×r0 are selected for data reduction using

L = U red (10)

in (2), instead of binary selection matrix L in (8).

3 Both Sides Reduction of Hankel Matrix

The right side reduction discussed in the previous section preserves the original
A and C matrices. However, only the column size of the Hankel matrix is reduced
leaving the rows unchanged. Similarly, a both sides (left and right) reduction can
be defined on the output covariances [6]

Rbr
i = E[yredk+i(y

red
k )T ] = CredAi−1Gred ∈ Rr0×r0 , (11)

where Cred = LTC ∈ Rr0×n. The corresponding Hankel matrixHbr ∈ R(p+1)r0×qr0

factorizes as

Hbr =


Rbr

1 Rbr
2 · · · Rbr

q

Rbr
2 Rbr

3 · · · Rbr
q+1

...
...

. . .
...

Rbr
p+1 Rbr

p+2 · · · Rbr
q+p

 = OredCred, where Ored =


Cred

CredA
...

CredAp

 . (12)

Recall (5), the matrix A can still be retrieved analogously by A = (
¯
Ored)†Ōred.

However, only Cred instead of C can be obtained here. The both sides reduced
Hankel matrix (12) does not contain enough information to recover a full size
C. For this, only the first block row of right side reduced Hankel matrix (4) can
be taken

Hrr
1st row =

[
Rrr

1 Rrr
2 · · · Rrr

q

]
= C

[
Gred AGred . . . Aq−1Gred

]
= CCred.

(13)

Since Cred is already obtained in (12) when estimating A from the both sides
reduced Hankel matrix, the full size C can then be estimated by

C = Hrr
1st row(Cred)†. (14)
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4 Application

The different data size reduction schemes discussed in the previous sections are
evaluated on simulated data from a finite element model of a cantilever beam:

– FULL. Full size identification without dimension reduction.
– C-rr Traditional scheme of individual projection channel selection with right

side reduction on Hankel matrix (Section 2.1).
– C-br Individual projection channel selection with both sides reduction on

Hankel matrix (Section 2.1 and 3).
– PCACOR-rr. PCA-based right side reduction scheme on Hankel matrix

(Section 2.2).
– PCACOR-br. PCA-based both sides reduction scheme on Hankel matrix

(Section 2.2 and 3).

The steel cantilever beam of size 30mm × 2000mm × 5mm shown in Fig. 1
(left). A 3D finite element (FE) Timoshenko beam model has been made for
simulation and comparison, as illustrated in Fig. 1 (right). The Young’s modulus
of beam is 2.1×1011 Pa, mass density is 7850 kg/m3, and Poisson’s ratio is 0.21.
It is composed of 160 beam elements. Each node has three translational and
three rotational degrees of freedom (DOFs), i.e. dx, dy, dz and rxy, ryz, rxz. The
DOFs at node 1 are constrained.

In a Monte Carlo simulation, NMC = 50 displacement vibration data sets of
the beam are generated from Gaussian white noise excitation at all 160 DOFs
of the beam in the (horizontal) x-direction, with time step τ = 1/500 for a data
length of N = 105 using model (1). The datasets are processed with the proposed
methods, using parameters p+ 1 = q = 61 for the block Hankel matrices.

To test the performance of the methods, three projection channels or prin-
cipal components, respectively, are selected. The computational times are com-
pared between both reduction techniques and the full data size identification in

Fig. 1. Experimental setup (left) and finite element model (right) of cantilever beam.
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Table 1. The results show that the computation times are reduced by factor 40
from the full data to right side reduction schemes (C-rr and PCACOR-rr),
and by another factor of 15 when using the both sides reduction schemes (C-br
and PCACOR-br), demonstrating a good computational efficiency.

To examine the accuracy and precision of modal parameter estimation with
the reduction techniques, three different measurement noise cases are simulated:

– Noise case 1. All 160 outputs are imposed with measurement noise having
each 5% of the standard deviation of respective output signal.

– Noise case 2. Outputs at the first and last 50 nodes are imposed with noise
of 5%, and the middle 60 nodes with 100% of the respective output signal
standard deviation.

– Noise case 3. The 160 outputs are imposed with measurement noise having
the same absolute amplitude for all outputs, namely 5% of the averaged
standard deviation of all outputs.

The first eight structural modes are identified in all datasets. Relative bias and
standard deviation of frequencies are evaluated from the Monte Carlo simulation

Ei =

∣∣f̄i − fi
∣∣

fi
, Di =

σfi

fi
, i = 1, 2, . . . , 8. (15)

The evaluation results are shown in Figs. 2, 3 and 4. For all noise cases, the
PCA-based size reductions showed standard deviations that are either lower or
in the same order as the reductions based on individual projection channels.
The standard deviations with the PCA-based techniques are up to 10 times
lower than with the individual projection channels for some of the modes. For
all modes, standard deviations are in the same order or lower than without any
size reduction (FULL), while the reductions based on the individual projection
channels sometimes led to significantly higher standard deviations than FULL.
While the both sides reduction with PCACOR-br yields similar or even lower
standard deviations than the right side reduction only, the contrary happens for
C-br. Concerning the bias, the PCA-based techniques perform for most modes
similarly as FULL and better than using individual projection channels.

The individual projection channel selection during the Monte Carlo simula-
tion and the linear combination of the sensor outputs based on the PCA for one
dataset are shown in Figs. 5 and 6. In Noise case 1 and 2 the three projec-
tion channels are chosen at three distinct locations on the structure for C-rr

Table 1. Computational time of identification algorithms for one dataset.

Data size Computational time
reduction schemes (seconds)

FULL 170.4
C-rr / PCACOR-rr 4.8 / 4.3
C-br / PCACOR-br 0.3 / 0.3
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Fig. 2. Relative bias (left) and standard deviation (right) of identified natural frequen-
cies using 3 projection channels in Noise case 1.
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Fig. 3. Relative bias (left) and standard deviation (right) of identified natural frequen-
cies using 3 projection channels in Noise case 2.
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Fig. 4. Relative bias (left) and standard deviation (right) of identified natural frequen-
cies using 3 projection channels in Noise case 3.

and C-br. However, in Noise case 3, always two adjacent channels are chosen
which are moreover at the bottom of the beam, exhibiting the least vibration
amplitudes and lowest SNR. For the PCA-based method (PCACOR-rr and
PCACOR-br), the coefficients of the linear combinations are similar in the
three noise cases. It can be noted that the sensors close to the bottom of the
beam are hardly considered in Noise case 3, having the smallest SNR.

The influence of the number of chosen channels is tested in Noise case 3
using right side reduction schemes and shown in Figs. 7 and 8. The performance
of the traditional method C-rr increases with additional channels until around
10 channels are chosen, where it is comparable to the full size identification and
becomes stable.PCACOR-rr has already a much better performance before ten
channels selected, and its general performance is almost comparable to FULL.

In the PCA, the percentage of the total variance that is explained by the
chosen principal components (sum of selected singular values divided by sum of
all singular values) is illustrated for one dataset for each of the different noise
cases in Fig. 9. Noise case 1 has the highest initial variance percentage (using
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Fig. 5. Channel selection within traditional method (C-rr and C-br) in Noise cases
1 (left), 2 (middle) and 3 (right).
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Fig. 6. Channel selection within PCA based method (PCACOR-rr and PCACOR-
br) in Noise cases 1 (left), 2 (middle) and 3 (right).
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only one principal component) up to 88%, and it quickly grows to nearly 100%
with only five components selected. Noise cases 2 and 3 have a lower initial
variance percentage for the first component (< 70%), which reaches nearly 100%
for 63 components. It should be noted that the performance of modal parameter
estimation with three principal components is already close to the FULL case
(see Figs. 2–4) in all three noise cases, whereas the respective variance percentage
that is explained by these three components is quite different in Fig. 9.

Finally, the algorithms have been applied to experimental data from the
beam in the laboratory, where details can be found in [7,10]. From the recorded
video flows, displacements were extracted in 160 regions of interests (ROIs) as
described in [7, 10], coinciding with the nodes of the numerical model. From
the obtained dataset, the modal parameters were estimated with the presented
methods. In Fig. 10, the identified mode shapes are plotted, which are of good
accuracy and show no degradation with the reductions. The MAC values be-
tween the mode shape estimates and the numerical FE mode shapes have been
evaluated, which are all above 0.99 except for mode 7, where the MAC for the

0 10 20 30 40 50 60 70
Principle components

60

70

80

90

100

V
ar

ia
nc

e 
pe

rc
en

ta
ge

 (
%

)

Noise case 1
Noise case 2
Noise case 3

Fig. 9. Variance percentage for different numbers of principle components.
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estimates from FULL, PCACOR-rr and PCACOR-br was at 0.964 while being
at only 0.83 and 0.88 for C-rr and C-br, respectively. For the other modes, there
was no significant difference with or without the size reductions, indicating good
accuracy of the size reduction methods also on experimental data.

5 Conclusion

In this paper, a novel data reduction scheme based on principal component anal-
ysis is evaluated for subspace-based modal analysis with high dimensional output
data. The proposed method is validated not only in Monte Carlo simulations but
also on experimental vibration data from vision-based motion estimation, and
compared to traditional individual projection channel selection. The PCA-based
approaches showed better performance than the traditional method in the tests.
Even though dealing with size reduced data, the high spatial resolution and
accurate estimates of mode shapes are preserved.
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