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Abstract. In this paper we focus on sensor placement for output-only modal analysis, where
the objective is to choose those sensor locations yielding a minimal variance in the identification
of modal parameters from measurement data. It is heuristically shown that the variance of modal
parameters estimated with data-driven subspace identification can be approximated solely based
on the process and the measurement noise properties with the Kalman filter and the underlying
system model, and is independent of data which are not available at the experimental design
stage. The performance of the proposed approach is illustrated on an extensive Monte Carlo
simulation for an illustrative example of a mechanical chain system.

1. Introduction
The design of an optimal sensor layout forms a classical problem in structural health monitoring,
usually posed in the context of achieving a specific objective; for example, maximizing
identifiability of a particular set of modes [1], maximizing detectability and localizability of
a specific damage type [2, 3], increasing the precision of virtual sensing [4, 5], reducing the
uncertainty in the modal parameter estimates [6, 7, 8], among many others. A common
approach to attain those goals is to define performance criteria characterizing the objective; these
typically relate to information theory-related metrics, such as entropy and mutual information,
Fisher information on modal contributions, kinetic mode energy, Fisher information on specific
monitoring parameters, and other criteria reflecting redundancy in the estimated parameters,
e.g., mode shape correlations, among many more.

The precision in the estimation of modal parameters is afflicted by the typically unknown
(non-measurable) ambient excitation and sensor noise. Some sensor placement strategies
consider the statistical uncertainty of the modal parameters; however, only few approaches
employ the actual noise properties of the system, and instead assume a certain distribution
of the modal parameters in a Bayesian context [6, 7]. The objective of this paper is to
develop a sensor placement strategy for modal parameter identification inferred via subspace
methods that consider the actual noise properties of the system, such that the collected data
can ensure maximum precision on the modal parameters, namely the natural frequencies and
damping ratios. The proposed procedure is purely model-based, as no data are available at the
experimental design-stage, and assumes the knowledge of the structural model and the noise



properties of the system, i.e., the covariance of the ambient excitation and the sensor noise.
From this information, the expected modal parameter variance is inferred for any sensor layout,
based on the model and the known noise properties, without the necessity of (simulating) data.
The computed variance is then used as performance criterion to optimize the sensor layout.

The paper is organized as follows. Section 2 introduces the required models and background
for subspace identification and uncertainty propagation. In Section 3, the modal parameter
variance is derived based on the structural and noise models, and used as a performance criterion
to select the optimal sensor placement. An application on a numerical simulation is presented in
Section 4 to validate the developed uncertainty-based performance criterion for optimal sensor
placement.

2. Modelling
In this section the system model, the modal parameter estimator and the underlying properties
of the Kalman filter are recalled. Assume that the dynamic behavior of a linear time-invariant
mechanical system excited with a white noise excitation can be represented by a discrete-time
state-space model of order n

xk`1 “ Axk ` wk (1)

yk “ Cxk ` vk, (2)

where xk P Rn are the states, yk P Rr are the outputs, and A P Rnˆn, C P Rrˆn are the
state transition and observation matrices, respectively. The process noise wk P Rn and the
measurement noise vk P Rr are modelled as zero-mean, Gaussian and white processes, of
covariance and cross-covariance matrices

„

Q S
ST R

ȷ

“ E

ˆ„

wk

vk

ȷ

“

wT
k vTk

‰

˙

. (3)

Both noise processes are assumed to have finite fourth moments and to be persistently exciting
[9]. The system is assumed to be stable, observable, and with distinct eigenvalues of A. Some
of the aforementioned assumptions are discussed in detail in [10].

The i-th natural frequency f , damping ratio ζ and the observed mode shape φ of the
underlying structural system are related to the i-th eigenvalue λ “ exppλcτq and the i-th
eigenvector ϕ of A by

f “
|λc|

2π
, ζ “

´ℜpλcq

|λc|
, φ “ Cϕ. (4)

2.1. Kalman predictor model
Define the innovation ek “ yk ´ Cx̂k P Rr and let Kk be the Kalman predictor gain to be
specified later. A recursive filter to obtain one step-ahead state estimates x̂k`1 writes

x̂k`1 “ Ax̂k ` Kkek, (5)

yk “ Cx̂k ` ek, (6)

which is the state-space model in the innovation form. The Kalman predictor gain is derived to
minimize the trace of the one step-ahead state prediction error covariance Pk`1

Kk “
`

APkC
T ` S

˘ `

CPkC
T ` R

˘´1
(7)

Pk`1 “ APkA
T ` Q ´ Kk

`

APkC
T ` S

˘T
, (8)



where Pk
def
“ E

`

px̂k ´ xkqpx̂k ´ xkqT
˘

, and Σe
k

def
“ CPk|k´1C

T ` R is the innovation covariance.

Furthermore, define the one step-ahead state prediction covariance Tk
def
“ Epx̂kx̂

T
k q, which

satisfies the recursion [11]

Tk`1 “ ATkA
T ` pATkC

T ´ ΘkqpΦk ´ CTkC
T q´1pATkC

T ´ ΘkqT (9)

with the state covariance Σx
k “ Epxkx

T
k q, cross-covariance between states and outputs Θk “

Epxk`1y
T
k q and output covariance Φk “ Epyky

T
k q, satisfying the properties [12]

Σx
k`1 “ AΣx

kA
T ` Q (10)

Θk “ AΣx
kC

T ` S (11)

Φk “ CΣx
kC

T ` R (12)

and the relation between state covariance, state prediction error covariance and state prediction
covariance [11]

Tk “ Σx
k ´ Pk. (13)

For k Ñ 8, all matrices from Eq. (7)–(13) converge to their steady-state counterparts, where the
index k is dropped. In particular, Σx can be obtained by solving the Lyapunov equation (10),
and P and T can be obtained by solving the Ricatti equations (8) and (9), respectively. It should
be noted that all these matrices can be computed based on knowledge of the model matrices
pA,C,Q,R, Sq and no actual data are required.

2.2. Estimated model
Definition 1 (Data matrix). Let ak P Rb be a discrete signal at time step k. The parameter p
defines the ‘past’ and ‘future’ data horizons. For 0 ď i ď j ď 2p ´ 1 the data matrix Ai|j writes

Ai|j “
1

?
N

»

—

—

—

–

ai ai`1 . . . ai`N´1

ai`1 ai`2 . . . ai`N
...

...
...

...
aj aj`1 . . . aj`N´1

fi

ffi

ffi

ffi

fl

P Rpj´i`1qbˆN , (14)

where N is the number of the considered data samples.

From N ` 2p samples of output data, define the data matrices Y´ “ Y0|p´1 P RprˆN , Y` “

Yp|2p´1 P RprˆN and from the innovations define E´ “ E0|p´1 P RprˆN , E` “ Ep|2p´1 P RprˆN .
Furthermore, denote respectively the future and the past block-row matrices for the Kalman
filter states as pX´ “ X̂ 0|0, pX` “ X̂ p|p and define the observability matrix Γ P Rprˆn

Γ “

»

—

—

—

—

—

–

C
CA
CA2

...
CAp´1

fi

ffi

ffi

ffi

ffi

ffi

fl

. (15)

It holds

Y´ “ Γ pX´ ` KE´ ` E´
K , Y` “ Γ pX` ` KE` ` E`

K , (16)



where KE´ and KE` are related to the innovation terms with K P Rprˆpr being defined based
on the steady state Kalman gain K, and E´

K and E`
K are the remainder terms that are related

to the difference to the actual non-steady state Kalman gain Kk, with

K “

»

—

—

–

Ir 0 . . . 0
CK Ir . . . 0
. . . . . . . . . . . .

CAp´2K CAp´3K . . . Ir

fi

ffi

ffi

fl

, Kl “

»

—

—

–

Ir 0 . . . 0
CKl Ir . . . 0
. . . . . . . . . . . .

CAp´2Kl CAp´2Kl`1 . . . Ir

fi

ffi

ffi

fl

,

where the l-th columns of E´
K and E`

K respectively are [13]

rE´
K sl “ pKl´1 ´ KqrE´sl, rE`

K sl “ pKl´1`p ´ KqrE`sl. (17)

Columns rE´
K sl and rE`

K sl converge to zero as p grows, since the non-steady state Kalman gain
Kl converges to the steady state gain K. The projection of the future data matrix Y` onto the
past matrix Y´ yields the factorization

H “ Y`{Y´ “ pΓ pX`, (18)

where the observability matrix estimate pΓ and the Kalman filter state sequence pX` can be
retrieved from SVD

H “
“

U1 U2

‰

„

Σ1 0
0 Σ2

ȷ „

V T
1

V T
2

ȷ

, pΓ “ U1Σ
1{2
1 , pX` “ Σ

1{2
1 V T

1 . (19)

The state transition matrix can be obtained from the regression

pA “ pX`
s

pX`:, (20)

where pX`
s “ pΓ:H, pΓ denotes the observability matrix without the last block row, and

H “ Y`{Y´
with Y` “ Yp`1|2p´1 and Y´ “ Y0|p [12].

2.3. Uncertainty propagation
The uncertainty related to the estimation of A and the underlying estimates of the modal
parameters can be quantified with the statistical delta method, by propagating the sample
covariance of data covariance onto the chosen estimates [14]. Let a data covariance matrix be
defined as Hs “ HHT . Entries of this covariance matrix are asymptotically Gaussian

?
Nvecp pHs ´ Hsq Ñ N p0,ΣHsq, (21)

where ΣHs is the asymptotic covariance of vecp pHsq, and vecp¨q denotes the column stacking

vectorization operator. An estimate pΣHs of the covariance can be easily evaluated by the sample
covariance based on partitions of the available data. The propagation of pΣHs onto the modal
parameter estimates is then based on the first-order perturbation theory, using the fact that
estimates pf̂, ζ̂q are a function of the data covariance matrix pHs. It then follows

?
Nvecp pf ´ fq Ñ N p0,J f

HsΣHsJ f
Hs

T q,
?
Nvecppζ ´ ζq Ñ N p0,J ζ

HsΣHsJ ζ
Hs

T q, (22)

where J f
Hs , J ζ

Hs are the derivatives of the natural frequency and damping ratio with respect
to Hs obtained by perturbing the functional relationship between Hs and pf, ζq analytically,
and neglecting the higher-order terms, even when the functional relationship is not explicit.
Subsequently, covariance expressions for the estimates satisfy

pσf « pJf,Hs pΣHs pJ T
f,Hs , pσζ « pJζ,Hs pΣHs pJ T

ζ,Hs . (23)

With this principle, the uncertainties of the output covariances can be propagated step by step
through the subspace identification algorithm down to the modal parameters. The analytical
sensitivities are derived in detail in [15], with a computationally efficient algorithm proposed in
[16].



2.4. Problem statement
The objective is to find a sensor layout – based on a model at the design stage of an experiment
– that yields a minimal variance of the modal parameters when they will be identified from
the actual data at the selected sensor positions with subspace-based system identification. The
proposed procedure is purely model-based, as no data are available at the experimental design-
stage, and assumes the knowledge of the system matrix A, the type and number of sensors used
(acceleration, velocity or displacement sensors), as well as the knowledge of the noise properties
of the system, i.e., matrices pQ,R, Sq. From this information, the expected modal parameter
variance is inferred for a given sensor layout encoded in C, based on the model and the known
noise properties of the system. An objective function is then designed, and minimized, to attain
a minimal variance of modal parameters to be-identified from data. The objective function is
designed based on a performance criterion using the accumulated coefficients of variation of the
frequencies and damping ratios

F pCq “ COVf ` COVζ , (24)

where COVf “
řn

i“1
σfi
fi

and COVζ “
řn

i“1
σζi
ζi

are implicitly a function of C, which contains
the sensor positions in-question, and n is the number of modes. The optimal sensor layout is
then obtained as

Copt “ argmin
C

F pCq. (25)

3. Variance approximation
The estimation of matrix A with the subspace identification method is described in Section
2.2. For an analytical evaluation of the variance of Â, solely based on the model matrices
pA,C,Q,R, Sq, a slightly different estimation problem is considered; which, however, is close to
the one of subspace identification. For this we use the regression on the Kalman filter states to
estimate A, in order to link the noise properties pQ,R, Sq via the Kalman filter to the estimation

covariance of Â.
Define X̂` and X̂´ by removing the first and the last sample from X̂´ (see Section 2.2),

respectively, then

X̂` “ AX̂´ ` KE´ (26)

with

X̂` “
1

?
N

“

x̂2 . . . x̂N
‰

, X̂´ “
1

?
N

“

x̂1 . . . x̂N´1

‰

, Ê´ “
1

?
N

“

e1 . . . eN´1

‰

.

From this relationship, an estimate of A can be obtained by the regression

Â “ X̂`X̂´: “ X̂`X̂´T pX̂´X̂´T q´1. (27)

To analyze its covariance, we start by analyzing the rows of Â. For ease of the notation, the
transpose of Eq. (27) is taken, and the columns ÂT

i of ÂT “ rÂT
1 . . . ÂT

n s are considered.

Accordingly, define the i-th state sequence X̂`T
i as the i-th column of X̂`T , and KT

i as the i-th
column of KT . It follows

ÂT
i “ pX̂´X̂´T q´1X̂´X̂`T

i (28)

“ pX̂´X̂´T q´1X̂´pX̂`T
i ´ X̂´TAT

i
loooooooomoooooooon

def
“ ri

q ` AT
i (29)



where ri is the residual of the regression. Let the covariance of ÂT
i be defined as ΣAT

i
“

E
´

pÂT
i ´ AT

i qpÂi ´ Aiq

¯

. Following Eq. (29), this covariance yields

ΣAT
i

“ E
´

pX̂´X̂´T q´1X̂´rir
T
i X̂

´T pX̂´X̂´T q´1
¯

.

Assume now that X̂´X̂´T Ñ T has converged, then

ΣAT
i

“ T´1E
´

X̂´rir
T
i X̂

´T
¯

T´1 (30)

Based on Eq. (26), the residual writes

ri “ Ê´TKT
i ,

and the product X̂´ri in Eq. (30) yields

X̂´ri “
1

N

N´1
ÿ

j“1

x̂je
T
j K

T
i ,

E
´

X̂´rir
T
i X̂

´T
¯

“
1

N2
E

¨

˝

˜

N´1
ÿ

j“1

x̂je
T
j K

T
i

¸ ˜

N´1
ÿ

l“1

x̂le
T
l K

T
i

¸T
˛

‚

Thanks to the presence of the innovation in this term, the expected value of the cross terms is
zero for j ‰ l, simplifying to

E
´

X̂´rir
T
i X̂

´T
¯

“
1

N2
E

˜

N´1
ÿ

j“1

x̂je
T
j K

T
i Kiej x̂

T
j

¸

.

Again thanks to the innovation, the terms in the sum are independent, leading to

E
´

X̂´rir
T
i X̂

´T
¯

“
1

N2

N´1
ÿ

j“1

E
`

x̂je
T
j K

T
i Kiej x̂

T
j

˘

.

Since eTj K
T
i is a scalar, the terms can be swapped, and since the innovation is independent from

the state predictions, this yields

E
´

X̂´rir
T
i X̂

´T
¯

“
1

N2

N´1
ÿ

j“1

E
`

x̂j x̂
T
j Kieje

T
j K

T
i

˘

“
1

N
TKiΣ

eKT
i

in the steady state. Plugging this term back into Eq. (30), the covariance of ÂT
i can be

approximated as

ΣAT
i

“
1

N
T´1KiΣ

eKT
i .

Analogously, the covariance between different columns of ÂT can be developed as

ΣAT
i ,AT

l
“

1

N
T´1KiΣ

eKT
l .



Based on these results, the covariance of vecpÂT q can be directly assembled, leading to

ΣAT “
1

N
pKΣeKT q b T´1, (31)

where vecp¨q is the column stacking vectorization operator, and b denotes the Kronecker product.
It should be noted that this covariance is an approximation of the actual asymptotic covariance
of an estimate of A from subspace identification, which is due to the approximation in (30)
and the slightly different estimation of A in (20) when compared to estimating it from the
observability matrix or from the full regression together with C [12]. Whereas the obtained
approximation in (31) is a simple expression, the complete (and much more complex) analysis
of the asymptotic variance is made e.g. in [17].

The asymptotic covariance ΣAT is then used to compute the variances of the natural
frequencies and damping ratios, where the related sensitivities are obtained using the first-
order perturbation theory. This allows to compute the coefficients of variation of the natural
frequencies and damping ratios in Eq. (24) for any sensor placement. The optimal sensor
placement is then chosen such that it minimizes Eq. (24). For the proof of concept, an exhaustive
search over all possible sensor layouts is made in the following; however more efficient methods
can be easily adopted in this context, like genetic algorithms [2], for examples see [18].

4. Application
In this section, the proposed sensor placement scheme is validated on an example of a 20 DOF
mechanical chain-like system. The system is modeled with spring stiffness ki “ 100, mass
mi “ 1{20 and a proportional damping matrix such that all modes have a damping ratio of 2%.
The chain is excited by a white noise signal acting at all DOFs and the output accelerations are
sampled with a frequency fs “ 50 Hz. A sketch of the system is depicted in Figure 1.

m1 m2 m19 m20

k1 k2 k3 k19 k20

c1 c2 c3 c19 c20

Figure 1. A sketch of a 20 DOF chain system.

The focus of this study is to find a sensor configuration that yields a minimal variance of the
modal parameter estimates. For this purpose three sensors are considered. While an exhaustive
search for the optimal placement is in general a computationally demanding task due to a
large number of possible combinations, it is still feasible for selecting 3 sensors at 20 possible
locations and considered hereafter for illustration purposes. The application comprises three
parts; firstly, the uncertainty related to the state matrix obtained after Eq. (31) is propagated
onto the natural frequencies and damping ratios, for every sensor configuration. Subsequently,
two different sensor configurations are chosen and the related variance estimates are compared
to the corresponding variances obtained from Monte Carlo sampling the natural frequencies and
damping ratios obtained in a regression Eq. (27). Lastly, the estimated variances are compared
with the variance obtained from Monte Carlo sampling of modal parameter estimated by means
of data-driven subspace identification after Eq. (20).



The asymptotic variance of the natural frequencies and damping ratios is obtained as a
function of the covariance of the state matrix (31), and the related sensitivities are obtained
using the first-order perturbation theory. The left part of Figure 2 illustrates the sum of the
Coefficients of Variation (COV) of the natural frequency and the damping ratio, COVf and
COVζ respectively, for each sensor configuration. It can be viewed that COVf and COVζ change
with the sensor configuration and that 8/1140 configurations exhibit relatively low variances.
Those 8 configurations are then exploited for validation purposes in the remainder of this work.
The right part of Figure 2 illustrates the COVf and COVζ for two sensor configurations exhibiting
low and high variances; the configurations 412 and 1140 respectively. It can be observed that
while the difference between COV is small for the low-order modes, it is increased by a few
orders of magnitude for the high-order modes.

Figure 2. Sum of COV of the natural frequencies and damping ratios for every sensor setup
(left). COV of the natural frequency for each mode for two chosen sensor configurations (right).

Figure 3 illustrates a comparison of Monte Carlo histograms for two sensor configurations.
It can be seen that the variance of histograms is encompassed by the theoretical variance of
the parameter obtained from the noise properties of the Kalman filter. In addition, differences
between histograms are the largest for the higher-order modes, which agrees with the trend
depicted in Figure 2.

Lastly, a comparison between the uncertainties obtained from sampling the subspace
identification and the asymptotic uncertainties obtained using Eq. (31) is depicted in Figure
4. The left part of Figure 4 shows that while the magnitude of the COV is different, the general
trend between two approaches is similar. The right part of Figure 4 illustrates a mean error on
the variances obtained from sampling the subspace identification estimates and the proposed
approach, for 8 sensor setups chosen for the validation. It can be viewed that for most of
the validated setups the mean error oscillates between 10 ´ 15%, which can be related to the
convergence of the Monte Carlo histograms.

5. Conclusions
In this paper a model-based sensor placement strategy was devised with the objective of
minimizing the variance of modal parameters, which are to-be obtained from data. It was shown
that the variance of modal parameters estimated with data-driven subspace identification can
be approximated solely based on the process and the measurement noise properties using the
Kalman filter and the underlying system model, and does not require actual data which are
not available at the experimental design stage. The performance of the proposed approach
was illustrated on an extensive Monte Carlo simulation conducted for the illustrative case of a
mechanical chain system. Future work will comprise a formal comparison between the variance
obtained with the proposed approach and the asymptotic results from [19], and an application
to optimal sensor placement in a large-scale mechanical system.



Figure 3. Monte Carlo histograms of the natural frequencies and damping ratios for two sensor
configurations.

Figure 4. Sum of COVf and COVζ obtained using the proposed approach and the data-driven
subspace identification (left). Mean error between the σf and σζ obtained using the proposed
approach and the data-driven subspace identification (right).
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