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Abstract

Damage localization based on ambient vibration data in combination with finite element models
can be challenging, in particular due to the large number of parameters in the model and noisy
measurement data. Changes in different structural parameters can cause similar changes in data-
driven features, and vice versa, it can be challenging to identify which parameter caused the
deviation in the data. The problem is ill-conditioned and slight variations in the features, due
to inherent statistical uncertainty, can lead to significant errors in the result interpretation. A
possible solution is sensitivity-based statistical tests in combination with a parameter clustering
approach that considers the uncertainties of data-driven features. In this context, this paper
introduces the concept of damage localizability, and provides a framework to evaluate it based
on the minimum detectable parameter changes, possible false alarms in unchanged parameters,
as well as the achievable damage localization resolution. Since clustering approaches depend on
user-defined hyperparameters, such as the number of clusters, the second objective of this paper
is to optimize the performance of the damage localization, by adjusting the hyperparameters for
clustering. A particular strength of the approach is that the analysis can be conducted based on
data and a numerical model from the undamaged structure alone, making it a suitable approach
to assess and to optimize the diagnosis performance before damage occurs. For proof of concept,
a laboratory case study on a simply-supported steel beam is presented, where the localizability of
mass changes is analyzed and optimized.

Keywords: Structural health monitoring, ambient vibrations, damage localization, statistical
tests, sensitivity, clustering, Fisher information

1. Introduction

Modern societies critically depend on structural and mechanical systems, such as, power plants,
bridges, offshore platforms, defence systems, aircraft, and spacecraft. Some structures are located
in remote locations, they are exposed to extreme natural hazards, or are operated beyond their
original lifespan. To guarantee a safe operation, it is essential to supplement visual inspections
with automated monitoring strategies and to assess the performance of the monitoring systems
before damage occurs, ideally, before the structure is instrumented.

⋆A preliminary version of this paper was presented at the 21st IFAC World Congress, July 12 - 17, 2019, Berlin,
Germany [1].
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In civil engineering, the process of implementing an automated damage diagnosis procedure is
known as structural health monitoring (SHM). Essential steps include the operational evaluation
of the structure, the acquisition of system response data through permanently installed sensors,
the extraction of damage-sensitive features, and the subsequent statistical evaluation [2], which
is divided into detection, localization, quantification, and lifetime prognosis [3]. Vibration-based
approaches based on the global system response to unknown excitation can diagnose damage across
the entire structure and under normal operating conditions [4]. Many of them are unsupervised
in the sense that, for training, no data is required from the damaged structure. While damage
detection can be performed in a purely data-driven fashion [5, 6], damage localization is often
conducted in combination with numerical models that provide a physical interpretation of the
change in the data (in the scope of unsupervised methods), with typical examples being model
updating [7], statistical updating [8], parametric change localization [9], flexibility methods [10].
An overview of recent developments in bridge monitoring can be found in the references [11].
Diagnostic capabilities beyond localization also require a numerical model of the structure [12],
and may only be reliable in combination with non-destructive testing [13].

One group of unsupervised methods that can be evaluated in combination with numerical
models are parametric hypothesis tests based on the asymptotic local approach [14], which are
capable of detecting and localizing damages [15–20]. The analysis procedure starts with a definition
of damage as a change in model-based design parameters, for example, material properties, or
cross-sectional values in a finite element (FE) model. Next, parameter changes are linked to
changes in the global damage-sensitive features using sensitivity vectors, and uncertainties in the
estimation of the data-driven feature are quantified. This way, statistical hypothesis tests, such
as the generalized likelihood ratio (GLR), can be applied to test the likelihood of changes in
structural parameters. Due to the change linearization through model-based sensitivity vectors,
it is possible to analyze vibration data from the undamaged structure and to make predictions
regarding the damage detectability before damage occurs. In fact, analytical formulas exist to
evaluate the minimum detectable damage based on a user-defined probability of detection [21],
and to optimize the sensor placement accordingly [22]. As outlined by Falcetelli et al. [23], there is
a need to develop similar reliability metrics for damage localization, and the purpose of this article
is to present a framework to assess damage localizability. Before this can be done, some issues
related to damage localization have to be highlighted.

Damage localization is more challenging than damage detection, because changes in features
are mapped onto structural parameter changes in FE models (through sensitivity vectors), which
introduces the issue of over-parametrization, meaning changes in multiple structural parameters
have a similar effect on global damage-sensitive features. Vice versa, it is not possible to identify
the very parameter that has changed due to damage, i.e., to localize damage. These issues are
well-known in the model updating community [24–26], and typically, method-specific regulariza-
tion approaches have to be applied to improve the ill-posedness of the localization problem [27].
Alternatively, one of the various methods in the literature [28] can be applied to improve the ill-
conditioning by reducing the number of parameters to a smaller subset, including the colinearity
index method [29], the column-pivoting method [30], an extension of the relative gain array [31], the
Gram-Schmidt orthogonalization [32], principal component analysis [33], or the Fisher information
matrix. In the latter case, the trace of the Fisher information is employed, its determinant [34],
singular values [35], or the matrix inverse [36]. The advantage of the Fisher information is that it
accounts for the statistical uncertainties in the features, which discriminates it from other, deter-
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ministic approaches, and makes it particularly suited for the parametric hypothesis tests considered
in this paper. That is why it was employed in previous publications in combination with k-means
clustering or hierarchical clustering [16, 20] to remedy the problem of over-parametrization. With
this in mind, the attention can be drawn toward the original goal of the paper.

The purpose is to develop criteria to assess damage localizability and to create tools that are
universally applicable to a broad range of features, structures, and clustering approaches. For
this purpose, the predictive framework for damage detectability [21] is extended to damage local-
ization. However, defining the minimum parameter change for localization tests is not sufficient.
While damage detection corresponds to making a ‘global’ decision on whether or not any parame-
ter changes have occurred, damage localization corresponds to identifying the very parameter that
changed, which can be done by applying the statistical tests to each parameter individually. Dam-
age is localized by selecting the parameters that exhibit a test value beyond a safety threshold,
but the ambiguity in the test depends on the degree of over-parametrization, and thus, on the
parameter clustering. Intuition may suggest to reduce the number of clusters to a minimum to
minimize possible false alarms in unchanged parameters, but this smears the damage location and
significantly reduces the localization resolution, as every parameter includes the spatial informa-
tion from the FE model. Since various clustering approaches exist that all depend on user-defined
hyperparameters, such as the number of clusters, the second goal of this paper is to optimize the
damage localizability with an optimal cluster setting. A good performance of the clustering is
determined by high damage detectability, high localization resolution, and low false alarm suscep-
tibility, and the optimal solution is considered as a compromise between the three criteria. This
way, the optimal cluster settings can be found in an automated manner, and the performance of
the damage localization can be analyzed and optimized before damage occurs.

The paper is organized as follows: Section 2 reviews the employed statistical damage localiza-
tion tests and Section 3 develops different criteria to assess their performance, i.e., the damage
localizability. Based on the results, a procedure is presented in Section 4 that optimizes the per-
formance of the damage localization. In Section 5, the approach is applied to a laboratory steel
beam followed by the conclusion in Section 6.

2. Statistical Damage Localization Tests

This section recaps statistical tests to localize structural damage. In the following, damage is
defined as a change in structural parameters of a finite element model; however, other analytical
models that relate structural input parameters to measurable system response quantities could have
been used (surrogate models, wave propagation equations, etc.). The parameter changes typically
correspond to changes in material properties or cross-section values [37], prestressing forces [38, 39],
support conditions [40, 41], the entire stiffness of subcomponents [26], geometric properties and
parameters that describe the system connectivity [42]. The corresponding parameters are stored in
a vector θ = [θ1, ..., θH ]T ∈ RH , and damage in a structural component h is defined as a (relative)
change in the corresponding parameter θh from its reference value θ0h

∆h =
θh − θ0h

θ0h
. (1)

2.1. Damage Hypothesis

In general, structural parameter changes cannot be measured directly, but a parameter-based
damage hypothesis can be made to infer parameter changes from data. In the following, it is
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assumed that the parameters are in their reference state or that they have changed by θ−θ0. The
corresponding hypotheses are defined as [14]

H0 : θ = θ0 (reference state)

H1 : θ = θ0 + δ/
√
N (damaged state).

(2)

where δ is an unknown change vector and N is the number of recorded samples from the tested
structural state. Typically, data is not evaluated directly but damage-sensitive features (e.g. signal
statistics, modal parameters) are extracted to reduce the amount of data and highlight damages.
Damage can be evaluated by comparing the feature vector to its reference value, and evaluating
the residual

r = f̂− E
[̂
f
0
]
, (3)

where f̂ = [f̂1, . . . , f̂Nf
]T ∈ RNf is the estimated feature vector, E(·) is the expectation operator,

and f̂
0
is the feature vector in the reference state. Assuming that the outputs of a structure under

random excitation can be modelled as a stationary stochastic process, and that a sufficiently long
measurement record is available (with theoretically N → ∞), the feature’s distribution can often be
approximated as a normal distribution after proper normalization, i.e.,

√
Nr −→ N (0,Σ), where

Σ ∈ RNf×Nf is the covariance matrix of the residual vector. Applying the damage hypothesis from
Eq. (2), the features’ distribution in the damaged state can be approximated as Gaussian as well,
according to the local asymptotic approach [14], due to the central limit theorem

ζ =
√
Nr −→

{
N (0,Σ) (reference state)

N (J δ,Σ) (damaged state),
(4)

where J is the Jacobian matrix, i.e., a matrix that holds the first-order derivative of each residual
vector entry with respect to each structural parameter θh,

J =
∂Eθ[r]

∂θ

∣∣∣∣
θ=θ0

=


∂

∂θ1
Eθ[r1]

∂
∂θ2

Eθ[r1]
∂

∂θH
Eθ[r1]

...
... · · ·

...
∂

∂θ1
Eθ[rNf

] ∂
∂θ2

Eθ[rNf
] ∂

∂θH
Eθ[rNf

]


∣∣∣∣∣∣∣
θ=θ0

. (5)

In this paper, the subspace-based residual vector is considered as a damage-sensitive residual, which
is formed based on subspace properties of covariance functions and is shown to be asymptotically
Gaussian [15, 18]. It should be emphasized that the methods in the following sections are uni-
versally applicable to any feature with a Gaussian distribution, for example, residuals based on
covariance functions [43] or modal parameters [44, 45]. If environmental variables distort the Gaus-
sian assumptions, a data normalization step can be performed first to obtain the desired statistical
properties, for example, based on multivariate linear regression, principal component analysis [46],
or auto-associative neuronal networks [47], to name a few.

2.2. Damage Localization Tests

The main idea of damage localization is to test the hypotheses from Eq. (2) individually for each
parameter θh, and to localize damage by selecting the parameter that exhibits a test value beyond
a prescribed threshold. Among the available statistical tests in the literature, two localization
tests have been considered in this context, i.e., the direct test and the minmax test [19, 20]. The
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direct test is straightforward in its implementation but neglects possible changes in the untested
parameters, which can lead to significant test reactions for unchanged parameters beyond the
prescribed threshold (false alarms). The minmax test is the primary focus of this paper, as it
is the more advanced test with fewer false alarms. It evaluates the minimum likelihood of the
tested parameter having changed against the maximum likelihood of changes in untested partitions,
i.e., untested parameters or clusters. Mathematically, this concept is implemented through a
geometrical projection of the residual vector [19, 20]. The projection requires the sensitivity matrix
to be of full column rank, meaning changes in the damage-sensitive feature can be clearly assigned
to the respective structural parameters (i.e., columns in the Jacobian matrix). Due to the large
number of structural parameters in FE models, this requirement is generally not given. Therefore,
the parameters with similar sensitivity vectors have to be clustered prior to the damage localization.
The clustering procedure [20] is recapped in the following paragraphs, where the only two inputs
are the sensitivity matrix and the covariance matrix.

In the literature on statistical tests [16, 20], sensitivity-based clustering algorithms are described
that preserve the statistical properties of the residual from Eq. (4). First, the Jacobian matrix is
normalized using the square root-inverse of the covariance matrix

J̃ = Σ−1/2J =
[
J̃ 1 . . . J̃H

]
, (6)

and the similarity of all normalized sensitivity vectors J̃ i and J̃ j , denoted through the subscript
i and j, is evaluated using the distance

dij = 1− |J̃ T
i J̃ j |

||J̃ i|| · ||J̃ j ||
. (7)

If two vectors are orthogonal, the second term (i.e., the cosine of the angle between the vectors) is
zero and the distance is maximal with d = 1. Two identical vectors lead to d = 0. The clusters
are formed using, for example, k-means clustering [16] or hierarchical clustering, where the latter
has shown to lead to a better performance [20]. In an iterative procedure, the two partitions with
the shortest distance are gradually combined until a user-defined distance dthres between clusters
is attained. The cluster centers ck of each cluster, with k = 1, . . . ,K and a maximum number of
clusters K, are obtained through averaging

ck =
1

mk

∑
i∈Ck

J̃ i, (8)

where mk is the number of parameters in cluster Ck. Finally, a clustered Jacobian matrix is
obtained

J c =
[
c1 · · · cK

]
. (9)

It is still possible to test the likelihood of changes in individual parameters, not clusters. How-
ever, it is not possible to narrow down the damage location within one cluster, as other parameters
within the cluster exhibit a significant test shift as well due to their close sensitivities. When
testing a parameter θh, both the original Jacobian matrix and the clustered Jacobian matrix are
evaluated. First, the Jacobian is re-organized as J h,c =

[
J h J c

h̄

]
, where the first column J h is

the residual’s sensitivity toward the tested parameter and the remaining columns J c
h̄
are cluster

centers from Eq. (9) except the cluster that contains the tested parameter, denoted as ck(h), so

J c
h̄ =

[
c1 . . . ck(h)−1 ck(h)+1 . . . cK

]
.
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Figure 1: Statistical distribution of the minmax test statistic from Eq. (12)

Considering that the clustered Jacobian matrix is already normalized, see Eq. (6), the Fisher
information of the partitioned Jacobian matrix can be expressed as[

Fh Fc
hh̄

Fc
h̄h

Fc
h̄h̄

]
=

[
J̃ T

h J̃ h J̃ T
h J̃

c
h̄

J̃ cT
h̄ J̃ h J̃ cT

h̄ J̃ c
h̄

]
. (10)

To implement the minmax test, the Gaussian residual ζ is projected onto the tested and untested
partitions, ζh and ζc

h̄
, and a geometrical projection is applied to obtain a robust residual [19]

ζ∗h = ζh − Fc
hh̄F

c−1
h̄h̄

ζch̄,
ζh = J̃ T

hΣ
−1/2ζ,

ζc
h̄
= J̃ cT

h̄ Σ−1/2ζ.
(11)

This operation preserves the residual’s information content regarding the tested parameter and
makes it blind to changes in untested partitions. Finally, the minmax test statistic is defined as

t∗h = F ∗−1
h ζ∗2h ; (12)

it follows a χ2−distribution with one degree of freedom ν = 1 and a non-centrality λh (a mean test
shift) of

λh = F ∗
hδ

2
h, (13)

where F ∗
h is the projected minmax Fisher information

F ∗
h = Fh − Fc

hh̄F
c−1
h̄h̄

Fc
h̄h. (14)

Damage can be localized by comparing the test statistic t∗h for each structural parameter θh
against a safety threshold tcrit. This threshold can be set up, for example, based on the relative
number of tests beyond the safety threshold in the undamaged state (the false alarm rate). The
distribution properties are summarized in Fig. 1 together with the safety threshold, and the mean
test shift. In the undamaged state, the area under the probability density function beyond the
safety threshold is the probability of false alarms (PFA), and in the damaged state, this area is
the the probability of detection (POD), so finding the ideal threshold is a compromise between
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Figure 2: Finite element model in ANSYS

minimizing the PFA and maximizing the POD. Note that as the mean test shift increases, the
POD increases as well.

Originally, the minmax localization test was designed to eliminate test shifts for unchanged
parameters [19], yielding in theory λh = 0 when θh = θ0h in Eq. (13). However, false alarms cannot
be excluded if the clustering is not “perfect” in the sense that the number of clusters is not well
chosen with respect to their discriminability. So far, no guidance is given on how to set the user-
defined threshold dthres and to choose the optimal number of clusters. Furthermore, inaccuracies
may arise when the cluster centers are not representative of the contained parameter sensitivities.
These issues are the motivation to develop mathematical criteria and predictive methods to assess
and optimize the clustering for optimal damage localizability in this paper.

2.3. Steel Beam Case Study

To illustrate the statistical localization test from Section 2.2, a numerical case study is presented
in this section. The examined steel beam has a length of 4.11 m and a hollow structural steel cross-
section (HSS152x51x4.78) with a total weight of 56.8 kg. It is supported on two pin supports and
bent about the weak axis, see Fig. 2. The instrumentation consists of an input source with a total
mass of 3.6 kg, as well as eight vibration sensors with a weight of 1.28 kg each, see Fig. 2. The
input is a white noise signal and the output is the acceleration in the vertical direction. The beam
is used for several case studies [21, 22], but in this paper, only the vibration data at sensor positions
P1, P2, P7, and P8 are used. All other relevant parameters and signal processing parameters are
summarized in Table 1.

Structure Data

Cross-section HSS 152x51x4.78 mm Measured quantity acceleration
E-Modulus 210.000 MPa Sampling frequency 330 Hz
Density 7.850 kg/m3 Reference data length 110 min

Training/testing data 110 min

Table 1: Parameters for modelling and signal generation

Using ANSYS, the beam is discretized into 18 FEs, and to reduce the number of damage scenar-
ios to nine, the same material properties are assigned to two consecutive FE. The instrumentation
is considered through point masses that are arranged according to Fig. 2. For the sensitivity com-
putation (of the subspace-based residual), only the first four modes of vibration in the vertical
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direction are considered, with natural frequencies of 8.8 Hz, 34.5 Hz, 79.6 Hz, and 141.3 Hz, and
a modal damping ratio of 1.0 % critical damping. The sampling frequency is set to 330 Hz to
capture the highest frequency of interest, see Table 1. In the training state, where the sensitivity
and the covariance matrix are estimated, the entire measurement record of 110 min is evaluated.
In the testing state, the record is split into 100 data segments of 32 s length. Damage is defined
as a change in mass, so the monitoring parameters are the nine segment masses of the beam. For
the minmax localization test, seven parameter clusters from the above routine are obtained, where
the two parameters near the supports are combined to clusters. That means parameters {θ1, θ2}
are in the same cluster and changes between them cannot be distinguished, and the same is true
for the parameters {θ8, θ9}.

For comparison, the localization result for two damage scenarios with extra masses on beam
segment 1 and 4 are shown in Fig. 3. The figures show the averaged test values after the extra
masses have been applied and 100 test statistics have been evaluated. For the change in segment
1, Fig. 3 (left), a false localization alarm occurs for parameter θ3 although this test was specifically
designed to suppress false localization alarms. Note that parameter 2 is in the same cluster as
parameter 1, so the test shift for parameter 2 is consistent with the theory and not considered a
false alarm. Possibly a different cluster setting would have fully suppressed the false localization
alarm. For the change in segment 4, Fig. 3 (right), the test behaves as expected with no false
alarms.
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Figure 3: Mean of the minmax localization test statistic for two selected damage scenarios and numerical data

3. Criteria for Damage Localizability

The previous section recapped how statistical tests can identify structural parameters θh,
h = 1, . . . ,H that are most likely to have changed based on information obtained from mea-
surement data. This section goes one step further and develops mathematical criteria to assess the
localizability of damage. The most important aspect is a reinterpretation of the formula for the
mean test shift from Eq. (13), which allows one to predict the mean test shift based on the respec-
tive parameter change. To ease the interpretation and circumvent the combinatorial problem, it
is assumed that damage is restricted to a single parameter θh′ , while the other parameters remain
unchanged in the following derivations.
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3.1. Mean Test Shift

This section proposes a formula to compute the mean test shift in changed or unchanged
parameters. When the parameter is tested for damage that has actually changed, denoted with
an apostrophe θh′ , the statistical change vector from Eq. (2) simplifies to δh′ =

√
N(θh′ − θ0h′) and

Eq. (13) turns into λh′ = F ∗
h′δ2h′ . For the unchanged parameter θh, with h ̸= h′, the change vector

is δh = 0 but the mean test shift λh can be unequal to zero. For damaged (h = h′) or undamaged
(h ̸= h′) components, the mean test shift can be quantified through one equation

λh = F sc
h (θh′ − θ0h′)2N, (15)

as shown in Appendix A, where the sample size N = Tfs is the product of the measurement dura-
tion during testing and the sampling frequency, and F sc

h is the Fisher information after clustering

F sc
h =

{
Fh − Fc

hh̄
Fc−1
h̄h̄

Fc
h̄h

for h = h′

(Fhh′ − Fc
hh̄
Fc−1
h̄h̄

Fc
h̄h′)

2/(Fh − Fc
hh̄
Fc−1
h̄h̄

Fc
h̄h
) for h ̸= h′.

(16)

The main take-away is that Eq. (16) includes the clustered Fisher information, so the mean test
shift in Eq. (15) depends on the cluster settings. If the clustering is “perfect”, and if an unchanged
parameter is tested, the mean test shift for unchanged parameters is zero, because the Fisher
information F sc

h in the lower half of Eq. (16) would simplify to zero. This is of course not true if
the tested parameter is in the same cluster as the changed one, because all parameters in the cluster
of the changed parameter will show some shift. In contrast, if the averaged sensitivities from Eq. (9)
are bad approximations of the contained vectors, the cluster centers are chosen inappropriately, so
F sc
h is unequal to zero and false alarms occur for undamaged components. In this case, Eq. (15)

also predicts the mean test shifts in the undamaged components with h ̸= h′, meaning, it predicts
false alarms.

The formula from Eq. (15) suggests that the mean test shift (in both undamaged and damaged
components) is proportional to the Fisher information F sc

h , which can be calculated based on the
Jacobian matrix and the covariance matrix from reference data. That means it is possible to predict
the mean test shift without data from the damaged structure, simply based on a hypothetical
parameter change θh′ − θ0h′ . This concept allows for a new way of thinking; the test shift is not
evaluated based on empirical studies anymore, but with respect to potential damage scenarios.

3.2. Detectable Damage

Being able to predict the mean test shift based on the corresponding parameter change in
Eq. (15) inevitably leads to the question of how large the mean test shift should be to allow for a
reliable damage localization. The main idea is to require the mean test shift to be fixed to some
minimum value λ = λmin, so the distributions of the test statistic are clearly separated from the
undamaged ones, and the probability of detection (i.e., the relative number of tests beyond the
safety threshold) is close to 100%, see Fig. 1. At the same time, there is no advantage in increasing
the mean test shift beyond the minimum value, as the probability of detection cannot increase
beyond 100%. In other words, the required mean test shift λmin is a measure for the reliability
of the damage diagnosis and can be fixed based on the user-defined probability of detection [21].
Once the minimum mean test shift is fixed, the derived formula from Eq. (15) can be solved for
the minimum detectable damage in each parameter θh′

∆min
h′ =

1

θ0h′

√
λmin

N · F sc
h′
. (17)
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Figure 4: Predicted mean of the minmax localization test statistic for two damage scenarios and numerical data

High detectability is given for a high absolute magnitude of the design parameter θ0h, a high number
of samples N , a high Fisher information F sc

h (high sensitivity and a high signal-to-noise-ratio), and
low requirements regarding the reliability of the damage diagnosis result, which is achieved by
requiring a small mean test shift λmin.

3.3. Steel Beam Case Study

For proof of concept, the attention is drawn to the numerical case study from Section 2.3 with
the damage localization results in Fig. 3. This time, no vibration data from the damaged structure
is evaluated. Based on vibration data from the reference structure, the Fisher information from
Eq. (16) is evaluated and the mean test shift for a 5% damage in parameters 1 and 4 is calculated
according Eq. (15). For the change in segment 1 (Fig. 4 left), the predicted mean test shift of
20 is identical to the obtained mean test shift from Fig. 3. Moreover, the expected test shift of
parameter 2 (in the same cluster) is correctly predicted with a magnitude close to 20, and the false
localization alarm of parameter 3 can be quantified based on vibration data from the reference
structure. For the change in segment 4 (Fig. 4 right), the predictions also confirm the results
from Fig. 3. This illustrates that the experiments based on data from the damaged state are not
necessary for the assessment of the mean test shift in changed or unchanged parameters, as the
performance of the localization test can be predicted with the developed metrics.

3.4. Definition of Localizability

This section proposes several criteria to mathematically define the localizability of damage,
with the central element being the formula to predict the mean test shift, Eq. (15). On one hand,
the formula can predict the mean test shift for the actually damaged parameter. To clearly detect
the damage, the mean test shift has to be beyond a minimum value, specified by the user, and a
corresponding parameter change can be calculated. On the other hand, the formula can be used
to predict the mean test shift in unchanged parameters, so it is an appropriate tool to assess the
magnitude of false localization alarms. Another, rather trivial aspect that affects the localizability
of damage is the number of clusters, as this directly affects the localization resolution. In summary,
the notion of localizability is defined through the following three aspects:

• Detectability,

• False alarms,
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Figure 5: Mean of the minmax localization test statistic for six clusters (left) and seven clusters (right). Six clusters
lead to a high detectability of damage in parameter 2, but seven clusters reduce false alarms

• Resolution.

High localizability is given for a high damage localization resolution, combined with high detectabil-
ity, and few and insignificant false alarms.

The derived formulas are a powerful tool to analyze the quality of the parameter clustering,
as different cluster settings lead to different results for both the detectability and false alarms. To
demonstrate this, the mean test shift for a 10% mass change in parameter 2 is plotted in Fig. 5.
For a parameter cluster with six clusters (Fig. 5 left) the mean test shift in parameter 2 is about
20, and it reduces to 10 if seven parameter clusters are used (Fig. 5 right). In this particular case,
increasing the number of parameter clusters from six to seven eliminated the false localization
alarm for parameters 4, 8, and 9, so not only the mean test shift but also the false localization
alarms depend on the parameter clustering. The subsequent section will explain how to find the
optimal hyperparameters as a compromise between the three criteria.

4. Optimizing the Localization Performance

The previous section provided a means to evaluate the damage localization performance, which
depends on the cluster settings. Based on the three criteria that define the damage localizability,
this section outlines a method to find the cluster settings with optimal localizability. In the follow-
ing, the hyperparameter to be optimized is the number of clusters K in the hierarchical clustering,
but the method can be applied similarly to evaluate other cluster settings and approaches.

4.1. Damage Detectability

The first criterion is the damage detectability. With increasing number of clusters, the damage
detectability in individual parameters decreases, indicated through large minimum damages ∆min

h′ .
The reason for this is that the minmax localization test considers the maximum likelihood of
changes in untested clusters, which naturally increases for an increasing number of clusters. A
meaningful way to quantify the detectability of changes is to solve the predictive formula for the
minimum detectable damage ∆min

h′ , see Eq. (17). After calculating the detectable damage for all
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parameters θh′ , h′ = 1, ...,H, the decisive parameter can be identified as the one with the largest
detectable damage ∆max(K) = max{∆min

1 (K), ...,∆min
H (K)} as this parameter exhibits the lowest

detectability. Subsequently, a weighted optimization criterion can be formed as

f1(K) =
∆max(K)−∆g

∆b −∆g
, (18)

where the subscripts g and b indicate “good” and “bad” values for the detectable damage, or lower
and upper bounds in this case. They can be set to, for example, ∆g = 0% and ∆b = 100%. Values
beyond 100% indicate that damage is not detectable for the given measurement duration.

Example: Table 2 shows the detectable damage for cluster configurations with five, seven, and
nine clusters, see Fig. 7. For this specific case, the measurement duration was set to T = 30 s
and the required mean test shift to λmin = 20. Looking at the maximum values for each cluster
configuration (which corresponds to the objective f1 for the proposed lower and upper bounds)
clarifies that the damage detectability decreases with an increasing number of clusters. For more
than seven clusters, the detectable damage exceeds 100%, so damage is not detectable anymore.
Note that the parameter changes in Table 2 are not causing the test shifts in Fig. 5. While the figure
shows the mean test values of the minmax localization test to an actual change of ∆2 = 10%, the
table calculates the minimum detectable changes ∆min

h′ based on Eq. (17) such that the user-defined
minimum mean test shift of λmin = 20 is achieved.

Detectable Damage [%]
No. of clusters ∆min

1 ∆min
2 ∆min

3 ∆min
4 ∆min

5 ∆min
6 ∆min

7 ∆min
8 ∆min

9 f1

5 clusters 21.4 11.6 13.0 11.5 5.8 13.6 12.0 7.0 21.4 21.4
7 clusters 40.6 17.9 13.4 20.4 15.6 15.9 13.8 18.5 42.5 42.5
9 clusters >100 >100 >100 >100 >100 >100 > 100 > 100 > 100 > 100

Table 2: Detectable damage in percent of the structural design parameters for five, seven, and nine parameter clusters

4.2. False Alarms

The second optimization criterion is the susceptibility to false alarms, which corresponds to a
significant test shift for an unchanged parameter that is not in the same cluster as the changed
parameter. A test shift for parameters, which are within the same cluster as the damaged compo-
nent, is to be expected and is not considered a false alarm. As described in the previous section,
the magnitude of false localization alarms can be predicted based on Eq. (15) and (16), and this
section explains how to formulate an objective function.

Damage is localized by comparing the test statistic from Eq. (12) against a safety threshold. If
multiple parameters exhibit a test value beyond the threshold, damage localization is only reliable if
the test shift for changed parameters is more pronounced than for unchanged parameters, especially
if only one parameter has changed. Therefore, it is meaningful to evaluate the magnitude of false
alarms for all unchanged parameters θh, with h = 1, . . . ,H, in relation to the magnitude of the
actually changed parameter θh′ , using the non-centrality ratio

NCRhh′ =
λh

λh′
. (19)
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Both the mean test shift for the altered and for the unaltered parameter depend on the parameter
change of the actually changed parameter (θh′ − θ0h′), meaning the damage extent cancels out and
the NCR can be calculated without knowledge of the damage magnitude.

To quantify the susceptibility to false localization alarms for a specific cluster setting, the
number of scenarios can be counted, in which false alarms occur. A scenario corresponding to a
change in θh′ is considered a false-alarm-scenario if any NCR from Eq. (19) exceeds a user-defined
threshold of, for example, 25%, as higher value may suggest that additional parameters have
changed. Moreover, cluster settings that cause NCRs over 100% should be disregarded because
it is impossible to identify the correct damage location. Ultimately, an objective function can be
formed as

f2(K) =
Nsc(K)−Ng

Nb −Ng
, (20)

where Nsc is the number of false alarm scenarios, and Ng and Nb are lower and upper bounds that
could be set to Ng = 0 and Nb = H. To penalize settings with high false alarm susceptibility more
severely, a lower value for Nb could be chosen.

Example: Fig. 6 summarizes the NCR for the beam from Section 2.3 including all nine damage
scenarios. The results are presented for a cluster setting with K = 7 clusters and can be interpreted
as follows: For scenario ∆1 (with an extra mass on beam segment 1), the test shift of parameter
one is normalized to 100%. Parameter 2 is in the same cluster, so the test shift of close to 100% is
not considered a false alarm. Parameter 3 exhibits a false localization alarm, with a significant test
shift of 32.4%. Since the false alarms exceed the user-defined threshold of 25% for scenarios 1 and
9, the number of false alarms scenarios is Nsc = 2, and the objective function is f3 = 2/9 = 0.22.
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Figure 6: Non-centrality ratio for all nine damage scenarios
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4.3. Localization Resolution

The third and rather trivial optimization criterion is the damage localization resolution. An
appropriate measure for the resolution is the number of clusters, because it determines the number
of parameters to which changes can be narrowed down. A low number of clusters corresponds to
a low localization resolution, and the higher the number of clusters, the higher the resolution. An
objective function can be formed as

f3(K) =
K −Kb

Kg −Kb
, (21)

where K is the number of clusters. Damage localization with a single cluster is meaningless, as it
merely allows for damage detection, so the lower bound can be set to Kb = 2. An upper limit is
given through the maximum number of independent sensitivity partitions, best captured through
the matrix rank of the Fisher information matrix Kg = rank(F).

Example: In Fig. 7, the cluster tree (dendrogram) for the steel beam from Section 2.3 is shown,
together with the corresponding substructure arrangement for five, seven, and nine clusters. The
highest localization resolution with K = 9 is achieved if the parameters are not clustered, which is
possible because the Fisher information is of full matrix rank, with rank(F) = 9. It appears that
the beam segments close to the supports are combined to parameter clusters first, i.e., parameters
{1, 2} and {8, 9}. This is because changes in these beam segments have a similar effect on the global
damage-sensitive residual (possibly due to the low vibration amplitudes), which is indicated through
a low distance in the cluster tree. Another observation is that, especially for a low number of
parameters, clusters are formed for parameters that are not necessarily adjacent to each other. This
is an undesired quality because the damage cannot be isolated in one subcomponent. Therefore,
it appears intuitive to set the number of clusters to a high value.
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Figure 7: Cluster tree for pin-supported beam (left) with corresponding substructure arrangement for five, seven,
and nine substructures (right)

4.4. Optimal Compromise

Finding the optimal hyperparameters is a multi-objective optimization problem. It depends
on the damage localization resolution, the damage detectability, and the false alarm susceptibility.
After weighing the objective functions using user-defined lower and upper bounds, all criteria are
considered equally important. For example, a high damage detectability is useless if the localization
resolution is low with K = 1, because it is merely possible to detect the presence of damage but
not its location. At the same time, a high resolution is meaningless if the false localization alarms
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Figure 8: Flow chart of the optimization scheme, with the final result being the localizability assessment. Light grey
boxes indicate that the analysis is based on data from the undamaged structure

are excessive, because the actual damage location remains hidden. Equivalently, a high localization
resolution is impractical if damage can only be detected for relative parameter changes close to or
beyond 100%. The localization resolution and the damage detectability are conflicting optimization
criteria, meaning it is impossible to improve one criterion without degrading the other.

Dealing with conflicting optimization criteria with equal importance is known as Pareto opti-
mization [48]. The optimal solution is the one that simultaneously optimizes the damage detectabil-
ity from Eq. (18), the false alarm susceptibility from Eq. (20), and the localization resolution from
Eq. (21). One way to find the optimal solution is to define a compromise function as the Euclidean
distance in the three-dimensional optimization space

min
K

f =
√
f1(K)2 + f2(K)2 + f3(K)2 (22)

s.t. f1(K) < 1, f2(K) < 1, f3(K) < 1.

The optimal compromise can then be found by selecting the number of clusters (the localization
resolution) with a global minimum in the compromise function f from Eq. (22). To increase the
reproducibility, a flow chart is given in Fig. 8.

Example: In Fig. 9, the three objective functions are plotted for a varying number of clusters K.
The grey area indicates the infeasible domain, meaning the optimization criterion is beyond the
worst value defined by the user, causing the objective function to exceed the value of one. The
following observations can be made:

15



1 2 3 4 5 6 7 8 9
Number of clusters K

0.0

0.5

1.0

1.5

2.0

O
bj

ec
tiv

e 
fu

nc
tio

ns

Resolution
Detectability
False alarms
Compromise
Infeasible 
 domain

Figure 9: Objective functions for a varying number of clusters

2.06 m 2.06 m

Cross-section

Substructure 

number

1 652 6411 3

P2P1 P8P7P3 P4 P6P5

Shaker

Figure 10: Optimal substructure arrangement with six parameter clusters

• Damage detectability f1 (solid black line): Damage detectability is high for a low number of
parameter clusters, and gradually worsens with a distinct jump for more than seven clusters.
This jump indicates that the detectable damage for the parameters with the lowest damage
detectability exceeds 100%, see Table 2.

• False alarm susceptibility f2 (dotted line): False alarms are zero for one or nine clusters
and unequal to zero for most other cases. The allegedly optimal point with seven clusters
exhibits an excessive number of false alarms, which underlines the importance of the false
alarm susceptibility as an optimization criterion.

• Localization resolution f3 (dashed line): The worst solution with f3 = 1 is achieved for
two parameter clusters, because damage localization with one cluster is meaningless. For an
increasing number of clusters, the localization resolution linearly improves.

Fig. 9 also displays the compromise function as a thick, solid black line. A global minimum
in the compromise function indicates the optimal compromise between localization resolution,
detectability, and false alarm susceptibility. The minimum is reached for K = 6 clusters, and the
corresponding substructure arrangement is shown in Fig. 10.

All considerations in this section are based on the assumption that the prediction of the mean
test shift is accurate. To illustrate this on real data, a laboratory experiment is described in the
subsequent section.
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5. Experimental Validation

For proof of concept, a laboratory steel beam is set up with the same structural properties and
signal processing parameters as the numerical case study described in Section 2.3, see Fig. 11. A
hydrodynamic shaker (Smartshaker K2007E01) injects white noise excitation vertically into the
beam and eight mobile seismic sensors (Tromino tromographs) measure the accelerations in the
vertical direction. As in Section 2.3, only the vibration at sensors P1, P2, P7, and P8 are analyzed.
The objective is to verify that the optimal cluster setting, which is evaluated based on data from
the undamaged structure, actually leads to the optimal damage localization result in the damaged
state. For this purpose, a 10% extra mass is applied to two different beam segments (Segment 5
and Segment 8) and the mean test shift is compared to the predicted values. Based on numerical
studies, the accuracy of the predictions has already been validated, as shown in Fig. 3 and 4, and
this case study sets out to validate the predictions for a real structure in a laboratory measurement
environment. Since real measurement data may have different noise properties (which manifest
themselves through the covariance matrix), the results from the automated clustering routine may
be slightly different. Hence, all considerations in this section are based on experimental data,
including for the undamaged state, and the FE model-based sensitivities.

Figure 11: Photos of the laboratory experiment with a laboratory beam (left) and exemplary extra masses that
increase the beam segment weight by 2.5% (right)

The results based on numerically generated data indicated that the optimal localization can
be achieved for a cluster setting with six parameter clusters, see Figs. 9 and 10. Repeating the
analysis from Section 4 and Fig. 8 based on real data leads to an optimal parameter clustering
with seven clusters because the covariance properties change and fewer false alarms occur for the
cluster setting with seven cluster centers. To validate this allegedly optimal clustering, the test is
applied to 100 data sets before and after the extra masses are applied to the beam, in a Monte
Carlo experiment. Then, the mean value of the test is determined for each monitoring parameter.
This analysis is repeated for parameter settings with six, seven, and eight clusters and the results
are plotted for both damage scenarios in Fig. 12.

The optimal setup with seven clusters lead to a clear damage localization result, Fig. 12 (center)
with mean test values well beyond the safety threshold and no false localization alarms in damage
scenarios 5 and 8. For the damage scenario 8, the test shift in parameter 9 was to be expected, as it
is within the same cluster as parameter 8, so this is not considered a false alarm. For comparison,
Fig. 12 (top) shows the localization result for six parameter clusters. The mean test shift is more
pronounced, especially for a mass change in parameter 5. The fact that a lower number of clusters
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Figure 12: Mean test shift due to changes in parameter 5 and 8 for a cluster with 6 clusters (top), seven clusters
(center), and eight clusters (bottom)

leads to a more pronounced test shift (i.e., a higher detectability) is also represented through
objective function f1 in Fig. 9. Despite the high detectability, the cluster setting with six clusters is
sub-optimal because a false localization alarm occurs at parameter 5 for a mass change in parameter
8, Fig. 12 (top right). Increasing the number of clusters to eight, Fig. 12 (bottom), reduces the false
alarm susceptibility, but the mean test shift is insignificant in all damage scenarios. This can be
tied back to the optimization chart in Fig. 9, as the detectability of damage suddenly decreases and
the corresponding objective function enters the infeasible domain, meaning the detectable damage
is beyond ∆h = 100%.

What remains to be shown is that the test shift cannot only be predicted in relation to other
parameters (for the evaluation of false alarms), but that the absolute magnitude of the mean test
shift can also be predicted, see Eq. (15). For a 10% mass change in segment 5, six clusters and a
measurement duration of T = 32 s, the predictive formula yields a mean test shift of about λ5 ≈ 20.
By looking at the top left plot in Fig. 12, it can be appreciated that the mean test shift of 23 is
very close to the predicted value.

The presented case study demonstrates that the developed optimization scheme leads to optimal
damage localization results with high detectability and low false alarm susceptibility. The assumed
statistical properties of the damage-sensitive feature and the statistical tests appear to be valid
assumptions, even for real structures in laboratory measurement environments. Consequently, it
is possible to predict the absolute magnitude of the mean test shift based on vibration data from
the undamaged structure and the FE model-based sensitivities. This illustrates the theoretical

18



investigations from Section 3 and 4, and concludes the validation study.

6. Conclusion

In decades past, extensive research efforts have been made to develop automated systems for
damage diagnosis of large structures and ambient vibration data. An aspect that has often been
neglected is the proper performance assessment of SHM systems before damage occurs, or possibly,
before the structure is instrumented. However, being able to assess the effectiveness of a damage
localization method helps to convince decision-makers of the value of implementing a monitoring
system, and being able to optimize the performance may improve the success rate of future monitor-
ing systems. This article demonstrates that the damage localization accuracy with the considered
method class (statistical sensitivity-based tests) not only depends on the monitored data-driven
features and the complexity of the structure, but on user-defined hyperparameters that are required
to overcome the ill-conditioning of the localization problem. The main contributions are:

• A novel framework to analyze the localizability of damages for the considered method class
(statistical sensitivity-based tests) based on data from the undamaged structure and sensi-
tivity vectors that are calculated based on numerical models;

• Three mathematical criteria to assess the localizability of damage, i.e., the localization reso-
lution, the damage detectability, and the false alarms susceptibility;

• An automated routine, based on Pareto optimization, to set the hyperparameters of the
damage localization procedure, so an optimal localization performance can be achieved as a
compromise between maximizing the resolution, maximizing the detectability, and minimizing
false alarms.

From a higher-level perspective, this can be seen as the first attempt to define, and mathematically
quantify, the localizability of damage. The approach is specific to the underlying damage localiza-
tion method, and the case studies focus on the localization of mass changes based on vibration-based
damage-sensitive features. However, the approach is universally applicable to other features, dam-
age scenarios, and structures, provided the following requirements of the underlying method class
for damage localization [9] are fulfilled:

• Gaussian features: The measured damage-sensitive features can be approximated with a
Gaussian distribution. This is the case for various vibration-based features, as justified by
the central limit theorem from Eq. (4). If environmental and operational variables distort
the Gaussian distribution, the method is still applicable if appropriate data normalization
steps are performed first, e.g., based on multiple linear regression or principal components
analysis.

• Linear models: The relation between changes in structural parameters and measurable fea-
tures can be linearized using a first-order Taylor series expansion. This is usually valid for
small structural changes, or semi-log or log-log scales.

• Calibrated models: The numerical model (e.g. finite element model or other models that
relate changes in structural parameters to changes in measurable response quantities) has to
be calibrated for a physically meaningful damage localization.
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The last requirement may be restrictive for disciplines with complex engineering models, such
as bridge, maritime, or aerospace engineering. Therefore, future research should focus on how
to incorporate the modelling uncertainty in the predictive framework, as well as application of
the methodology to full-scale structures in the field of structural health monitoring, or complex
laboratory specimen in the field of non-destructive testing. The presented method was developed
to assess the localizability of damage before it occurs, but it is also an appropriate tool to optimize
all user input parameters. For example, it is shown how to optimize the hyperparameters for
clustering in the presented case study. The linkage criterion and other clustering settings remain
undiscussed, but the framework could assist in finding the cluster settings that lead to the fewest
false alarms. Equivalently, the framework can be utilized to compare various damage-sensitive
features and sensor layouts, and to select the most sensitive ones. This will be explored in future
research studies.

Appendix A. Statistical Properties of the Minmax Localization Test

This section evaluates the statistical properties of the minmax localization test under clustering
and derives a Fisher information for both changed and unchanged parameters that are tested. To
simplify the notations, parts of the Fisher information matrix are defined as Fh = J T

hΣ
−1J h,

Fhh′ = J T
hΣ

−1J h′ , and the parts of the clustered Fisher information matrix are defined in Eq. (10).
For notational convenience, it was assumed that damage is restricted to a single parameter θh′ ,

i.e., E[ζ] = J δ = J h′δh′ with δh′ =
√
N(θh′ − θ0h′), and the tested and changed parameters are

labeled through h and h′. From Eq. (11), the statistical properties of the projected residuals are

ζh = J T
hΣ

−1ζ −→ N (Fhh′δh′ , Fh), (A.1)

ζh̄ = J̃ cT
h̄ Σ−1/2ζ −→ N (Fc

h̄h′δh′ ,Fc
h̄h̄). (A.2)

The minmax localization evaluates the minimum likelihood of damage in the tested parameter
from Eq. (A.1) against the maximum likelihood of damage in all untested clusters from Eq. (A.2).
The result is the robust residual in Eq. (11), satisfying

ζ∗h = ζh − Fc
hh̄F

c−1
h̄h̄

ζh̄ −→ N (F ∗
hh′δh′ , F ∗

h ), (A.3)

where

F ∗
hh′ = Fhh′ − Fc

hh̄F
c−1
h̄h̄

Fc
h̄h′ (A.4)

F ∗
h = Fh − Fc

hh̄F
c−1
h̄h̄

Fc
h̄h. (A.5)

Note that if the tested and the changed parameter are in different clusters, then J̃ h′ should lie
in the column space of J̃ c

h̄ if the clustering is “perfect,” which leads to F ∗
hh′ = 0 in this case.

Pre-multiplying the square root inverse of the variance to Eq. (A.3) leads to a variable with unit
variance

z = F
∗−1/2
h ζ∗h −→ N (F

∗−1/2
h F ∗

hh′δh′ , 1) (A.6)

so the non-centrality can be calculated as

λh = E[z]TE[z] = δ2h′ · (Fhh′ − Fc
hh̄F

c−1
h̄h̄

Fc
h̄h′)

2/(Fh − Fc
hh̄F

c−1
h̄h̄

Fc
h̄h). (A.7)

If the changed parameter is tested, Eq. (A.7) collapses into λh′ = δ2h′F ∗
h′ .
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