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PHYSICS Talks at DevCon
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Serverless and Function as a Service (FaaS) are getting more and more attention from customers and developers as a way to develop, run and manage
applications functionality without the burden of infrastructure related knowledge. All big cloud providers offer them already, e.g., AWS Lambda, Google Cloud
Functions or Microsoft Azure Functions. One of the most relevant upstream projects for serverless is Knative, which recently added support for functions
(create, build, and deploy) on top of K8 clusters.

This workshop will introduce you to the FaaS model, as well as to building Kubernetes operators. You will implement a K8s Operator, using the operatorsdk
framework, to provide the functionality of the Knative CLI. This will allow to easier create, build and deploy functions with Knative just by creating Kubernetes
(CR) objects, and will help you learning the internals about how K8s Operators work in a real life example.
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PHYSICS Talks at DevCon

Sunday, June 18 « 2:45pm - 3:20pm
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The talk will focus on a design and development environment coming from the H2020 PHYSICS project, that aims to ease application evolution to the new
FaaS model. It uses the Node-RED open source tool as the main function and workflow runtime. The goal of the environment is to enable a more user friendly
and abstract function and workflow creation process for complex FaaS applications. To this end, it provides an extendable, patter-enriched palette of ready-
made, reusable functionalities such as workload parallelization, data collection at the edge, function orchestration creation among others. The environment
embeds seamless DevOps processes for generating the deployable artefacts of the FaaS platform (Openwhisk). Annotation mechanisms are also available
for the developer to dictate diverse execution options towards the deployment stacks, including sizing and locality considerations, as well as abilities for

dynamic Faa$ applications to continuously leverage the edge-cloud continuum.
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The edge-cloud continuum
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the cloud to the serverless
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Figure 2: From the cloud to the serverless - step 1.
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Towards a Multi-objective Scheduling Policy for

Serverless-based Edge-Cloud Continuum
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Serverless Computing

e Presents an evolution in the sense of use of containers,

e However, containers’ deployment time is not negligible,

Nevertheless, container can share layers.

Figure of Layers
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Motivation 1 and a multi-objective approach
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FOA: Function Orchestration Algorithm
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FOA: Function Orchestration Algorithm
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The Minimum Cost Integral Matching phase uses the Dual-Approx. Algorithm of Shmoys and Tardos [p. B. shmoys
and E. Tardos, “An approximation algorithm for the generalized assignment problem,” Math. Program., vol. 62, no. 1-3, p.461-474, Feb. 1993].
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Experimental Protocol

e Adaptation of the benchmark FunctionBench ?,
e Deployment of OpenWhisk 2 on GRID5000 3,
e Measurement and calibration of results.
e Evaluation of scheduling policies FOA, K8S ImageLocality (baseline):

e In a simulated environment,
e On top of Batsim/ Simgrid [H.Casanova et.al, 2014].

L https://github.com/kmu-bigdata/serverless-faas-workbench ,
2 https://openwhisk.apache.org/,
3 https://www.grid5000.fr .
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Design of Experiments

Parameters Values
Workload Size 200, 600, 1000
Platform Size 100, 300, 500

Heterogeneity Level 3,5, 7
Scheduling Policies | FOA, K8S Imagelocality
Random Seeds 30

Table 1 Design of Experiments. Total of 1620 experiments.
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Design of Experiments

Parameters Values
Workload Size 200, 600, 1000
Platform Size 100, 300, 500

Heterogeneity Level 3,5, 7
Scheduling Policies | FOA, K8S Imagelocality
Random Seeds 30

Table 1 Design of Experiments. Total of 1620 experiments.

Function Input Values Unit
Chameleon 2.10%, 3.10° Matrix size
Float operation 10.107, 20.107, 30.107 Operations
Image processing 60, 40 Image size in MB
Linpack 5.10%, 6.10° Matrix size
Matrix Multiplication 3.10%, 4.10° Matrix size
Model Training 50, 100 Dataset size
Pyaes 3.10°, 4.10%, 5.10° Length of message
Video Processing 30, 50, 100 Video size in MB

Table 2: Functions adapted from FunctionBench.
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Experimental results: Linear program trade-off

Amount of Downloaded Data (GB)
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Experimental results: Amount of data downloaded
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Experimental results: Number of machines used
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Conclusions - Part 1

e Cloud greedy algorithms may not profit from heterogeneity.

Anderson Andrei DA SILVA, Y. Georgiou, M. Mercier, G. Mounié, D. Trystram Towards Container-layer-aware Scheduling Policy for Serverless-based Edge-Cloud Continuum 19/35



Conclusions - Part 1

e Cloud greedy algorithms may not profit from heterogeneity.

e FOA outperforms our baseline for both data transfers and makespan criteria, in addition to
the system utilization by up to two orders of magnitudes.
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e FOA minimizes cold start delays and speed up functions’ execution time.
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Conclusions - Part 1

e Cloud greedy algorithms may not profit from heterogeneity.

e FOA outperforms our baseline for both data transfers and makespan criteria, in addition to
the system utilization by up to two orders of magnitudes.

e FOA minimizes cold start delays and speed up functions’ execution time.

e However, FOA is very time-consuming.
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Motivation 2 = Motivation 1 + Energy Consumption
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Motivation 2 = Motivation 1 + Energy Consumption
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Energy Consumption on Serverless Platforms - Kepler
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Energy Consumption on Serverless Platforms
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Experimental results: Amount of data downloaded
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Experimental results: Number of machines used
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Experimental results: Energy Consumption

Energy Consumption (kWh)
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Conclusions - Part 2

e Cloud greedy algorithms may not profit from heterogeneity.
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Conclusions - Part 2

e Cloud greedy algorithms may not profit from heterogeneity.

e FOA-e outperforms our baseline for both data transfers and energy consumption criteria,
in addition to the system utilization.
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Conclusions - Part 2

Cloud greedy algorithms may not profit from heterogeneity.

e FOA-e outperforms our baseline for both data transfers and energy consumption criteria,
in addition to the system utilization.

e FOA-e minimizes cold start delays and speed up functions’ execution time,

FOA-e has a scheduling time in order of seconds.
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Future Work

e To improve FOA’s model and try other linear programs’ solvers,
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Anderson Andrei DA SILVA, Y. Georgiou, M. Mercier, G. Mounié, D. Trystram Towards Container-layer-aware Scheduling Policy for Serverless-based Edge-Cloud Continuum 29/35



Future Work

e To improve FOA’s model and try other linear programs’ solvers,

To study applications that can be modeled as workflows of serverless functions,

To include and use Kepler for a continous measurement of the energy consumption,

To continue the investigations towards the reduction of energy consumption on serverless,

Anderson Andrei DA SILVA, Y. Georgiou, M. Mercier, G. Mounié, D. Trystram Towards Container-layer-aware Scheduling Policy for Serverless-based Edge-Cloud Continuum 29/



Future Work

e To improve FOA’s model and try other linear programs’ solvers,

To study applications that can be modeled as workflows of serverless functions,

To include and use Kepler for a continous measurement of the energy consumption,

To continue the investigations towards the reduction of energy consumption on serverless,
To add both schedulers in the PHYSICS platforms.
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Thank you for your attention! Any question?
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Experimental results: makespan
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FOA'’s Linear Program - Assumptions and Variables

Notation Description Assumptions:

M Number of machines 1) Functions and
N Number of scheduled functions environments are
K Number of container environments independent and known
Cj Cost of the j-th function on the i-th machine in advance:
pij Execution time of the j-th function on the i-th machine  2) Their cost and
dix Cost of the k-th environment on the i~-th machine processing time on each
bix Execution time of the k-th environment on j-th machine  machine are known:

env|j] Environment id of the j-th function 3) The dependency
Xij Placement of the j-th function on the /-th machine between functions and
€ik Placement of the k-th environment on the i-th machine  environments is known.

Table 1: FOA's list of notation and descriptions.
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FOA'’s Linear Program

The Linear Program minimizes the cost under a makespan constraint of value T

Min Z:\il ZJN:1 Cij X Xj + Z’Ail Zle dik X eik (1)

) N K
Vi < M, Zj:l pij X Xjj + Zk:l biy X ej < T (2)
i M
ViSN, Y x> (3)
Vi S M,Vj S Na Xij S ei,ean] (4)
N
Vi< MYk <K, Y x[il] < Na x elil[k] (5)
j=1
Vi< M\Vk< K, ex<l1 (6)
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em utilization and makespan
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Figure 10: The makespan (y-axis) against the number of machines used (x-axis).




Exp. results: System utilization and data transfers
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Figure 11: The amount of data downloaded (y-axis) against the number of machines used (x-axis).
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