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Abstract

Conditional tail expectation (CTE) is a coherent risk measure defined as the mean of the loss distribution above a high quantile. The existence of the CTE as well as the asymptotic properties of associated estimators however require integrability conditions that may be violated when dealing with heavy-tailed distributions. We introduce Box-Cox transforms of the CTE that have two benefits. First, they alleviate these theoretical issues. Second, they enable to recover a number of risk measures such as conditional tail expectation, expected shortfall, conditional value-at-risk or conditional tail variance. The construction of dedicated estimators is based on the investigation of the asymptotic relationship between Box-Cox transforms of the CTE and quantiles at extreme probability levels, as well as on an extrapolation formula established in the heavy-tailed context. We quantify and estimate the bias induced by the use of these approximations and then introduce reduced-bias estimators whose asymptotic properties are rigorously shown. Their finite-sample properties are assessed on a simulation study and illustrated on real data, highlighting the practical interest of both the bias reduction and the Box-Cox transform.
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1 Introduction

Value-at-Risk (VaR) is one of the most popular risk measures introduced in the 1990’s, see [33] for a review. In statistical terms, the VaR at level \( \alpha \in (0,1) \) is the upper \( \alpha \)-quantile of the loss distribution associated with a random variable \( X \):

\[
\text{VaR}(\alpha) = q(\alpha) = F^{-}(1 - \alpha),
\]

with \( F^{-}(\cdot) = \inf\{x \in \mathbb{R}; F(x) \geq \cdot\} \) the generalized inverse of the cumulative distribution function of \( X \). The VaR however suffers from several weaknesses, see [21, Section 1.3.3] for an overview.
It may be insensitive to the magnitude of extreme events since it only depends on the frequency of tail losses and not on their values. Similarly, random losses with light-tailed distributions or heavy-tailed distributions may have the same Value-at-Risk [42]. Finally, Value-at-Risk is not a coherent risk measure [2] since it is not subadditive in general.

As a consequence, it has been proposed [2, 40] to switch from the usual VaR to the Expected Shortfall (ES). Recall that the ES, also known as Conditional Value at Risk or Average Value at Risk, is defined as the average of the quantile function above a given confidence level $\alpha \in (0, 1)$:

$$\text{ES}(\alpha) = \frac{1}{\alpha} \int_0^\alpha q(u) \, du. \tag{1}$$

Assuming that $X$ is continuous with density $f$ with respect to the Lebesgue measure, ES(\alpha) coincides with the conditional expectation of $X$ given that it exceeds the VaR:

$$\text{ES}(\alpha) = \text{CTE}(\alpha) = \mathbb{E}(X|X > q(\alpha)) = \frac{1}{\alpha} \int_{q(\alpha)}^\infty tf(t) \, dt, \tag{2}$$

and it is referred to as Conditional Tail Expectation (CTE). Unlike the VaR, it can be shown that the CTE satisfies all of the requirements to be a coherent risk measure, namely translation invariance, monotonicity, positive homogeneity and subadditivity [4]. Explicit derivations are available in some parametric families, namely elliptical [35], or phase-type distributions [12], opening the way to parametric estimation. Non-parametric estimators have been introduced in [10, 19] basing on the empirical counterpart of (2):

$$\hat{\text{CTE}}(\alpha) = \frac{1}{[n\alpha]} \sum_{j=1}^{[n\alpha]} X_{n-j+1,n}, \tag{3}$$

where $X_{1,n} \leq \cdots \leq X_{n,n}$ denote the order statistics associated with the initial $n$-sample and $[\cdot]$ is the integer part.

Let us stress that, from (2), the existence of the CTE requires the random variable $X$ to be integrable while the asymptotic normality of the empirical estimator (3) assumes the existence of the second moment, see [10, Theorem 3.1]. In heavy-tailed models that are the focus of this work, these moment restrictions can be reformulated in terms of conditions on the extreme-value index $\gamma$ of $X$. Recall that the random variable $X$ is said to be heavy-tailed with index $\gamma > 0$ if its distribution behaves approximately like a power law distribution with exponent $-1/\gamma$ (see Section 2 for a rigorous definition). For instance, in such a model, the integrability assumption does not hold as soon as the extreme-value index $\gamma$ driving the right tail heaviness of $X$ is larger that 1 and the finite second moment condition is violated when $\gamma > 1/2$. This can be the case in insurance, see for instance [26] where the extreme-value index is estimated on commercial fire losses at $\hat{\gamma} \simeq 0.7$ and [6, Example 1.2] where $\gamma \simeq 0.8$ on Norwegian fire data in 1976 (studied in Section 5 for the year 1990).

As an alternative, we propose to consider the CTE for Box-Cox transforms [9] of $X$:

$$M_a(\alpha) = \mathbb{E}(K_a(X)|X > q(\alpha)), \quad \text{with } K_a(x) = \int_1^x u^{a-1} \, du, \tag{4}$$

and $a \in \mathbb{R}$. Clearly, considering $M_a$ permits to recover various risk measures since CTE(\alpha) = $M_1(\alpha) + 1$, the conditional tail variance [43] is given by CTV(\alpha) = 2(M_2(\alpha) − M_1(\alpha)) − M_1^2(\alpha)$ and
more generally, the conditional tail moment introduced in [24] defined when \( a \neq 0 \) by \( \text{CTM}_a(\alpha) = \mathbb{E}(X^a | X > q(\alpha)) \) can be rewritten as \( \text{CTM}_a(\alpha) = 1 + a \mathcal{M}_a(\alpha) \). Moreover, we shall show that working with \( \mathcal{M}_a \) with \( a < 1 \) allows us to weaken the integrability assumptions on \( X \) linked to the CTE, see Lemma 5(i) in Appendix A. We refer to Table 8 and Appendix B for calculations of \( \mathcal{M}_a \) associated with some heavy-tailed distributions, together with the underlying existence conditions. Explicit derivations of the CTM for elliptical and skew-elliptical distributions are provided in [34] and [23] respectively.

Here, we propose non-parametric estimators of \( \mathcal{M}_a(\alpha_n) \) in the challenging situation where \( \alpha_n \to 0 \) as \( n \to \infty \) and when \( X \) is heavy-tailed. Two cases are investigated as \( n \to \infty \): The so-called intermediate case \( n \alpha_n \to \infty \) where \( \mathcal{M}_a(\alpha_n) \) can be estimated using order statistics similarly to (4) and the extreme case where \( n \alpha_n \to 0 \) where the estimation requires dedicated extrapolation techniques. In each two cases, two estimators are introduced exploiting the heavy tail properties of \( X \) (Section 2). The advantages and drawbacks of the proposed estimators are highlighted thanks to asymptotic normality results providing the asymptotic biases and variances (Section 3). Reduced-bias estimators are then introduced featuring no increase of variance. The performance of the proposed estimators are compared on a large scale simulation study in Section 4 and an illustration on a real data set is provided in Section 5. Proofs are postponed to Appendix A.

2 Statistical framework

Let \( X_1, X_2, \ldots, X_n \) be independent and identically distributed random variables with cumulative distribution function \( F \) and let \( X_{1,n} \leq \ldots \leq X_{n,n} \) denote the associated order statistics. Let \( (k_n) \) be an intermediate sequence of integers i.e. such that \( k_n \in \{1, \ldots, n - 1\} \), \( k_n \to \infty \) and \( k_n/n \to 0 \) as \( n \to \infty \). A direct estimator of the \( \mathcal{M}_a \) at the intermediate level \( k_n/n \) is obtained by considering the empirical counterpart of (4):

\[
\widehat{\mathcal{M}}^{(D)}_{a,n}(k_n/n) = \frac{1}{k_n} \sum_{i=1}^{k_n} K_a(X_{n-i+1,n}).
\]

A similar estimator (3) has been introduced by [10] in the particular case \( a = 1 \) to estimate the CTE for fixed probability levels, see also [19] for bias corrections. A kernel version is proposed in [41], while the asymptotic properties are established in [13] in a dependent framework but still in the fixed probability level setting.

Let \( (p_n) \) be an extreme probability sequence, i.e. such that \( p_n \to 0 \) and \( np_n \to 0 \) as \( n \to \infty \). In such a case, \( \mathbb{P}(X_{n,n} < q(p_n)) \to 1 \) as \( n \to \infty \) meaning that the quantile in (4) is out of the sample with probability tending to one. The expectation cannot be estimated by its empirical counterpart anymore and an extrapolation technique is thus necessary. To this end, we suppose that \( F \) belongs to the maximum domain attraction of Fréchet with extreme-value index \( \gamma > 0 \). From [30, Corollary 1.2.10], this is equivalent to assuming that the tail quantile function \( x > 1 \mapsto U(x) = q(1/x) \) is regularly-varying with index \( \gamma \), this property being denoted by \( U \in RV_{\gamma} \). See [8] for a detailed account on regular variation. It can then be shown that \( \mathcal{M}_a(\alpha) \) exists for \( \alpha \) small enough provided that \( a \gamma < 1 \), which will be our minimal working assumption in the sequel, and, moreover,

\[
\lim_{\alpha \to 0} \frac{\mathcal{M}_a(\alpha) - K_a(q(\alpha))}{1 + a K_a(q(\alpha))} = \frac{\gamma}{1 - a \gamma}.
\]
Interestingly, remarking that \( K_{a_{\gamma}}^{-1}((1 - a\gamma) \mathcal{M}_a(1/x) - \gamma) \approx U(x) \) is regularly-varying with index \( \gamma \) and therefore, when \( n \) is large,
\[
\frac{K_{a_{\gamma}}^{-1}((1 - a\gamma) \mathcal{M}_a(p_n) - \gamma)}{K_{a_{\gamma}}^{-1}((1 - a\gamma) \mathcal{M}_a(k_n/n) - \gamma)} \approx d_n^a,
\]
where \( d_n = k_n/(np_n) \) is the extrapolation factor. Remarking that \( K_a(\lambda K_{a_{\gamma}}^{-1}(x)) = K_a(\lambda) + x\lambda^a \), for all \( x, \lambda > 0 \), one has
\[
\mathcal{M}_a(p_n) \approx \mathcal{M}_a(k_n/n) \, d_n^a \gamma + K_a(d_n^a),
\]
this formula being exact for strict Pareto distributions. The same extrapolation principle is used in Weissman estimator \([44]\) dedicated to extreme quantiles and in \([16, 17]\) to estimate extreme extremiles and expectiles. As a consequence, one can introduce the following (direct) estimator for \( \mathcal{M}_a(p_n) \) at the extreme level \( p_n \):
\[
\tilde{\mathcal{M}}_{a,n}^{(D)}(p_n; \hat{\gamma}_n) = \tilde{\mathcal{M}}_{a,n}^{(D)}(k_n/n) \, d_n^a \hat{\gamma}_n + K_a(d_n^a) = \frac{1}{k_n} \sum_{i=1}^{k_n} K_a(X_{n-i+1,n} d_n^a),
\]
where \( \hat{\gamma}_n \) is an estimator of \( \gamma \), for instance the Hill estimator \([32]\)
\[
\tilde{\gamma}_n^{(H)}(k_n) = \frac{1}{k_n} \sum_{i=1}^{k_n} \log(X_{n-i+1,n}) - \log(X_{n-k_n,n}),
\]
or a biased corrected version such as \([14]\). A similar estimator is proposed in \([24]\) in the conditional case while this extrapolation principle is applied to multivariate versions of the CTE in \([11, 20]\).

It is also possible to derive from (5) that
\[
\mathcal{M}_a(\alpha) \approx \frac{1}{1 - a\alpha} \left( K_a(q(\alpha)) + \gamma \right),
\]
and to build an indirect estimator of \( \mathcal{M}_a \) at the intermediate level \( k_n/n \) by estimating the intermediate quantile \( q(k_n/n) \) by the associated order statistic:
\[
\tilde{\mathcal{M}}_{a,n}^{(I)}(k_n/n; \hat{\gamma}_n) = \frac{1}{1 - a\hat{\gamma}_n} \left( K_a(X_{n-k_n,n}) + \hat{\gamma}_n \right).
\]
Note that \( \tilde{\mathcal{M}}_{a,n}^{(I)}(k_n/n; \hat{\gamma}_n) = \tilde{\mathcal{M}}_{a,n}^{(D)}(k_n/n) \) if \( \hat{\gamma}_n \) is the Hill estimator. This estimator can also be used to build an indirect estimator of \( \mathcal{M}_a \) at the extreme level \( p_n \) using the same extrapolation principle as in (6):
\[
\tilde{\mathcal{M}}_{a,n}^{(I)}(p_n; \hat{\gamma}_n) = \tilde{\mathcal{M}}_{a,n}^{(I)}(k_n/n; \hat{\gamma}_n) \, d_n^a \hat{\gamma}_n + K_a(d_n^a) = \frac{K_a(X_{n-k_n,n}) \, d_n^a \hat{\gamma}_n + K_a(d_n^a) + \hat{\gamma}_n}{1 - a\hat{\gamma}_n}.
\]
Interestingly, remarking that \( K_a(\lambda x) = K_a(x)\lambda^a + K_a(\lambda) \) for all \( x, \lambda > 0 \), one can also rewrite the latter estimator as
\[
\tilde{\mathcal{M}}_{a,n}^{(I)}(p_n; \hat{\gamma}_n) = \frac{1}{1 - a\hat{\gamma}_n} \left( K_a \left( X_{n-k_n,n} d_n^a \right) + \hat{\gamma}_n \right) = \frac{1}{1 - a\hat{\gamma}_n} \left( K_a \left( \hat{q}_n(p_n) \right) + \hat{\gamma}_n \right),
\]
where
\[ \hat{q}_n(p_n) = X_{n-k_n, n} d_n^{\gamma_n} \] (9)
is the Weissman estimator [44] of the extreme quantile \( q(p_n) \), so that \( \hat{M}_{a,n}(k_n/n; \hat{\gamma}_n) \) and \( \hat{M}_{a,n}(p_n; \hat{\gamma}_n) \) share the same structure: Both indirect estimators can be interpreted as a consequence of (8).

The asymptotic normality of all four estimators \( \hat{M}_{a,n}(k_n/n; \hat{\gamma}_n) \), \( \hat{M}_{a,n}(k_n/n; \hat{\gamma}_n) \), \( \hat{M}_{a,n}(p_n; \hat{\gamma}_n) \) and \( \hat{M}_{a,n}(p_n; \hat{\gamma}_n) \) is established in the next section. It will appear that three of them suffer from an asymptotic bias. In each case, a reduced-bias version of the estimator is then introduced.

3 Asymptotic results

To establish the asymptotic distribution of an extreme-value estimator, a second-order condition is usually introduced, it is recalled in Paragraph 3.1. This condition is used to establish the asymptotic normality of direct and indirect estimators of \( M_a \) at the intermediate level \( k_n/n \) (Paragraph 3.2) and at the extreme level \( p_n \) (Paragraph 3.3).

3.1 Second-order condition

The cornerstone in extreme-value analysis for bias assessment is the following second-order condition that refines the heavy-tail assumption \( U \in RV_{\gamma}, \gamma > 0 \). There exist \( \gamma > 0, \rho \leq 0 \) and a positive or negative function \( A \) with \( A(t) \to 0 \) as \( t \to \infty \) such that
\[ \frac{1}{A(t)} \left( x^{-\gamma} \frac{U(tx)}{U(t)} - 1 \right) \to K_\rho(x), \] (10)
for all \( x > 0 \) as \( t \to \infty \). Since \( A(t) \to 0 \) as \( t \to \infty \), the limit (10) can be equivalently rewritten as
\[ \frac{1}{A(t)} (\log U(tx) - \log U(t) - \gamma \log x) \to K_\rho(x), \] (11)
for all \( x > 0 \) as \( t \to \infty \). Moreover, it can be shown that \( |A| \) is regularly-varying with index \( \rho \). Let us also recall that [22] has shown that the second-order condition (11) implies
\[ \left| \frac{\log U(tx) - \log U(t) - \gamma \log x}{A_0(t)} \right| \leq \varepsilon x^{p+\varepsilon}, \] (12)
where \( A_0(t) \sim A(t) \) as \( t \to \infty \), \( \varepsilon > 0, t \geq t_0, x \geq 1 \), see also (3.2.7) in [30].

3.2 Estimators of \( M_a \) at an intermediate level

Let us first focus on the direct estimator of \( M_a(k_n/n) \) for several orders \( a \in \{a_1, \ldots, a_J\} \). Theorem 1 establishes the joint asymptotic normality of the renormalized random vector \( (\hat{M}_{a,j,n}(k_n/n))_{j=1, \ldots, J} \).

**Theorem 1 (Direct estimator, intermediate level)** Let \( (a_1, \ldots, a_J) \in \mathbb{R}^J \). Assume the second-order condition (10) holds with \( 2a_j \gamma < 1 \) for all \( j \in \{1, \ldots, J\} \) and \( \rho < 0 \). Let \( (k_n) \) be an intermediate sequence such that
\[ (C_1) \sqrt{k_n A(n/k_n)} \to \lambda \in \mathbb{R} \text{ as } n \to \infty. \]
Then, as \( n \to \infty \), one has the following asymptotic representation:

\[
\sqrt{k_n} \left( \frac{\mathcal{M}_{\gamma,n}(k_n/n) - \mathcal{M}_{\gamma,j}(k_n/n)}{1 + a_j\mathcal{M}_{\gamma,j}(k_n/n)} \right) = \xi^{(1)} + o_P(1),
\]

where \( \xi^{(1)} \) is a centered Gaussian random vector with covariance matrix defined for all \((j, \ell) \in \{1, \ldots, J\}^2\) by \( C_{j,\ell}^{\gamma}(a_1, \ldots, a_J, \gamma) = \gamma^2(2 - (a_j + a_\ell)\gamma)/(1 - (a_j + a_\ell)\gamma) \).

It appears that \( \mathcal{M}_{\gamma,n}(k_n/n) \) is asymptotically Gaussian and unbiased under the condition \( 2a_j\gamma < 1 \) which is necessary for the existence of the asymptotic variance

\[
v^{(D)}(a_j, \gamma) = C_{j,j}^{(D)}(a_1, \ldots, a_J, \gamma) = 2\gamma^2 \left( \frac{1 - a_j\gamma}{1 - 2a_j\gamma} \right), \quad j \in \{1, \ldots, J\}.
\]

Let us note that condition (\( C_1 \)) is used to balance the squared bias of order \( A^2(n/k_n) \) and the variance of order \( 1/k_n \). A similar result is established in [24, Theorem 1] to deal with an estimator of the CTM in a conditional setting, under the stronger assumption \( \sqrt[k_n]{A(n/k_n)} \to 0 \) as \( n \to \infty \). Interestingly, the indirect estimator has different properties in terms of bias and variance:

**Theorem 2 (Indirect estimator, intermediate level)** Let \((a_1, \ldots, a_J) \in \mathbb{R}^J\). Assume the second-order condition (10) holds with \( a_j\gamma < 1 \) for all \( j \in \{1, \ldots, J\} \) and \( \rho < 0 \). Let \((k_n)\) be an intermediate sequence. Suppose (\( C_1 \)) holds and

(\( C_2 \)) \( \hat{\gamma}_n \) is an estimator of \( \gamma \) such that \( \sqrt[k_n]{(\hat{\gamma}_n - \gamma)} \overset{d}{\to} N(\lambda\mu, \sigma^2) \) for some \( \mu \in \mathbb{R} \) and \( \sigma > 0 \).

Then, as \( n \to \infty \), one has the following asymptotic representation:

\[
\sqrt{k_n} \left( \frac{\mathcal{M}_{\gamma,n}^{(1)}(k_n/n; \hat{\gamma}_n) - \mathcal{M}_{\gamma,j}(k_n/n)}{1 + a_j\mathcal{M}_{\gamma,j}(k_n/n)} \right)_{j=1,\ldots,J} = \gamma u_j \xi^{(2)} + \left( \frac{\sigma}{1 - a_j\gamma} \right)_{j=1,\ldots,J} \xi^{(3)}
\]

\[
+ \lambda \left( \frac{\mu}{1 - a_j\gamma} - \frac{1}{1 - a_j\gamma - \rho} \right)_{j=1,\ldots,J} + o_P(1),
\]

with \( u_j = (1, \ldots, 1) \in \mathbb{R}^J \) and where \( \xi^{(2)} \) and \( \xi^{(3)} \) are two standard Gaussian random variables.

One can first note that, for the indirect estimator, the condition \( a_j\gamma < 1 \) is weaker than the one associated with the direct estimator. Unlike the direct estimator, \( \mathcal{M}_{\gamma,n}^{(1)}(k_n/n; \hat{\gamma}_n) \) suffers from an asymptotic bias that has two sources: the bias induced by the estimation of \( \gamma \) and the bias coming from the approximation (8). Let us consider the example where \( \hat{\gamma}_n = \hat{\gamma}_n^{(H)} \) the Hill estimator (7). In this case, \( \mu = 1/(1 - \rho) \) and the asymptotic bias is given by \( -a_j\lambda\rho\gamma/(1 - (1 - a_j\gamma)(1 - a_j\gamma - \rho)) \). Besides, \( \xi^{(2)} \) and \( \xi^{(3)} \) are independent, \( \sigma^2 = \gamma^2 \), and the variance of the asymptotic marginal Gaussian distribution is given by

\[
v^{(1)}(a_j, \gamma) = \gamma^2 \left( 1 + \frac{1}{(1 - a_j\gamma)^2} \right) \leq v^{(D)}(a_j, \gamma), \quad j \in \{1, \ldots, J\},
\]

see Figure 1 for an illustration. To summarize, \( \mathcal{M}_{\gamma,n}^{(1)}(k_n/n; \hat{\gamma}_n) \) has a smaller asymptotic variance than \( \mathcal{M}_{\gamma,n}^{(D)}(k_n/n) \) but has a non zero asymptotic bias.
Figure 1: Asymptotic variances \( v^{(I)}(a, \gamma) \) (in red) and \( v^{(D)}(a, \gamma) \) (in blue) as functions of \( \gamma \in (0, 1) \) for \( a = 1/2 \) (solid lines) and \( a = 1 \) (dashed lines). The black solid line corresponds to the case \( a = 0 \) where \( v^{(I)}(0, \gamma) = v^{(D)}(0, \gamma) = 2\gamma^2 \).

This asymptotic bias may however be cancelled by first, choosing a reduced-bias estimator \( \hat{\gamma}_n^{(RB)} \) of \( \gamma \) so that \( \mu = 0 \) and second, estimating and removing the bias component given by \( -\lambda/(1 - a_j\gamma - \rho) \). To this end, suppose that the auxiliary function in (10) is given by

\[
A(t) = \beta\gamma t^\rho (1 + o(1)), \quad \text{as } t \to \infty,
\]

with \( \beta \neq 0 \). This situation arises for instance in the Hall-Welsh class of heavy-tailed distributions [31] defined by

\[
U(t) = Ct^\gamma (1 + \beta t^\rho / \rho + o(t^\rho)), \quad \text{with } C > 0.
\]

It is then possible to build from Theorem 2 a bias corrected version of the indirect estimator of \( M_a \) at the intermediate level:

\[
\hat{M}^{(I, RB)}_{a,n}(k_n/n; \hat{\gamma}_n^{(RB)}) = \hat{M}^{(I)}_{a,n}(k_n/n; \hat{\gamma}_n^{(RB)}) \left( 1 + \frac{a\hat{A}_n(n/k_n)}{1 - a\hat{\gamma}_n^{(RB)} - \hat{\rho}_n} \right) + \hat{A}_n(n/k_n) \frac{1 - a\hat{\gamma}_n^{(RB)} - \hat{\rho}_n}{1 - a\hat{\gamma}_n^{(RB)} - \hat{\rho}_n}
\]

with \( \hat{A}_n(n/k) = \hat{\beta}_n\hat{\gamma}_n^{(RB)}(n/k)\hat{\rho}_n \) where \( \hat{\rho}_n \) and \( \hat{\beta}_n \) are estimators of the second-order parameters \( \rho \) and \( \beta \) respectively. Examples of estimators \( \hat{\gamma}_n^{(RB)} \), \( \hat{\rho}_n \) and \( \hat{\beta}_n \) are provided in Section 4. The next theorem establishes that \( \hat{M}^{(I, RB)}_{a,n}(k_n/n; \hat{\gamma}_n^{(RB)}) \) is indeed a reduced-bias estimator of \( M_a(k_n/n) \).

**Theorem 3 (Indirect estimator, reduced-bias, intermediate level)** Let \( (a_1, \ldots, a_J) \in \mathbb{R}^J \).
Assume the second-order condition (10) holds with \( a_j\gamma < 1 \) for all \( j \in \{1, \ldots, J\} \), \( \rho < 0 \) and with auxiliary function \( A \) given by (13). Let \( (k_n) \) be an intermediate sequence such that \( (C_1) \) holds. Suppose moreover, as \( n \to \infty \),
(C_2) \( \hat{\gamma}_n^{(RB)} \) is a reduced-bias estimator of \( \gamma \) such that \( \sqrt{n}(\hat{\gamma}_n^{(RB)} - \gamma) \xrightarrow{d} N(0, \sigma^2) \) for some \( \sigma > 0 \),

(C_3) \( \hat{\rho}_n \) is an estimator of \( \rho < 0 \) such that \( (\log(n/k_n)) (\hat{\rho}_n - \rho) = o_P(1) \) and \( \hat{\beta}_n \) a consistent estimator of \( \beta \).

Then, as \( n \to \infty \), one has the following asymptotic representation:

\[
\sqrt{k_n} \left( M_{a_j,n}^{(1,RB)} \left( k_n/n; \hat{\gamma}_n^{(RB)} \right) - M_{a_j}(k_n/n) \right) = \gamma u_j \xi^{(2)} + \left( \frac{\sigma}{1 - a_j \gamma} \right) \xi^{(3)} + o_P(1),
\]

where \( \xi^{(2)} \) and \( \xi^{(3)} \) are two standard Gaussian random variables.

It is worth noticing that the bias reduction does not yield any increase of the asymptotic variance since the random component \( \gamma u_j \xi^{(2)} + \left( \frac{\sigma}{1 - a_j \gamma} \right) \xi^{(3)} \) remains the same in Theorem 3 as in Theorem 2.

### 3.3 Estimators of \( M_a \) at an extreme level

This paragraph is dedicated to the estimation of \( M_a(p_n) \) when \( np_n \to 0 \). A key quantity is the extrapolation factor \( d_n = k_n/(np_n) \) defined as the ratio between the intermediate level \( k_n/n \) and the extreme one \( p_n \). Condition (C_4) hereafter requires that \( d_n \to \infty \) as \( n \to \infty \) not too fast: The extrapolation cannot be conducted too far from the sample, see [30, Remark 4.3.3]. Let us begin with the asymptotic distribution of the direct estimator.

**Theorem 4 (Direct estimator, extreme level)** Let \( (a_1, \ldots, a_J) \in \mathbb{R}^J \). Assume the second-order condition (10) holds with \( 2a_j \gamma < 1 \) for all \( j \in \{1, \ldots, J\} \) and \( \rho < 0 \). Let \( (k_n) \) be an intermediate sequence and introduce \( (p_n) \) a probability sequence. Suppose, (C_1), (C_2) hold and

(C_4) \( d_n \to \infty \) and \( \log(d_n)/\sqrt{k_n} \to 0 \) as \( n \to \infty \).

Then, as \( n \to \infty \), one has the following asymptotic representation:

\[
\sqrt{k_n} \left( \hat{M}_{a_j,n}^{(D)}(p_n; \hat{\gamma}_n) - M_{a_j}(p_n) \right) = \sigma u_j \xi^{(4)} + \lambda \left( \mu + \frac{1 - a_j \gamma}{\rho(1 - a_j \gamma - \rho) \log(d_n)} \right) \xi^{(3)} + o_P(1),
\]

where \( \xi^{(4)} \) is a standard Gaussian random variable.

In contrast to the direct estimator at the intermediate level, \( \hat{M}_{a_j,n}^{(D)}(p_n; \hat{\gamma}_n) \) has an asymptotic bias involving two components: A first one inherited from the estimator of the extreme-value index and a second one due to the extrapolation method. The same observations have been made in the case of the Weissman estimator dedicated to extreme quantiles in [3]. Let us also note that a similar result has been established in [24, Theorem 2] for the CTM risk measure, in the conditional case, and when \( \lambda = 0 \), i.e. without studying the bias terms. As previously, the asymptotic bias can thus be removed by using a reduced-bias estimator of \( \gamma \) (with \( \mu = 0 \)) and by estimating and removing
the bias term due to the second-order terms. More specifically, the considered reduced-bias version of the direct estimator of $\mathcal{M}_d$ at an extreme level $p_n$ is given by

$$
\hat{N}^{(D, RB)}_{a,n}(p_n; \gamma_n) = \hat{N}^{(D)}_{a,n}(p_n; \gamma_n) \left( 1 - \frac{a \left( 1 - a \gamma_n^{(RB)} \right) \hat{A}_n(n/k_n)}{\hat{\rho}_n \left( 1 - a \gamma_n^{(RB)} - \hat{\rho}_n \right)} \right)
$$

\[ - \frac{1}{\hat{\rho}_n \left( 1 - a \gamma_n^{(RB)} - \hat{\rho}_n \right)} \hat{A}_n(n/k_n). \]

The next asymptotic normality result illustrates that the asymptotic bias terms have indeed been removed without increase of the asymptotic variance.

**Theorem 5 (Direct estimator, reduced-bias, extreme level)** Let $(a_1, \ldots, a_J) \in \mathbb{R}^J$. Assume the second-order condition (10) holds with $2a_j \gamma < 1$ for all $j \in \{1, \ldots, J\}$, $\rho < 0$ and with auxiliary function $A$ given by (13). Let $(k_n)$ be an intermediate sequence and introduce $(p_n)$ a probability sequence. Suppose (C₁), (C₂), (C₃) and (C₄) hold. Then, as $n \to \infty$, one has the following asymptotic representation:

$$
\frac{\sqrt{k_n}}{\log(d_n)} \left( \hat{N}^{(D, RB)}_{a_j,n}(p_n; \gamma_n) - M_{a_j}(p_n) \right)_{j=1,\ldots,J} = \sigma u_J \xi^{(4)} + o_P(1),
$$

where $\xi^{(4)}$ is a standard Gaussian random variable.

Let us now turn to the indirect estimator that features different bias properties.

**Theorem 6 (Indirect estimator, extreme level)** Let $(a_1, \ldots, a_J) \in \mathbb{R}^J$. Assume the second-order condition (10) holds with $a_j \gamma < 1$ for all $j \in \{1, \ldots, J\}$ and $\rho < 0$. Let $(k_n)$ be an intermediate sequence and introduce $(p_n)$ a probability sequence. Suppose (C₁), (C₂) and (C₄) hold. Then, as $n \to \infty$, one has the following asymptotic representation:

$$
\frac{\sqrt{k_n}}{\log(d_n)} \left( \hat{M}^{(I)}_{a_j,n}(p_n; \gamma_n) - M_{a_j}(p_n) \right)_{j=1,\ldots,J} = \sigma u_J \xi^{(5)} + \lambda \mu \left( 1 + \frac{1}{1 - a_j \gamma \log(d_n)} \right)_{j=1,\ldots,J} + o_P(1),
$$

where $\xi^{(5)}$ is a standard Gaussian random variable.

Interestingly, the asymptotic bias of $\hat{M}^{(I)}_{a_j,n}(p_n; \gamma_n)$ is only a consequence of the asymptotic bias of $\gamma_n$. It can be simply removed by considering a reduced-bias estimator of $\gamma$ as illustrated in the following corollary.

**Corollary 1 (Indirect estimator, reduced-bias, extreme level)** Let $(a_1, \ldots, a_J) \in \mathbb{R}^J$. Assume the second-order condition (10) holds with $a_j \gamma < 1$ for all $j \in \{1, \ldots, J\}$ and $\rho < 0$. Let $(k_n)$ be an intermediate sequence and introduce $(p_n)$ a probability sequence. Suppose (C₁), (C₂) and (C₄) hold. Then, as $n \to \infty$, one has the following asymptotic representation:

$$
\frac{\sqrt{k_n}}{\log(d_n)} \left( \hat{M}^{(I)}_{a_j,n}(p_n; \gamma_n^{(RB)}) - M_{a_j}(p_n) \right)_{j=1,\ldots,J} = \sigma u_J \xi^{(5)} + o_P(1),
$$

where $\xi^{(5)}$ is a standard Gaussian random variable.

The effectiveness of the proposed bias corrections is illustrated on simulated data in the next section.
4 Validation on simulations

The finite sample behavior of five estimators of $\mathcal{M}_a(p_n)$ at the extreme level $p_n$ is first illustrated on simulated data. We consider the following estimators: the direct $\hat{\mathcal{M}}_{a,n}^{(D)}(p_n; \hat{\gamma}_n)$, the direct with a reduced-bias estimator of the extreme-value index plugged in, namely $\hat{\mathcal{M}}_{a,n}^{(D)}(p_n; \hat{\gamma}_n^{(RB)})$, the reduced-bias direct $\hat{\mathcal{M}}_{a,n}^{(D, RB)}(p_n; \hat{\gamma}_n^{(RB)})$, the indirect $\hat{\mathcal{M}}_{a,n}^{(I)}(p_n; \hat{\gamma}_n)$ and the reduced-bias indirect $\hat{\mathcal{M}}_{a,n}^{(I, RB)}(p_n; \hat{\gamma}_n^{(RB)})$. In the sequel, they are respectively denoted by $\hat{c}_M^{(D)}, \hat{c}_M^{(D, GRB)}, \hat{c}_M^{(D, RB)}, \hat{c}_M^{(I)}$ and $\hat{c}_M^{(I, RB)}$. The considered reduced-bias estimator of $\gamma$ is the Corrected-Hill estimator \[14\] defined as

$$\hat{\gamma}_n^{(RB)}(k_n) = \hat{\gamma}_n^{(H)}(k_n) \left(1 - \frac{\hat{\beta}_n}{1 - \hat{\rho}_n} \left(\frac{n}{k_n}\right)^{\hat{\rho}_n}\right), \quad (15)$$

with $\hat{\rho}_n$ and $\hat{\beta}_n$ estimators of the second-order parameter $\rho$ and $\beta$ respectively, both dedicated to the Hall-Welsh class of heavy-tailed distributions, see (14). The estimation of $\rho$ has been extensively discussed in the extreme-value literature [15, 28, 29, 31, 38]. See also [18] for a review in the particular case of heavy-tailed distributions. Here, we adopt the estimator $\hat{\rho}_n(k)$ of the second-order parameter $\rho$ introduced in [27, Equation (2.18)] and implemented in the package evt0 of the R software [37] with $k = \lfloor n^{0.999} \rfloor + 1$ as tuning parameter. This package also provides an associated estimator $\hat{\beta}_n$.

In the following, we describe the implementation framework and the experimental design including the simulated heavy-tailed distributions as well as the performance criterion used to compare all considered estimators.

4.1 Implementation

All numerical experiments have been conducted on the Cholesky computing cluster from Ecole Polytechnique http://meso-ipp.gitlab.labos.polytechnique.fr/user_doc. It is composed by 4 nodes, where each one includes 2 CPU Intel Xeon Gold 6230 @ 2.1GHz, 20 cores and 4 Nvidia Tesla v100 graphics card. The code was implemented in Python 3.10.10 and is available for download at https://github.com/michael-allouche/bctm-extreme.git

4.2 Experimental design

The comparative study is achieved on seven heavy-tailed distributions: Pareto, Student’s t, Fréchet, Inverse gamma, Burr, generalized Pareto distribution (GPD), and Fisher-Snedecor (with $\nu_1 = 1$ degrees of freedom). All aforementioned distributions belong to the Hall-Welsh class (14) and satisfy the second-order condition (10) with (13), see Table 8 for their definitions and associated values of $\gamma$ and $\rho$. For all considered distributions, five values of the extreme-value index are considered: $\gamma \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$. The Burr distribution has a free second-order parameter, four large values are investigated: $\rho \in \{-1, -1/2, -1/4\}$, while the $\rho$ parameter associated with the six remaining distributions directly depends on $\gamma$. We are interested in estimating $\mathcal{M}_a(p_n)$ for $a \in \{1/2, 1\}$ at the extreme level $p_n = 1/(2n)$. All previous considered distributions benefit from a closed-form expression of $\mathcal{M}_a(p_n)$, see Table 8.
For each of these 100 considered configurations, \( R = 500 \) replicated data sets of size \( n = 500 \) are simulated and \( \mathcal{M}_a(1/(2n)) \) is estimated using the five above described estimators. Their performance is assessed using the Relative median-squared error (RMedSE) defined as:

\[
\text{RMedSE}\left( \widehat{\mathcal{M}}_a\left( \frac{1}{2n} \right) \right) = \text{median}_{r \in \{1, \ldots, R\}} \left( \frac{\widehat{\mathcal{M}}_a^{(r)}\left( \frac{1}{2n} \right)}{\mathcal{M}_a\left( \frac{1}{2n} \right)} - 1 \right)^2,
\]

where \( \widehat{\mathcal{M}}_a^{(r)}\left( \frac{1}{2n} \right) \) denotes an estimator of \( \mathcal{M}_a\left( \frac{1}{2n} \right) \) computed with the anchor index \( k_n^*(r) \) selected using the data-driven approach introduced in [3, Algorithm 1] (with initial points \( a^{(0)} = [3n/100] \) and \( c^{(0)} = [3n/4] \)) on the \( r \)-th replication, \( r \in \{1, \ldots, R\} \).

### 4.3 Results

The results for \( a = 1/2 \) (resp. \( a = 1 \)) are provided in Tables 2, 4 and 6 (resp. in Tables 3, 5 and 7).

First observe that, in the Pareto case, both \( \widehat{\mathcal{M}}^{(D)} \) the direct and \( \widehat{\mathcal{M}}^{(I)} \) the indirect estimators benefit from the perfect parametric form (\( \rho = -\infty \)), with \( \gamma \) the only parameter to estimate, explaining their close and good results. In contrast, for all the other considered distributions with finite \( \rho \), they nearly never provide the best RMedSE (only twice out of 90 configurations). These results emphasize the interest for reduced-bias estimators.

Second, when \( a = 1 \), for all distributions with large second-order parameter (\( \rho \geq -1/4 \)), almost all estimators fail to estimate \( \mathcal{M}_1(p_n) = \text{CTE}(p_n) - 1 \): In 12 situations out of 50, the RMedSE is larger than 1 for all five considered estimators. This phenomena is mitigated in the case \( a = 1/2 \) (the RMedSE is larger than 1 for all five considered estimators in only 4 situations out of 50) where the asymptotic variance of the estimators is smaller, highlighting the benefit of the Box-Cox transform.

Third, when \( \rho \neq -\infty \) and at least an estimator provides a RMedSE smaller than 1, the direct reduced-bias \( \widehat{\mathcal{M}}^{(D,\text{RB})} \) and the indirect reduced-bias \( \widehat{\mathcal{M}}^{(I,\text{RB})} \) estimators provide the best results 32 and 28 times respectively out of the remaining 74 cases. One can also remark that \( \widehat{\mathcal{M}}^{(D,\text{GRB})} \) yields the best results 12 times, essentially on the Burr distribution with \( \rho = -3/4 \). In this case, \( \widehat{\mathcal{M}}^{(D,\text{RB})} \) provides similar results so that we do not recommend the use of \( \widehat{\mathcal{M}}^{(D,\text{GRB})} \) in practice.

To conclude, in view of the previous results, we advise that the indirect reduced-biased estimator \( \widehat{\mathcal{M}}^{(I,\text{RB})} \) should be used in the challenging large bias situation where \( \rho \geq -0.6 \) with \( \gamma \leq 0.6 \) and that the direct reduced-biased estimator \( \widehat{\mathcal{M}}^{(D,\text{RB})} \) should be used in the remaining cases.

As an illustration, the behaviour of both the bias and the RMedSE associated with the five estimators is illustrated in Figure 2 for \( a = 1/2 \) and Figure 3 for \( a = 1 \). It appears that, in all cases, the indirect bias-reduced estimator \( \widehat{\mathcal{M}}^{(I,\text{RB})} \) enjoys the best performance in terms of bias and a nice RMedSE stability over a wide range of \( k_n \) values.

### 5 Illustration on real data

We consider fire insurance claims of a Norwegian insurance company for the year 1990 analyzed in [7]. It consists of \( n = 628 \) claims in 1000 kr (Norwegian crown) larger than the threshold 500,000 kr.
The Hill plot \( k_n \mapsto \gamma_n^{(H)}(k_n) \) presented in Figure 4a features a nice stability on the range \( k_n \in [150, 300] \) indicating a heavy-tail behaviour of the data. More specifically, [3, Algorithm 1] presented in Section 4.2 yields \( \gamma_n^{(H)}(k_n^*) = 0.62 \) with \( k_n^* = 279 \). As a comparison, [7] used the procedure described in [5] to select the threshold \( k_n^* = 290 \) and obtained \( \gamma_n^{(H)}(k_n^*) = 0.62 \). Additionally, the log quantile-quantile plot of the pairs \( \log((n + 1)/i), \log X_{n-i+1,n} \) for \( i \in \{1, \ldots, k_n^*\} \) drawn on Figure 4b is approximately linear, which constitutes an empirical evidence that the heavy-tail assumption makes sense and that \( k_n^* = 279 \) is a reasonable choice to estimate the extreme-value index. Besides, the estimated second-order parameter provided by the package \texttt{evt0} of the R software [37] is \( \hat{\rho}_n = -1.85 \), corresponding to a relatively low bias situation.

Let us denote by \( \mathcal{X}^{\text{test}} = \{X^1_{\text{test}} = X_{n-i+1,n}, i = 1, \ldots, \lfloor n(1 - \xi) \rfloor\} \) the testing set composed by the \( \lfloor n(1 - \xi) \rfloor \) largest order statistics with \( \xi = 0.9 \) and \( \mathcal{X}^{\text{train}} \) the remaining \( \lfloor n\xi \rfloor \) smallest data. Clearly, \( X_{\lfloor n(1 - \xi)\rfloor,\lfloor n(1 - \xi)\rfloor} = X_{n - \lfloor n(1 - \xi)\rfloor + 1,n} \) can be interpreted as the empirical estimator computed on \( \mathcal{X}^{\text{test}} \) of the extreme quantile \( q(p_n = 1/\lfloor n\xi \rfloor) \) while

\[
\widehat{M}_a^{(\text{EMP})}(1/\lfloor n\xi \rfloor) = \frac{1}{n(1 - \xi)} \sum_{i=1}^{\lfloor n(1-\xi) \rfloor} K_a(X^1_{i,\text{test}}) = \frac{1}{n(1 - \xi)} \sum_{i=1}^{\lfloor n(1-\xi) \rfloor} K_a(X_{n-i+1,n}) \tag{17}
\]

is the direct estimator of \( M_a(p_n = 1/\lfloor n\xi \rfloor) \) computed on \( \mathcal{X}^{\text{test}} \).

Our first objective is to compute \( M_a(p_n) \) with \( a \in \{1/2, 1\} \) at the extreme risk level \( p_n = 1/\lfloor n\xi \rfloor \) on \( \mathcal{X}^{\text{train}} \) using the five above competitors and to compare the results with the empirical estimation computed on \( \mathcal{X}^{\text{test}} \) by (17). As it can be seen on Figures 5a and 5b, for respectively \( a = 1/2 \) and \( a = 1 \), both estimators \( \widehat{M}_a^{(I)} \) and \( \widehat{M}_a^{(D)} \) tend to widely overestimate the empirical estimation \( \widehat{M}_a^{(\text{EMP})} \), while the three reduced-bias ones slightly underestimate it and benefit from a nice stable behaviour in a large neighborhood around their respective estimated values. In this application, the direct reduced-bias estimator seems to provide the closest estimations to the empirical ones (17) with respectively \( \widehat{M}_{1/2}^{(I,\text{RB})} = 168.0 \) versus \( \widehat{M}_{1/2}^{(\text{EMP})} = 167.2 \) and \( \widehat{M}_{1/2}^{(D,\text{RB})} = 7265.9 \) versus \( \widehat{M}_{1/2}^{(\text{EMP})} = 8731.0 \). The good performance of the direct reduced-bias estimator here is probably due to the low estimated bias \( (\hat{\rho}_n = -1.85) \) and the large estimated extreme-value index \( (\hat{\gamma}_n > 0.6) \), which is a behavior already observed on simulated data (Section 4).

Our second goal is to deduce from the previous results some estimates of the CTE at the extreme level \( p_n = 1/\lfloor n\xi \rfloor \). Recalling from Section 1 that, since \( \text{CTE}(p_n) = 1 + M_1(p_n) \), one can straightforwardly set

\[
\text{CTE}(p_n;1) = 1 + \widehat{M}_1(p_n), \tag{18}
\]

to get five estimators of the CTE with \( \widehat{M}_1 \in \{\widehat{M}_1^{(D)}, \widehat{M}_1^{(D,\text{GRB})}, \widehat{M}_1^{(D,\text{RB})}, \widehat{M}_1^{(I)}, \widehat{M}_1^{(I,\text{RB})}\} \). Moreover, from (5), one has

\[
1 + \frac{1}{2}M_{1/2}(p_n) \sim \frac{q^{1/2}(p_n)}{1 - \gamma/2}, \quad \text{while} \quad \text{CTE}(p_n) \sim \frac{q(p_n)}{1 - \gamma},
\]

as \( p_n \to 0 \), so that combining the two approximations yields

\[
\text{CTE}(p_n) \sim \frac{1}{1 - \gamma} \left( \frac{1 - \gamma}{2} \left( 1 + \frac{1}{2} \widehat{M}_{1/2}(p_n) \right) \right)^2.
\]
Taking advantage of the estimated extreme-value index \( \tilde{\gamma}_n^{(H)}(k_n^*) = 0.44 \) on \( X^{\text{train}} \), one obtains five additional estimators of the CTE:

\[
\widehat{\text{CTE}}(p_n;1/2) = \frac{1}{1 - \tilde{\gamma}_n^{(H)}(k_n^*)} \left( 1 - \frac{\tilde{\gamma}_n^{(H)}(k_n^*)}{2} \right) \left( 1 + \frac{1}{2} \bar{M}_{1/2}(p_n) \right)^2.
\]

All ten resulting estimates are compared in Table 1 to the empirical estimation computed on the testing set by

\[
\widehat{\text{CTE}}^{(\text{EMP})}(p_n = 1/[n\xi]) = \frac{1}{[n(1-\xi)]} \sum_{i=1}^{[n(1-\xi)]} X_i^{\text{test}} = \frac{1}{[n(1-\xi)]} \sum_{i=1}^{[n(1-\xi)]} X_{n-i+1,n}.
\]

It appears that \( \widehat{\text{CTE}}^{(D,\text{RB})}(p_n;1/2) \) is the closest to the empirical estimator. This highlights the benefit of using the Box-Cox transform with \( a < 1 \) to obtain a reduced-variance estimate and then back transform the result to the targetted CTE.

<table>
<thead>
<tr>
<th></th>
<th>(EMP)</th>
<th>(D)</th>
<th>(D, GRB)</th>
<th>(D, RB)</th>
<th>(I)</th>
<th>(I, RB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTE((p_n; 1))</td>
<td>14724</td>
<td>6052</td>
<td>7267</td>
<td>15624</td>
<td>4963</td>
<td></td>
</tr>
<tr>
<td>CTE((p_n; 1/2))</td>
<td>16606</td>
<td>6508</td>
<td>7852</td>
<td>17056</td>
<td>5307</td>
<td></td>
</tr>
<tr>
<td>CTE((p_n))</td>
<td>8732</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Estimation of CTE\((p_n)\) obtained from (18), (19) and (20) at the risk level \( p_n = 1/[n\xi] \) with \( \xi = 0.9 \).

### 6 Conclusion

We have introduced reduced-bias estimators of the CTE at intermediate and extreme levels for Box-Cox transformed heavy-tailed random variables. The asymptotic normality of all estimators is established highlighting the interests of this approach. First, the use of Box-Cox transform permits to define and consistently estimate the CTE even for distributions with large extreme-value indices. It also allows to derive estimators for other risk measures such as the CTM \[24\]. Second, the bias reduction (without increase of the variance) leads to estimators with stable sample path (with respect to the sample fraction) easy to use in practice. This phenomenon is illustrated both on simulated and real data thanks to a Python code freely available for download.
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Figure 2: Illustration on simulated data sets of size $n = 500$ from Inverse gamma ($\gamma = 0.1$, $\rho = -0.1$), Student’s t ($\gamma = 0.3$, $\rho = -0.6$), Burr ($\gamma = 0.5$, $\rho = -0.5$), GPD ($\gamma = 0.7$, $\rho = -0.7$) distributions from top to bottom. Median of the estimators (left panel) of $M_{1/2}(p_n = 1/(2n))$ and RMedSE (right panel) as functions of $k_n \in \{12, \ldots, n - 1\}$ (black dashed line) computed on $R = 500$ replications, associated with $\hat{M}_{1/2}^{(I)}$ (blue), $\hat{M}_{1/2}^{(GRB)}$ (orange), $\hat{M}_{1/2}^{(RB)}$ (green), $\hat{M}_{1/2}^{(I)}$ (red) and $\hat{M}_{1/2}^{(GRB)}$ (purple) estimators.
Figure 3: Illustration on simulated data sets of size $n = 500$ from Inverse gamma ($\gamma = 0.1, \rho = -0.1$), Student’s $t$ ($\gamma = 0.3, \rho = -0.6$), Burr ($\gamma = 0.5, \rho = -0.5$), GPD ($\gamma = 0.7, \rho = -0.7$) distributions from top to bottom. Median of the estimators (left panel) of $\hat{M}_1(p_n = 1/(2n))$ and RMedSE (right panel) as functions of $k_n \in \{12, \ldots, n-1\}$ (black dashed line) computed on $R = 500$ replications, associated with $\hat{M}_1^{(D)}$ (blue), $\hat{M}_1^{(D,GRB)}$ (orange), $\hat{M}_1^{(D,RB)}$ (green), $\hat{M}_1^{(I)}$ (red) and $\hat{M}_1^{(I,RB)}$ (purple) estimators.
<table>
<thead>
<tr>
<th></th>
<th>$\hat{M}_{1/2}^{(D)}$</th>
<th>$\hat{M}_{1/2}^{(D,GRB)}$</th>
<th>$\hat{M}_{1/2}^{(D,RB)}$</th>
<th>$\hat{M}_{1/2}^{(I)}$</th>
<th>$\hat{M}_{1/2}^{(I,RB)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pareto ($\rho = -\infty$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td><strong>0.0020</strong></td>
<td>0.0008</td>
<td>0.0043</td>
<td>0.0021</td>
<td>0.0080</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>0.0042</td>
<td>0.0138</td>
<td>0.0089</td>
<td><strong>0.0042</strong></td>
<td>0.0159</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>0.0080</td>
<td>0.0253</td>
<td>0.0171</td>
<td><strong>0.0077</strong></td>
<td>0.0302</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>0.0141</td>
<td>0.0435</td>
<td>0.0298</td>
<td><strong>0.0133</strong></td>
<td>0.0506</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>0.0224</td>
<td>0.0677</td>
<td>0.0486</td>
<td><strong>0.0221</strong></td>
<td>0.0822</td>
</tr>
<tr>
<td><strong>Student’s t ($\rho = -2\gamma$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>0.6981</strong></td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td></td>
<td>-</td>
<td>0.1520</td>
<td>-</td>
<td><strong>0.0409</strong></td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td></td>
<td>-</td>
<td>0.0103</td>
<td>-</td>
<td>0.0310</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td></td>
<td>0.6753</td>
<td>0.0746</td>
<td><strong>0.0373</strong></td>
<td>0.8036</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td></td>
<td>0.3449</td>
<td>0.1792</td>
<td><strong>0.1285</strong></td>
<td>0.4516</td>
</tr>
</tbody>
</table>

Table 2: RMedSE associated with five estimators of $M_{1/2}(p_n = 1/(2n))$ on two heavy-tailed distributions. The best result is emphasized in bold. RMedSEs larger than 1 are not reported.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{M}_{1}^{(D)}$</th>
<th>$\hat{M}_{1}^{(D,GRB)}$</th>
<th>$\hat{M}_{1}^{(D,RB)}$</th>
<th>$\hat{M}_{1}^{(I)}$</th>
<th>$\hat{M}_{1}^{(I,RB)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pareto ($\rho = -\infty$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td><strong>0.0030</strong></td>
<td>0.0099</td>
<td>0.0062</td>
<td>0.0030</td>
<td>0.0112</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>0.00107</td>
<td>0.0331</td>
<td>0.0232</td>
<td><strong>0.0102</strong></td>
<td>0.0398</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>0.0287</td>
<td>0.0842</td>
<td>0.0616</td>
<td><strong>0.0277</strong></td>
<td>0.1026</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>0.0731</td>
<td>0.1794</td>
<td>0.1444</td>
<td><strong>0.0705</strong></td>
<td>0.2372</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td><strong>0.2649</strong></td>
<td>0.3652</td>
<td>0.3600</td>
<td>0.2655</td>
<td><strong>0.6777</strong></td>
</tr>
<tr>
<td><strong>Student’s t ($\rho = -2\gamma$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td></td>
<td>-</td>
<td>0.5973</td>
<td>-</td>
<td><strong>0.1660</strong></td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td></td>
<td>-</td>
<td><strong>0.0385</strong></td>
<td>0.0525</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td></td>
<td>-</td>
<td>0.2270</td>
<td><strong>0.1662</strong></td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td></td>
<td>-</td>
<td>0.6481</td>
<td><strong>0.6091</strong></td>
<td>0.8152</td>
</tr>
</tbody>
</table>

Table 3: RMedSE associated with five estimators of $M_{1}(p_n = 1/(2n))$ on two heavy-tailed distributions. The best result is emphasized in bold. RMedSEs larger than 1 are not reported.
<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\hat{\mathcal{M}}_{1/2}^{(D)}$</th>
<th>$\hat{\mathcal{M}}_{1/2}^{(D,GRB)}$</th>
<th>$\hat{\mathcal{M}}_{1/2}^{(D,RB)}$</th>
<th>$\hat{\mathcal{M}}_{1/2}^{(I)}$</th>
<th>$\hat{\mathcal{M}}_{1/2}^{(I, RB)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma = 0.1$</td>
<td>0.0217</td>
<td>0.0057</td>
<td><strong>0.0046</strong></td>
<td>0.0221</td>
<td>0.0092</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>0.0460</td>
<td>0.0123</td>
<td><strong>0.0093</strong></td>
<td>0.0494</td>
<td>0.0185</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>0.0919</td>
<td>0.0226</td>
<td><strong>0.0178</strong></td>
<td>0.1032</td>
<td>0.0327</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>0.1649</td>
<td>0.0386</td>
<td><strong>0.0304</strong></td>
<td>0.1988</td>
<td>0.0551</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>0.2804</td>
<td>0.0605</td>
<td><strong>0.0525</strong></td>
<td>0.3866</td>
<td>0.0852</td>
</tr>
</tbody>
</table>

Table 4: RMedSE associated with five estimators of $\mathcal{M}_{1/2}(p_n = 1/(2n))$ on two heavy-tailed distributions included in the IGG family (see Appendix B). The best result is emphasized in bold. RMedSEs larger than 1 are not reported.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\hat{\mathcal{M}}_{1}^{(D)}$</th>
<th>$\hat{\mathcal{M}}_{1}^{(D,GRB)}$</th>
<th>$\hat{\mathcal{M}}_{1}^{(D,RB)}$</th>
<th>$\hat{\mathcal{M}}_{1}^{(I)}$</th>
<th>$\hat{\mathcal{M}}_{1}^{(I, RB)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma = 0.1$</td>
<td>0.3720</td>
<td>0.0227</td>
<td>0.0437</td>
<td>0.3809</td>
<td><strong>0.0061</strong></td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>-</td>
<td>0.0279</td>
<td>0.0658</td>
<td>-</td>
<td><strong>0.0140</strong></td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>0.6263</td>
<td><strong>0.0173</strong></td>
<td>0.0214</td>
<td>0.7044</td>
<td>0.0222</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>0.4971</td>
<td>0.0295</td>
<td><strong>0.0264</strong></td>
<td>0.6003</td>
<td>0.0447</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>0.4016</td>
<td>0.0604</td>
<td><strong>0.0512</strong></td>
<td>0.5472</td>
<td>0.0873</td>
</tr>
</tbody>
</table>

Table 5: RMedSE associated with five estimators of $\mathcal{M}_{1}(p_n = 1/(2n))$ on two heavy-tailed distributions included in the IGG family (see Appendix B). The best result is emphasized in bold. RMedSEs larger than 1 are not reported.
Table 6: RMSE associated with five estimators of $M_{1/2}(p_n = 1/(2n))$ on three heavy-tailed distributions included in the BFS family (see Appendix B). The best result is emphasized in bold. RMSEs larger than 1 are not reported.
<table>
<thead>
<tr>
<th></th>
<th>$\hat{M}_1^{(D)}$</th>
<th>$\hat{M}_1^{(D,GRB)}$</th>
<th>$\hat{M}_1^{(D,RB)}$</th>
<th>$\hat{M}_1^{(I)}$</th>
<th>$\hat{M}_1^{(I,RB)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burr ($\rho = -1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td>0.1393</td>
<td>0.0119</td>
<td>0.0053</td>
<td>0.1445</td>
<td>0.0333</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>0.6579</td>
<td>0.0319</td>
<td>0.0187</td>
<td>0.7986</td>
<td>0.0918</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>-</td>
<td>0.0715</td>
<td>0.0495</td>
<td>-</td>
<td>0.1887</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>-</td>
<td>0.1398</td>
<td>0.1178</td>
<td>-</td>
<td>0.3304</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>-</td>
<td>0.4262</td>
<td>0.3890</td>
<td>-</td>
<td>0.5720</td>
</tr>
<tr>
<td>Burr ($\rho = -3/4$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td>0.3611</td>
<td>0.0045</td>
<td>0.0086</td>
<td>0.3792</td>
<td>0.0111</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>-</td>
<td>0.0160</td>
<td>0.0313</td>
<td>-</td>
<td>0.0324</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>-</td>
<td>0.0518</td>
<td>0.0742</td>
<td>-</td>
<td>0.0662</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>-</td>
<td>0.1109</td>
<td>0.1220</td>
<td>-</td>
<td>0.1257</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>-</td>
<td>0.2287</td>
<td>0.2145</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Burr ($\rho = -1/2$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td>-</td>
<td>0.0427</td>
<td>0.0996</td>
<td>-</td>
<td>0.0073</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>-</td>
<td>0.2329</td>
<td>0.4668</td>
<td>-</td>
<td>0.0345</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>-</td>
<td>0.9919</td>
<td>-</td>
<td>-</td>
<td>0.2427</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>-</td>
<td>-</td>
<td>0.3001</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Burr ($\rho = -1/4$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td>-</td>
<td>0.9341</td>
<td>-</td>
<td>-</td>
<td>0.4432</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GPD ($\rho = -\gamma$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>-</td>
<td>0.9759</td>
<td>-</td>
<td>-</td>
<td>0.2388</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>-</td>
<td>0.1279</td>
<td>0.1957</td>
<td>-</td>
<td>0.1239</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>-</td>
<td>0.3384</td>
<td>0.3055</td>
<td>-</td>
<td>0.4862</td>
</tr>
<tr>
<td>Fisher-Snedecor ($\rho = -\gamma$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.1$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.7$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma = 0.9$</td>
<td>-</td>
<td>0.1803</td>
<td>0.1646</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7: RMedSE associated with five estimators of $M_1(p_n = 1/(2n))$ on three heavy-tailed distributions included in the BFS family (see Appendix B). The best result is emphasized in bold. RMedSEs larger than 1 are not reported.
<table>
<thead>
<tr>
<th>Distribution</th>
<th>Density function $f$</th>
<th>$\gamma$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pareto $(\theta &gt; a)$</td>
<td>$f(t) = \theta t^{-\theta-1}, t \geq 1$</td>
<td></td>
<td>1/\theta</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{M}_a(\alpha) = \frac{1}{a} \left( \frac{\theta \alpha^{-a/\theta}}{\theta - a} - 1 \right) = K_a \left( \frac{\theta \alpha^{-a/\theta}}{\theta - a} \right)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student’s t $(\nu &gt; a)$</td>
<td>$f(t) = \frac{1}{\sqrt{\pi} B(\nu/2, 1/2)} \left( 1 + \frac{t^2}{\nu} \right)^{-(\nu+1)/2}, t \in \mathbb{R}$</td>
<td>1/\nu</td>
<td>$-2/\nu$</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{M}_a(\alpha) = \frac{1}{a^{\nu/2} B(\nu/2, 1/2)} \left( \nu^2 Bt \left( \frac{\nu-a}{2}, \frac{a+1}{2} \right) - Bt \left( \frac{1}{1+q(\alpha)/\nu}; \frac{1}{2}, \frac{1}{2} \right) \right)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fréchet $(\theta &gt; a)$</td>
<td>$f(t) = \theta t^{-\theta-1} \exp \left( -t^{-\theta} \right), t &gt; 0$</td>
<td>1/\theta</td>
<td>$-1$</td>
</tr>
<tr>
<td>Inverse gamma $(\zeta &gt; a)$</td>
<td>$f(t) = \frac{1}{\Gamma(\zeta)} t^{\zeta-1} \exp(-1/t), t &gt; 0$</td>
<td>1/\zeta</td>
<td>$-1/\zeta$</td>
</tr>
<tr>
<td>Burr* $(\zeta &gt; 0, \zeta \theta &gt; a)$</td>
<td>$f(t) = \zeta \theta t^{\zeta-1} \left( 1 + t^{\zeta} \right)^{-\theta-1}, t &gt; 0$</td>
<td>$1/(\zeta \theta)$</td>
<td>$-1/\theta$</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{M}<em>a(\alpha) = \frac{1}{a} \left( \frac{\zeta \alpha^{a/\zeta}}{(\zeta-a)} \right) \sum</em>{n=0}^{\infty} \frac{(-\frac{n}{2}, 1; 1-a/\zeta; -1)}{1-a-1/\zeta} - 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPD $(0 &lt; a \zeta &lt; 1)$</td>
<td>$f(t) = (1 + \xi t)^{-1-1/\xi}, t &gt; 0$</td>
<td>$\xi$</td>
<td>$-\xi$</td>
</tr>
<tr>
<td>Fisher-Snedecor $(\nu_1 &gt; 0, \nu_2 &gt; 2a)$</td>
<td>$f(t) = \frac{(\nu_1/\nu_2)^{\nu_1/2}}{B(\nu_1/2, \nu_2/2)} t^{\nu_1/2-1} \left( 1 + \frac{\nu_1 t}{\nu_2} \right)^{-(\nu_1+\nu_2)/2}, t &gt; 0$</td>
<td>2/\nu_2</td>
<td>$-2/\nu_2$</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{M}_a(\alpha) = \frac{1}{\alpha} \left( \frac{(\nu_1/\nu_2)^{\nu_1/2}}{B(\nu_1/2, \nu_2/2)} t^{\nu_1/2-1} \left( 1 + \frac{\nu_1 t}{\nu_2} \right)^{-(\nu_1+\nu_2)/2}, t &gt; 0 \right)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Examples of heavy-tailed distributions (divided in four classes) with the associated values of $\mathcal{M}_a(\alpha)$, $\gamma$ and $\rho$. Here, $\Gamma(\cdot)$, $\Gamma_\ell(\cdot, \cdot)$, $B(\cdot, \cdot)$, $B_\ell(\cdot, \cdot, \cdot)$ and $\sum_{n=0}^{\infty} \frac{(-\frac{n}{2}, 1; 1-a/\zeta; -1)}{1-a-1/\zeta} - 1$ respectively denote the gamma, lower incomplete gamma, beta, lower incomplete beta and hypergeometric functions. See Appendix B for details.
Figure 4: Illustration on real data. (a): Hill estimator \( \gamma_n^{(H)}(k_n) \) as a function of \( k_n \) and pair \((k^*_n, \gamma_n^{(H)}(k^*_n))\) selected by [3, Algorithm 1] emphasized by a red triangle. (b): Log quantile-quantile plot (horizontally: \( \log((n+1)/i) \), vertically: \( \log(X_{n-i+1,n}) \) for \( i \in \{1, \ldots, k^*_n\} \)). The approximating line with slope \( \gamma_n^{(H)}(k^*_n) \) is superimposed in red.

Figure 5: Illustration on real data. (a): estimation of \( M_{1/2}(p_n = 1/\lceil n\xi \rceil) \) and (b) estimation of \( M_1(p_n = 1/\lceil n\xi \rceil) \) associated with \( \hat{M}^{(EMP)} \) (black), \( \hat{M}^{(D)} \) (blue), \( \hat{M}^{(D,GRB)} \) (orange), \( \hat{M}^{(D,RB)} \) (green), \( \hat{M}^{(I)} \) (red) and \( \hat{M}^{(I,RB)} \) (purple) estimators as functions of \( k_n \in \{2, \ldots, \lceil n\xi \rceil\} \) with \( \xi = 0.9 \). Estimations at the selected level \( k^*_n \) are emphasized by a triangle.
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Appendix: Proofs

Paragraph A.1 collects some preliminary lemmas that will reveal useful in the proofs of the main results provided in Paragraph A.2.

A.1 Preliminary results

Let us begin with a multivariate central limit theorem dedicated to sums involving ratios of Pareto order statistics.

Lemma 1 Let us define for all \((x, y) \in \mathbb{R}^2\),

\[
S_n(x, y) = \frac{1}{k_n} \sum_{i=0}^{k_n-1} K_x \left( \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^y \right),
\]

where \(Y_{1,n} \leq \cdots \leq Y_{n,n}\) denote the order statistic associated with \(n\) independent standard Pareto random variables and \((k_n)\) is an intermediate sequence. Let \((x_1, \ldots, x_J) \in \mathbb{R}^J\) and \(y > 0\) such that \(x_j y < 1/2\) for all \(j \in \{1, \ldots, J\}\). Then,

\[
\sqrt{k_n} \left( S_n(x_j, y) - \frac{y}{1 - x_j y} \right)_{j=1, \ldots, J} \overset{d}{\to} N_J(0, C(x_1, \ldots, x_J, y)),
\]

with \(C(x_1, \ldots, x_J, y)\) the covariance matrix defined for all \((j, \ell) \in \{1, \ldots, J\}^2\) by

\[
C_{j,\ell}(x_1, \ldots, x_J, y) = \frac{y^2}{(1 - x_j y)(1 - x_\ell y)(1 - (x_j + x_\ell) y)}.
\]

Proof. Let \(E_{1,n} \leq \cdots \leq E_{n,n}\) denote the order statistic associated with \(n\) independent standard exponential random variables \(E_{1,n}, \ldots, E_{n,n}\). Clearly, Renyi’s representation yields for all \(j \in \{1, \ldots, J\}\),

\[
S_n(x_j, y) = \frac{1}{k_n} \sum_{i=0}^{k_n-1} K_x \left( \exp \left( y \log \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right) \right) \right)
\]

\[
= \frac{1}{k_n} \sum_{i=0}^{k_n-1} K_x \left( \exp \left( y (E_{n-i,n} - E_{n-k_n,n}) \right) \right)
\]

\[
= \frac{1}{k_n} \sum_{i=0}^{k_n-1} K_x \left( \exp \left( y E_{k_n-i,k_n} \right) \right) = \frac{1}{k_n} \sum_{i=0}^{k_n-1} K_x \left( \exp \left( y E_i \right) \right).
\]

The multivariate Central Limit Theorem entails that \(\left\{\sqrt{k_n} \left[ S_n(x_j, y) - \mathbb{E}(K_x \left( \exp(y E_1) \right) \right] \right\}_{j=1, \ldots, J} \) is asymptotically centered, Gaussian, with covariance matrix defined for all \((j, \ell) \in \{1, \ldots, J\}^2\) by

\[
C_{j,\ell}(x) = \text{cov}(K_x \left( \exp(y E_1) \right), K_x \left( \exp(y E_1) \right)).
\]

The second lemma is of analytical nature, it provides the rate of convergence to 1 for ratios of slowly-varying quantities.

Lemma 2 Assume the second-order condition (10) holds with \(\rho < 0\). Let \((p_n)\) be a probability sequence and \((k_n)\) be an intermediate sequence such that \(d_n := k_n/(np_n) \to \infty\) as \(n \to \infty\). Then, for all \(a \in \mathbb{R}\),

\[
K_a \left( \frac{\ell(n/k_n)}{\ell(1/p_n)} \right) = \frac{1}{\rho} A(n/k_n)(1 + o(1)),
\]

as \(n \to \infty\).
Proof. The consequence of the second-order condition (12) can be written as

\[ \frac{\log \ell(tx) - \log \ell(t)}{A_0(t)} - K_\rho(x) \leq \varepsilon x^{p+\varepsilon}. \]

Letting \( t = n/k_n \geq 1 \) and \( x = d_n \to \infty \), it follows

\[ \log \ell(n/k_n) - \log \ell(1/p_n) = \frac{1}{\rho} A_0(n/k_n)(1 + o(1)) = \frac{1}{\rho} A(n/k_n)(1 + o(1)), \]

and thus the result is proved for \( a = 0 \). As a straightforward consequence, one has, for \( a \neq 0 \),

\[ a(log \ell(n/k_n) - \log \ell(1/p_n)) = \frac{a}{\rho} A(n/k_n)(1 + o(1)), \]

and consequently,

\[ \left( \frac{\ell(n/k_n)}{\ell(1/p_n)} \right)^a = \exp \left( \frac{a}{\rho} A(n/k_n)(1 + o(1)) \right) = 1 + \frac{a}{\rho} A(n/k_n)(1 + o(1)). \]

The result is proved.

Lemma 3 is a direct consequence of [30, Theorem 2.4.1] linking an intermediate quantile with its empirical counterpart.

**Lemma 3** Assume the second-order condition (10) holds. Let \((k_n)\) be an intermediate sequence such that \((C_1)\) holds. Then, for every \( a \in \mathbb{R} \),

\[ K_a \left( \frac{X_{n-k_n,n}}{U(n/k_n)} \right) = \frac{\gamma}{\sqrt{k_n}} \xi_n^{(1)}(1 + o_P(1)), \]

where \( \xi_n^{(1)} \xrightarrow{d} \mathcal{N}(0,1) \) as \( n \to \infty \) does not depend on \( a \).

**Proof.** From [30, Theorem 2.4.1], one has

\[ \frac{X_{n-k_n,n}}{U(n/k_n)} = 1 + \frac{\gamma}{\sqrt{k_n}} \xi_n^{(1)}, \]

where \( \xi_n^{(1)} \xrightarrow{d} \mathcal{N}(0,1) \). Taking account of \( K_a(1) = 0 \) and \( K_a'(1) = 1 \), a first-order Taylor expansion yields

\[ K_a \left( \frac{X_{n-k_n,n}}{U(n/k_n)} \right) = \frac{\gamma}{\sqrt{k_n}} \xi_n^{(1)}(1 + o_P(1)), \]

and the result is proved.

The next lemma collects some useful asymptotic representations for non-random functions of an asymptotically Gaussian estimator \( \hat{\gamma}_n \) of the extreme-value index \( \gamma \).

**Lemma 4** Assume the second-order condition (10) holds with \( a \gamma < 1 \). Let \((k_n)\) be an intermediate sequence such that \((C_1)\) and \((C_2)\) hold.

(i) The following expansion holds:

\[ \frac{\hat{\gamma}_n}{1 - a \hat{\gamma}_n} = \frac{\gamma}{1 - a \gamma} + \frac{\mu}{(1 - a \gamma)^2} A(n/k_n)(1 + o_P(1)) + \frac{\sigma}{(1 - a \gamma)^2 \sqrt{k_n}} \xi_n^{(2)}(1 + o_P(1)), \]

where \( \xi_n^{(2)} \xrightarrow{d} \mathcal{N}(0,1) \) as \( n \to \infty \) does not depend on \( a \).
(ii) If, moreover, \((C_4)\) holds, then
\[
K_n \left( d_n^{\gamma_n - \gamma} \right) = \frac{\log(d_n)}{\sqrt{k_n}} \left( \mu \sqrt{k_n} A(n/k_n) + \sigma \xi_n^{(2)} \right) + O_P \left( \frac{(\log d_n)^2}{k_n} \right).
\]

(iii) If, moreover, \(\rho < 0\) and \(\hat{q}_n\) is the Weissman estimator (9), then
\[
K_n \left( \frac{\hat{q}_n(p_n)}{q(p_n)} \right) = \frac{\log(d_n)}{\sqrt{k_n}} \left( \mu \sqrt{k_n} A(n/k_n) + \sigma \xi_n^{(2)} \right) + O_P \left( \frac{(\log d_n)^2}{k_n} \right),
\]

**Proof.** (i) Under \((C_2)\), we get
\[
\frac{1}{1-a\gamma} = \frac{1}{1-a\gamma_n} + \frac{\alpha\mu}{1-a\gamma} A(n/k_n)(1+o_P(1)) + \frac{\alpha\sigma}{(1-a\gamma)^2} \sqrt{k_n}(1+o_P(1)),
\]
and therefore
\[
\frac{1}{1-a\gamma_n} = \frac{1}{1-a\gamma} - \frac{\alpha\mu}{1-a\gamma} A(n/k_n)(1+o_P(1)) - \frac{\alpha\sigma}{(1-a\gamma)^2} \sqrt{k_n}(1+o_P(1)).
\]
Recalling that
\[
\hat{\gamma}_n = \gamma + \mu A(n/k_n) + \frac{\xi_n^{(2)}}{\sqrt{k_n}},
\]
and multiplying the two above expansions, the result is proved.

(ii) Observe that
\[
K_n \left( d_n^{\gamma_n - \gamma} \right) = K_n \left( \exp \left( \frac{\log(d_n)}{\sqrt{k_n}} \sqrt{k_n}(\hat{\gamma}_n - \gamma) \right) \right) = K_n \left( \exp \left( \frac{\log(d_n)}{\sqrt{k_n}} \left( \mu \sqrt{k_n} A(n/k_n) + \sigma \xi_n^{(2)} \right) \right) \right),
\]
where \(\xi_n^{(2)} \overset{d}{\rightarrow} \mathcal{N}(0,1)\). Recalling that \(\log(d_n)/\sqrt{k_n} \rightarrow 0\) and \(\sqrt{k_n} A(n/k_n) \rightarrow \lambda\) as \(n \rightarrow \infty\) under \((C_1)\) and \((C_4)\), the following first-order expansion holds
\[
K_n \left( d_n^{\gamma_n - \gamma} \right) = \frac{\log(d_n)}{\sqrt{k_n}} \left( \mu \sqrt{k_n} A(n/k_n) + \sigma \xi_n^{(2)} \right) + O_P \left( \frac{(\log d_n)^2}{k_n} \right),
\]
since \(K_n(\exp(u)) = u + O(u^2)\) as \(u \rightarrow 0\). The result is thus proved.

(iii) [3, Theorem 1] together with a first-order Taylor expansion entail that
\[
K_n \left( \frac{\hat{q}_n(p_n)}{q(p_n)} \right) = K_n \left( 1 + \frac{\log(d_n)}{\sqrt{k_n}} \left( \mu \sqrt{k_n} A(n/k_n) + \sigma \xi_n^{(2)} \right) \right) = \frac{\log(d_n)}{\sqrt{k_n}} \left( \mu \sqrt{k_n} A(n/k_n) + \sigma \xi_n^{(2)} \right) + O_P \left( \frac{(\log d_n)^2}{k_n} \right),
\]
since \(K_n(1+u) = u + O(u^2)\) as \(u \rightarrow 0\), and the result is proved.

Lemma 5 introduces first- and second-order approximations of \(\mathcal{M}_a(\alpha)\) basing on the quantile evaluated at the same probability level \(\alpha\) that can be either intermediate or extreme. See also [36] for first- and second-order asymptotic expansions of generalized shortfall risk measures.
Lemma 5 Suppose $U \in \mathcal{R} \mathcal{V}_\gamma$ with $\gamma > 0$ such that $a\gamma < 1$.

(i) Then, $M_a(\alpha)$ exists for $\alpha$ small enough and, as $\alpha \to 0$,
\[
\frac{M_a(\alpha) - K_a(U(1/\alpha))}{1 + aK_a(U(1/\alpha))} \to \frac{\gamma}{1 - a\gamma},
\]

(ii) If, moreover, the second-order condition (10) holds, then, as $\alpha \to 0$,
\[
\frac{K_a(U(1/\alpha)) - M_a(\alpha)}{1 + aM_a(\alpha)} = -\gamma - \frac{1 - a\gamma}{1 - a\gamma - \rho} A(1/\alpha)(1 + o(1)).
\]

Proof. (i) Let us first remark, that since $U \in \mathcal{R} \mathcal{V}_\gamma$ with $\gamma > 0$, one has that $q(\alpha) = U(1/\alpha) \to \infty$ for $\alpha \to 0$, so that $K_a(X)$ in (4) is well-defined conditionally on $X > q(\alpha)$ for $\alpha$ small enough. Moreover, denoting by $f$ the density function of $X$, one has
\[
M_a(\alpha) = \mathbb{E}(K_a(X)|X > q(\alpha)) = \int_{q(\alpha)}^{+\infty} \frac{K_a(u)f(u)}{\mathbb{P}(X > q(\alpha))} \, du = \frac{1}{\alpha} \int_{q(\alpha)}^{+\infty} K_a(u)f(u) \, du,
\]
and the change of variable $x \to u = U(x/\alpha)$ leads to
\[
M_a(\alpha) = \int_1^{+\infty} x^{-2}K_a(U(x/\alpha)) \, dx.
\]
Note that $x \to x^{-2}K_a(U(x/\alpha))$ is regularly-varying with index $a\gamma - 2 < -1$ and is thus integrable on $[1, \infty)$. This proves the existence of $M_a(\alpha)$ when $a\gamma < 1$ and $\alpha$ is small enough. It follows that
\[
J_a(\alpha) := \frac{M_a(\alpha) - K_a(U(1/\alpha))}{1 + aK_a(U(1/\alpha))} = \int_1^{+\infty} K_a \left( \frac{U(x/\alpha)}{U(1/\alpha)} \right) \frac{dx}{x^2},
\]
and, since $U$ is regularly-varying with index $\gamma$, one has $K_a(U(x/\alpha))/U(1/\alpha) \to K_a(x^\gamma)$ as $\alpha \to 0$. Potter bounds [8, Theorem 1.5.6] and Lebesgue’s dominated convergence theorem yield
\[
J_a(\alpha) \to \int_1^{+\infty} K_a(x^\gamma) \frac{dx}{x^2} = \frac{\gamma}{1 - a\gamma},
\]
as $\alpha \to 0$, and the first part of the result is proved.

(ii) In view of (12), we have for all $t \geq t_0$ and $x \geq 1$,
\[
\log \left( \frac{U(tx)}{U(t)} \right) = \gamma \log(x) + A_0(t)(K_\rho(x) + R(t, x)),
\]
with $|R(t, x)| \leq \varepsilon x^{\rho + \varepsilon}$ for all $\varepsilon > 0$, which yields
\[
K_a \left( \frac{U(tx)}{U(t)} \right) = K_a(x^\gamma) + K_a \left( x^\gamma \exp(A_0(t)(K_\rho(x) + R(t, x))) \right) - K_a(x^\gamma)
\]
\[
= K_a(x^\gamma) + x^{a\gamma} K_a \left( \exp(A_0(t)(K_\rho(x) + R(t, x))) \right).
\]
Taking account of $a\gamma < 1$ and integrating, it follows that

$$J_a(1/t) = \int_1^{+\infty} K_a \left( \frac{U(tx)}{U(t)} \right) \frac{dx}{x^2}$$

$$= \int_1^{+\infty} K_a(x^\gamma) \frac{dx}{x^2} + \int_1^{+\infty} x^{\alpha\gamma - 2} K_a \left( \exp(\alpha(t)(K_\rho(x) + R(t, x))) \right) dx$$

$$= \frac{\gamma}{1 - a\gamma}$$

$$+ A_0(t) \int_1^{+\infty} x^{\alpha\gamma - 2} K_\rho(x) dx$$

$$+ A_0(t) \int_1^{+\infty} x^{\alpha\gamma - 2} R(t, x) dx$$

$$+ \int_1^{+\infty} x^{\alpha\gamma - 2} (K_a(\exp(u(t, x))) - u(t, x)) dx$$

with $u(t, x) := A_0(t) (K_\rho(x) + R(t, x))$. Straightforward calculations yield:

$$\text{(25)} = \frac{A_0(t)}{\rho} \int_1^{+\infty} x^{\alpha\gamma - 2 + \rho} - x^{\alpha\gamma - 2} dx = \frac{A_0(t)}{\rho} \left( \frac{1}{1 - a\gamma - \rho} - \frac{1}{1 - a\gamma} \right) = \frac{A_0(t)}{(1 - a\gamma - \rho)(1 - a\gamma)}$$

and, as $t \to \infty$,

$$|\text{(26)}| \leq |A_0(t)| |\varepsilon| \int_1^{+\infty} x^{\alpha\gamma - 2 + \rho + \varepsilon} dx = o(A_0(t)),$$

since $\varepsilon$ can be chosen arbitrarily small. Moreover, for all $x \geq 1$,

$$|au(t, x)| \leq |a A_0(t)| \left( \varepsilon - \frac{1}{\rho} \right) \leq \log(2),$$

for $t$ large enough, so that $|K_a(\exp(u(t, x))) - u(t, x)| \leq |a |u(t, x)|^2$ and therefore

$$|\text{(27)}| \leq |a| A_0^2(t) \int_1^{+\infty} x^{\alpha\gamma - 2} (K_\rho(x) + R(t, x))^2 dx$$

$$\leq 2 |a| A_0^2(t) \int_1^{+\infty} x^{\alpha\gamma - 2} (K_\rho^2(x) + R^2(t, x)) dx$$

$$\leq 2 |a| A_0^2(t) \left( \frac{1}{\rho^2 + \varepsilon^2} \right) \int_1^{+\infty} x^{\alpha\gamma - 2} dx = o(A_0(t)).$$

as $t \to \infty$. Collecting the above results on (24)–(27), it follows that, as $\alpha = 1/t \to 0$,

$$J_a(\alpha) = \frac{\gamma}{1 - a\gamma} + \frac{A_0(1/\alpha)}{(1 - a\gamma - \rho)(1 - a\gamma)}(1 + o(1)),$$

$$= \frac{\gamma}{1 - a\gamma} + \frac{A(1/\alpha)}{(1 - a\gamma - \rho)(1 - a\gamma)}(1 + o(1))$$

(28)

since $A_0(1/\alpha) \sim A(1/\alpha)$ as $\alpha \to 0$. Finally, remarking that

$$\frac{K_a(U(1/\alpha)) - M_a(\alpha)}{1 + a M_a(\alpha)} = -\frac{J_a(\alpha)}{1 + a J_a(\alpha)},$$

and replacing $J_a(\alpha)$ by its expansion (28) conclude the proof.
The next lemma is the random counterpart of Lemma 5, it establishes an asymptotic link between the direct estimator of \( M_0 \) at an intermediate level and the associated intermediate order statistic.

**Lemma 6** Assume the second-order condition (10) holds with \( 2a_j \gamma < 1 \) for all \( j \in \{1, \ldots, J\} \) and \( \rho < 0 \). Let \( (k_n) \) be an intermediate sequence. Then, for all \( j \in \{1, \ldots, J\} \),

\[
\frac{\widehat{M}^{(D)}_{a_j,n}(k_n/n) - K_{a_j}(X_{n-k_n,n})}{1 + a_j K_{a_j}(X_{n-k_n,n})} = \frac{1}{k_n} \sum_{i=0}^{k_n-1} K_{a_j} \left( \frac{X_{n-i,n}}{Y_{n-k_n,n}} \right) + \frac{1}{k_n} \sum_{i=0}^{k_n-1} K_{a_j} \left( \frac{U(Y_{n-i,n})}{U(Y_{n-k_n,n})} \right),
\]

where \( Y_{1,n} \leq \cdots \leq Y_{n,n} \) denote the order statistic associated with \( n \) independent standard Pareto random variables. Applying the consequence (23) of the second-order condition with \( t = Y_{n-k_n,n} \xrightarrow{P} \infty \) and \( x = Y_{n-i,n}/Y_{n-k_n,n} \geq 1 \), we obtain

\[
\frac{\widehat{M}^{(D)}_{a_j,n}(k_n/n) - K_{a_j}(X_{n-k_n,n})}{1 + a_j K_{a_j}(X_{n-k_n,n})} = S_n(a_j, \gamma) + \frac{1}{k_n} \sum_{i=0}^{k_n-1} \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^{a_j \gamma} K_{a_j}(\exp(\Delta_{i,n})),
\]

with

\[
S_n(a_j, \gamma) = \frac{1}{k_n} \sum_{i=0}^{k_n-1} K_{a_j} \left( \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^{\gamma} \right),
\]

see Lemma 1, and

\[
\Delta_{i,n} := A_0(Y_{n-k_n,n}) \left( K_\rho \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right) + R \left( Y_{n-k_n,n}, \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right) \right).
\]

The two terms are studied separately. First one, condition \( a_j \gamma < 1/2 \) and Lemma 1 yield

\[
S_n(a_j, \gamma) \xrightarrow{d} \frac{\gamma}{1 - a_j \gamma} + \frac{1}{\sqrt{k_n}} \xi^{(3)}_{j,n},
\]

where \( \xi^{(3)}_{n} = (\xi^{(3)}_{j,n})_{j=1, \ldots, J} \xrightarrow{d} \mathcal{N}_J(0, C(a_1, \ldots, a_j, \gamma)) \). Second, it follows from the consequence of the second-order condition that

\[
\max_{i=1, \ldots, n} |\Delta_{i,n}| \leq \left| A_0(Y_{n-k_n,n}) \right| \left( \varepsilon - \frac{1}{\rho} \right),
\]

with \( A_0(Y_{n-k_n,n}) \xrightarrow{P} A_0(n/k_n) \to 0 \) as \( n \to \infty \). As a consequence, \( \Delta_{i,n} \xrightarrow{P} 0 \) and \( K_{a_j}(\exp(\Delta_{i,n})) \xrightarrow{P} \Delta_{i,n} \) leading to

\[
\frac{1}{k_n} \sum_{i=0}^{k_n-1} \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^{a_j \gamma} K_{a_j}(\exp(\Delta_{i,n})) \xrightarrow{P} \frac{1}{k_n} \sum_{i=0}^{k_n-1} \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^{a_j \gamma} \Delta_{i,n}
\]

\[
\frac{1}{k_n} \sum_{i=0}^{k_n-1} \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^{a_j \gamma} K_{a_j}(\exp(\Delta_{i,n})) \xrightarrow{P} \frac{A_0(n/k_n)}{k_n} \sum_{i=0}^{k_n-1} \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^{a_j \gamma} K_\rho \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right) + \frac{A_0(n/k_n)}{k_n} \sum_{i=0}^{k_n-1} \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^{a_j \gamma} R \left( Y_{n-k_n,n}, \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right),
\]

(31)
Let us consider
\[ T_n(x) := \frac{1}{k_n} \sum_{i=0}^{k_n-1} \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^x = xS_n(x,1) + 1, \]
where \( S_n(\cdot, \cdot) \) is defined in Lemma 1. It follows from the latter lemma that
\[
(30) \quad = \frac{A_0(n/k_n)}{\rho} (T_n(a_j\gamma + \rho) - T_n(a_j\gamma)) \\
= \frac{A_0(n/k_n)}{\rho} (\rho S_n(a_j\gamma + \rho,1) - a_j\gamma S_n(a_j\gamma,1)) \\
= \frac{A_0(n/k_n)}{(1-a_j\gamma-\rho)(1-a_j\gamma)} (1 + o_P(1)),
\]
while (12) entails for all \( \varepsilon > 0 \),
\[
|31| \leq \varepsilon |A_0(n/k_n)| \frac{1}{k_n} \sum_{i=0}^{k_n-1} \left( \frac{Y_{n-i,n}}{Y_{n-k_n,n}} \right)^{a_j\gamma+\rho+\varepsilon} = \varepsilon |A_0(n/k_n)| T_n(a_j\gamma+\rho+\varepsilon) = o_P(A_0(n/k_n)) \tag{33}.
\]
Collecting (29), (32), and (33), it follows
\[
\frac{\widehat{M}^{(D)}_{a,j,n}(k_n/n) - K_j(X_{n-k_n,n})}{1 + a_j K_j(X_{n-k_n,n})} = \frac{\xi^{(3)} }{\sqrt{k_n}} + \gamma \frac{1}{1-a_j\gamma} \left( 1 + \frac{A_0(n/k_n)}{\gamma(1-a_j\gamma-\rho)} (1 + o_P(1)) \right),
\]
and recalling that \( A_0(n/k_n) \sim A(n/k_n) \) as \( n \to \infty \) concludes the proof.

Finally, Lemma 7 is used to build bias corrected versions of \( M_a \) estimators.

**Lemma 7** Let \( a \in \mathbb{R}, \rho < 0 \) and \( (k_n) \) be an intermediate sequence such that \( \sqrt{k_n}(n/k_n)^\rho = O(1) \) as \( n \to \infty \). Let \( (\gamma_n, \hat{\rho}_n, \hat{\beta}_n) \) be an estimator of \( (\gamma, \rho, \beta) \) such that \( \gamma_n \to \gamma \) and (C3) holds. Let \( \varphi_a : \mathbb{R}^+ \times \mathbb{R}_- \times \mathbb{R} \to \mathbb{R} \) be a continuous function. Then, the following expansion holds:
\[
\varphi_a(\gamma_n, \hat{\rho}_n, \hat{\beta}_n)(n/k_n)^{\hat{\rho}_a} = \varphi_a(\gamma, \rho, \beta)(n/k_n)^\rho + o_P \left( \frac{1}{\sqrt{k_n}} \right),
\]
as \( n \to \infty \).

**Proof.** One has
\[
\sqrt{k_n} \left( \varphi_a(\gamma_n, \hat{\rho}_n, \hat{\beta}_n)(n/k_n)^{\hat{\rho}_a} - \varphi_a(\gamma, \rho, \beta)(n/k_n)^\rho \right) \\
= \varphi_a(\gamma, \rho, \beta) \sqrt{k_n}(n/k_n)^\rho \left( \frac{\varphi_a(\gamma_n, \hat{\rho}_n, \hat{\beta}_n)(n/k_n)^{\hat{\rho}_a}}{\varphi_a(\gamma, \rho, \beta)} (n/k_n)^\rho - 1 \right),
\]
and, since \( \varphi_a(\cdot) \) is continuous,
\[
\frac{\varphi_a(\gamma_n, \hat{\rho}_n, \hat{\beta}_n)(n/k_n)^{\hat{\rho}_a}}{\varphi_a(\gamma, \rho, \beta)} (n/k_n)^\rho - 1 = \frac{(n/k_n)^{\hat{\rho}_a}}{(n/k_n)^\rho} (1 + o_P(1)) - 1 \\
= \exp \left( (\hat{\rho}_a - \rho) \log(n/k_n) \right) (1 + o_P(1)) - 1 \\
= o_P(1),
\]
by assumption. As a conclusion, taking account of \( \sqrt{k_n}(n/k_n)^\rho = O(1) \) as \( n \to \infty \), it follows that
\[
\sqrt{k_n} \left( \varphi_a(\gamma_n, \hat{\rho}_n, \hat{\beta}_n)(n/k_n)^{\hat{\rho}_a} - \varphi_a(\gamma, \rho, \beta)(n/k_n)^\rho \right) = o_P(1),
\]
and the result is proved.  

\[31\]
A.2 Proofs of main results

The proofs of Theorem 1–6 all share the same structure, they rely on successive applications of the above lemmas.

Proof of Theorem 1. The following expansion holds for all \( j \in \{1, \ldots, J\} \):

\[
\frac{\tilde{M}^{(D)}_{j,n}(k_n/n) - \mathcal{M}_{a_j}(k_n/n)}{1 + a_j \mathcal{M}_{a_j}(k_n/n)} = L^{[3]}_{j,n} + \left( L^{[5(ii)]}_{j,n} + L^{[6]}_{j,n} + a_j L^{[5(ii)]}_{j,n} L^{[6]}_{j,n} \right) \left( 1 + a_j L^{[3]}_{j,n} \right),
\]

(34)

and each of the three terms in the previous expansion is studied in a dedicated lemma:

\[
L^{[3]}_{j,n} = K_{a_j} \left( \frac{X_{n-k_n,n}}{U(n/k_n)} \right) = \frac{\gamma}{\sqrt{k_n}} \xi^{(1)}_n + o_P(1), \quad \text{from Lemma 3},
\]

\[
L^{[5(ii)]}_{j,n} = \frac{K_{a_j}(U(n/k_n)) - \mathcal{M}_{a_j}(k_n/n)}{1 + a_j \mathcal{M}_{a_j}(k_n/n)} = - \frac{1 - a_j \gamma}{1 - a_j \gamma - \rho} A(k_n/n)(1 + o(1)), \quad \text{from Lemma 5(ii)},
\]

\[
L^{[6]}_{j,n} = \frac{\tilde{M}^{(D)}_{j,n}(k_n/n) - K_{a_j}(X_{n-k_n,n})}{1 + a_j \mathcal{M}_{a_j}(X_{n-k_n,n})}
\]

\[
= \frac{1}{\sqrt{k_n}} \xi^{(3)}_n + \frac{\gamma}{1 - a_j \gamma} \left( 1 + \frac{A(n/k_n)}{\gamma(1 - a_j \gamma - \rho)}(1 + o_P(1)) \right), \quad \text{from Lemma 6},
\]

with \( \xi^{(1)}_n \overset{d}{\to} \mathcal{N}(0,1) \) and \( \xi^{(3)}_n \overset{d}{\to} \mathcal{N}(0, C(\gamma, a_1, \ldots, a_J)) \) two independent random variables. Straightforward simplifications yield

\[
L^{[5(ii)]}_{j,n} + L^{[6]}_{j,n} + a_j L^{[5(ii)]}_{j,n} L^{[6]}_{j,n} = \frac{(1 - a_j \gamma)(1 + o_P(1))}{\sqrt{k_n}} \xi^{(3)}_n + o_P(A(n/k_n)).
\]

Replacing in (34) yields

\[
\frac{\tilde{M}^{(D)}_{j,n}(k_n/n) - \mathcal{M}_{a_j}(k_n/n)}{1 + a_j \mathcal{M}_{a_j}(k_n/n)} = \left( \frac{\gamma}{\sqrt{k_n}} \xi^{(1)}_n + \frac{(1 - a_j \gamma)}{\sqrt{k_n}} \xi^{(3)}_n \right) (1 + o_P(1)) + o_P(A(n/k_n)).
\]

The result follows from the independence of \( \xi^{(1)}_n \) and \( \xi^{(3)}_n \).

Proof of Theorem 2. The following decomposition holds for all \( j \in \{1, \ldots, J\} \):

\[
\frac{\tilde{M}^{(J)}_{j,n}(k_n/n; \gamma_n) - \mathcal{M}_{a_j}(k_n/n)}{1 + a_j \mathcal{M}_{a_j}(k_n/n)} = L^{[3]}_{j,n} + \left( L^{[4(i)]}_{j,n} + L^{[5(ii)]}_{j,n} + a_j L^{[4(i)]}_{j,n} L^{[5(ii)]}_{j,n} \right) \left( 1 + a_j L^{[3]}_{j,n} \right)
\]

(35)

where each of the three terms in the previous expansion is studied in a dedicated lemma:

\[
L^{[3]}_{j,n} = K_{a_j} \left( \frac{X_{n-k_n,n}}{U(n/k_n)} \right) = \frac{\gamma}{\sqrt{k_n}} \xi^{(1)}_n (1 + o_P(1)), \quad \text{from Lemma 3},
\]

\[
L^{[4(i)]}_{j,n} = \frac{\gamma_n}{1 - a_j \gamma_n} = \frac{\gamma}{1 - a_j \gamma} + \frac{\mu}{(1 - a_j \gamma)^2} A(n/k_n)(1 + o_P(1)) + \frac{\sigma}{(1 - a_j \gamma)^2} \frac{\xi^{(2)}_n}{\sqrt{k_n}} (1 + o_P(1)), \quad \text{from Lemma 4(i)},
\]

\[
L^{[5(ii)]}_{j,n} = \frac{K_{a_j}(U(n/k_n)) - \mathcal{M}_{a_j}(k_n/n)}{1 + a_j \mathcal{M}_{a_j}(k_n/n)} = - \frac{1 - a_j \gamma}{1 - a_j \gamma - \rho} A(k_n/n)(1 + o(1)), \quad \text{from Lemma 5(ii)}.
\]
with \( \xi_n^{(1)} \overset{d}{\to} \mathcal{N}(0, 1) \) and \( \xi_n^{(2)} \overset{d}{\to} \mathcal{N}(0, 1) \). Remarking that

\[
L_{j,n}^{[4(ii)]} + L_{j,n}^{[5(ii)]} + a_j L_{j,n}^{[4(ii)]} L_{j,n}^{[5(ii)]} = \frac{\sigma}{1 - a_j \gamma} \sqrt{\frac{\xi_n^{(2)}}{k_n}} \left( 1 + o_P(1) \right) + \frac{\mu}{1 - a_j \gamma} A(n/k_n)(1 + o_P(1)) - \frac{A(n/k_n)}{1 - a_j \gamma - \rho} (1 + o(1))
\]

and replacing in (35) yield

\[
\frac{\overline{M}_{n,j}(k_n/n; \gamma_n) - M_{n,j}(k_n/n)}{1 + a_j M_{n,j}(k_n/n)} = \gamma \sqrt{\frac{\xi_n^{(1)}}{k_n}} \left( 1 + o_P(1) \right) + \frac{\sigma}{1 - a_j \gamma} \sqrt{\frac{\xi_n^{(2)}}{k_n}} \left( 1 + o_P(1) \right) + \frac{\mu}{1 - a_j \gamma} A(n/k_n)(1 + o_P(1)) - \frac{A(n/k_n)}{1 - a_j \gamma - \rho} (1 + o(1)).
\]

As a conclusion,

\[
\sqrt{k_n} \left( \frac{\overline{M}_{n,j}(k_n/n; \gamma_n) - M_{n,j}(k_n/n)}{1 + a_j M_{n,j}(k_n/n)} \right) = \gamma \xi_n^{(1)} + \frac{\sigma}{1 - a_j \gamma} \xi_n^{(2)} + \lambda \left( \frac{\mu}{1 - a_j \gamma} - \frac{1}{1 - a_j \gamma - \rho} \right) + o_P(1),
\]

and the result is thus proved. \( \blacksquare \)

**Proof of Theorem 3.** The following decomposition holds for all \( j \in \{1, \ldots, J\} \):

\[
\sqrt{k_n} \left( \frac{\overline{M}_{n,j}(k_n/n; \gamma_n) - M_{n,j}(k_n/n)}{1 + a_j M_{n,j}(k_n/n)} \right) = T_{j,n} + \sqrt{k_n} \varphi_{a_j}(\gamma_n, \tilde{\gamma}_n, \tilde{\rho}_n, \tilde{\beta}_n) \left( \frac{n}{k_n} \right) \left( 1 + a_j \frac{T_{j,n}}{\sqrt{k_n}} \right), \tag{36}
\]

with \( \varphi_{a_j}(\gamma_n, \tilde{\gamma}_n, \tilde{\rho}_n, \tilde{\beta}_n) = \tilde{\beta}_n \tilde{\gamma}_n^2 / (1 - a_j \tilde{\gamma}_n^2 - \tilde{\rho}_n) \) and where \( T_{j,n} \) is studied in Theorem 2:

\[
T_{j,n} = \sqrt{k_n} \left( \frac{\overline{M}_{n,j}(k_n/n; \gamma_n) - M_{n,j}(k_n/n)}{1 + a_j M_{n,j}(k_n/n)} \right) = \gamma \xi_n^{(2)} + \frac{\sigma}{1 - a_j \gamma} \xi_n^{(3)} - \frac{\lambda}{1 - a_j \gamma - \rho} + o_P(1).
\]

Note that, here, \( \gamma_n^2 = \tilde{\gamma}_n^2 \) with \( \mu = 0 \), and that \( \xi_n^{(2)} \) and \( \xi_n^{(3)} \) are two standard Gaussian random variables. Lemma 7 entails

\[
(36) = T_{j,n} + \left( \varphi_{a_j}(\gamma, \rho, \beta) \sqrt{k_n} \left( \frac{n}{k_n} \right)^{\rho} + o_P(1) \right) \left( 1 + o_P \left( \frac{1}{\sqrt{k_n}} \right) \right),
\]

\[
= T_{j,n} + \varphi_{a_j}(\gamma, \rho, \beta) \sqrt{k_n} \left( \frac{n}{k_n} \right)^{\rho} (1 + o_P(1)) + o_P(1),
\]

\[
= T_{j,n} + \frac{\sqrt{k_n} A(n/k_n)}{1 - a_j \gamma - \rho} (1 + o_P(1)) + o_P(1),
\]

\[
= T_{j,n} + \frac{\lambda}{1 - a_j \gamma - \rho} + o_P(1)
\]

\[
= \gamma \xi_n^{(2)} + \frac{\sigma}{1 - a_j \gamma} \xi_n^{(3)} + o_P(1),
\]

and the conclusion follows. \( \blacksquare \)
Proof of Theorem 4. The following decomposition holds for all \( j \in \{1, \ldots, J\} \):

\[
\frac{\widehat{M}_{a_j}(p_n; \hat{\gamma}_n) - M_{a_j}(p_n)}{1 + a_j M_{a_j}(p_n)} = L_{j,n} + L'_{j,n} + a_j L_{j,n} L'_{j,n},
\]

with

\[
L_{j,n} = L^{[2]}_{j,n} + L^{[3]}_{j,n} + L^{[4(ii)]}_{j,n} + a_j \left( L^{[2]}_{j,n} L^{[3]}_{j,n} + L^{[3]}_{j,n} L^{[4(ii)]}_{j,n} \right),
\]

\[
L'_{j,n} = L^{[5(ii)]}_{j,n} + L^{[6]}_{j,n} + a_j L^{[5(ii)]}_{j,n} L^{[6]}_{j,n}.
\]

First, each of the three terms appearing in \( L \) is studied in the associated lemma:

\[
L^{[2]}_{j,n} = K_{a_j} \left( \frac{\ell(n/k_n)}{\ell(1/p_n)} \right) = \frac{1}{\rho} A(n/k_n)(1 + o(1)) \xrightarrow{p} 0 \quad \text{from Lemma 2},
\]

\[
L^{[3]}_{j,n} = K_{a_j} \left( \frac{X_{n-k_n,n}}{U(n/k_n)} \right) = \frac{\gamma}{\sqrt{k_n}} \xi^{(1)}_n(1 + o_P(1)) \xrightarrow{p} 0 \quad \text{from Lemma 3},
\]

\[
L^{[4(ii)]}_{j,n} = K_{a_j} (\sigma n - \gamma)\left( \log(d_n) \right) \sqrt{k_n} A(n/k_n) + o_P \left( \frac{(\log d_n)^2}{k_n} \right) \xrightarrow{p} 0 \quad \text{from Lemma 4(ii)},
\]

with \( \xi^{(1)}_n \xrightarrow{d} \mathcal{N}(0,1) \) and \( \xi^{(2)}_n \xrightarrow{d} \mathcal{N}(0,1) \). Consequently, straightforward simplifications yield

\[
L_{j,n} = L^{[2]}_{j,n}(1 + o_P(1)) + L^{[3]}_{j,n}(1 + o_P(1)) + L^{[4(ii)]}_{j,n}(1 + o_P(1)) \xrightarrow{p} 0,
\]

and therefore

\[
\frac{\widehat{M}_{a_j}(p_n; \hat{\gamma}_n) - M_{a_j}(p_n)}{1 + a_j M_{a_j}(p_n)} = L_{j,n} + L'_{j,n}(1 + o_P(1)). \quad (38)
\]

Second, both terms appearing in \( L'_{j,n} \) are studied in a dedicated lemma:

\[
L^{[5(ii)]}_{j,n} = K_{a_j} (U(1/p_n)) - M_{a_j}(p_n) \xrightarrow{p} -\gamma - \frac{1 - a_j \gamma}{1 - a_j \gamma - \rho} A(1/p_n)(1 + o(1)) \quad \text{from Lemma 5(ii)},
\]

\[
L^{[6]}_{j,n} = \frac{\widehat{M}_{a_j}(k_n/n) - M_{a_j}(X_{n-k_n,n})}{1 + a_j K_{a_j}(X_{n-k_n,n})} = \frac{1}{\sqrt{k_n}} \xi^{(3)}_{j,n} + \frac{\gamma}{1 - a_j \gamma} \left( 1 + \frac{A(n/k_n)}{\gamma(1 - a_j \gamma - \rho)} (1 + o_P(1)) \right), \quad \text{from Lemma 6},
\]

with \( \xi^{(3)}_{j,n} = (\xi^{(3)}_{j,n})_{j=1,\ldots,J} \xrightarrow{d} \mathcal{N}(0, C(a_1, \ldots, a_J, \gamma)) \). As a consequence,

\[
L'_{j,n} = \frac{(1 - a_j \gamma)}{\sqrt{k_n}} \xi^{(3)}_{j,n}(1 + o_P(1)) + \frac{A(n/k_n)}{1 - a_j \gamma - \rho} (1 + o_P(1)) - \frac{A(1/p_n)}{1 - a_j \gamma - \rho} (1 + o_P(1)), \quad (39)
\]

and replacing (37) and (39) in (38) yields

\[
\frac{\widehat{M}_{a_j}(p_n; \hat{\gamma}_n) - M_{a_j}(p_n)}{1 + a_j M_{a_j}(p_n)} = \left( \frac{\gamma}{\sqrt{k_n}} \xi^{(1)}_n + \frac{\sigma \log d_n \xi^{(2)}}{\sqrt{k_n}} + \frac{(1 - a_j \gamma)}{\sqrt{k_n}} \xi^{(3)}_{j,n} \right)(1 + o_P(1))\]

\[
+ \left( \mu \log(d_n) + \frac{1}{1 - a_j \gamma - \rho} + \frac{1}{\rho} \right) \frac{A(n/k_n)}{1 - a_j \gamma - \rho} (1 + o_P(1))
\]

\[- \frac{1}{1 - a_j \gamma - \rho} A(1/p_n)(1 + o_P(1)).
\]
Remark that, since \(|A|\) is regularly-varying with index \(\rho < 0\), Potter bounds \([8, \text{Theorem } 1.5.6]\) show that there exists \(\varepsilon \in (0, -\rho)\) such that
\[
\left| \frac{A(1/p_n)}{A(n/k_n)} \right| \leq (1 + \varepsilon)d_n^{p+\varepsilon},
\]
for \(n\) large enough, and thus \(A(1/p_n)/A(n/k_n) \to 0\) as \(n \to \infty\). The above expansion can be simplified as
\[
\frac{\hat{M}_{a_j,n}(p_n; \gamma_n) - M_{a_j}(p_n)}{1 + \sigma J_a_J(n/p_n)} = \left( \frac{\gamma \varepsilon^{(1)}}{\sqrt{K_n}} + \frac{\sigma \log d_n \varepsilon^{(2)}}{\sqrt{K_n}} + \frac{(1 - a_j \gamma) \varepsilon^{(3)}}{\sqrt{K_n}} \right) \left( 1 + o_P(1) \right)
\]
for all \(n\), leading to
\[
\frac{\sqrt{K_n}}{\log \left( d_n \right)} \left( \frac{\hat{M}_{a_j,n}(p_n; \gamma_n) - M_{a_j}(p_n)}{1 + \sigma J_a_J(n/p_n)} \right) = \sigma \xi^{(2)} + \lambda \left( \mu + \frac{1 - a_j \gamma}{\rho(1 - a_j \gamma - \rho)} \log \left( d_n \right) \right) + o_P(1).
\]
The result is proved.

**Proof of Theorem 5.** The following decomposition holds for all \(j \in \{1, \ldots, J\}\):
\[
\frac{\sqrt{K_n}}{\log \left( d_n \right)} \left( \frac{\hat{M}_{a_j,n}(p_n; \gamma_n) - M_{a_j}(p_n)}{1 + \sigma J_a_J(n/p_n)} \right) = T_{j,n} + \frac{\sqrt{K_n}}{\log \left( d_n \right)} \left( \frac{\varphi_{a_j}(\gamma_n, \rho, \beta) \lambda \left( \mu + \frac{1 - a_j \gamma}{\rho(1 - a_j \gamma - \rho)} \log \left( d_n \right) \right) + o_P(1) \right),
\]
and the result is thus proved.
Proof of Theorem 6. The following decomposition holds for all \( j \in \{1, \ldots, J\} \):
\[
\frac{\widehat{M}_{\alpha_j,n}(p_n; \hat{\gamma}_n) - M_{\alpha_j}(p_n)}{1 + a_j M_{\alpha_j}(p_n)} = L_{j,n}^{(4) \text{iii}} + L_{j,n}'' + a_j L_{j,n}^{(4) \text{iii}} L_{j,n}'',
\]
where \( L_{j,n}'' = L_{j,n}^{(4) \text{i}} + L_{j,n}^{(5) \text{ii}} + a_j L_{j,n}^{(4) \text{ii}} L_{j,n}^{(5) \text{ii}} \). First, Lemma 4(iii) yields
\[
L_{j,n}^{(4) \text{iii}} = K_{\alpha_j} \left( \frac{\hat{a}_n(p_n)}{a(p_n)} \right) = \log(d_n) \left( \frac{n}{k_n} \right)^{1/2} \left( \frac{\mu \sqrt{k_n} A(n/k_n) + \sigma \xi_n^{(2)} + O_P \left( \frac{(\log d_n)^2}{k_n} \right) }{p_n} \right) \overset{p}{\to} 0
\]
where \( \xi_n^{(2)} \xrightarrow{d} \mathcal{N}(0,1) \) as \( n \to \infty \). Therefore, (43) can be simplified as
\[
\frac{\widehat{M}_{\alpha_j,n}(p_n; \hat{\gamma}_n) - M_{\alpha_j}(p_n)}{1 + a_j M_{\alpha_j}(p_n)} = L_{j,n}^{(4) \text{iii}} + L_{j,n}'' (1 + o_P(1)),
\]
Second, both terms appearing in \( L_{j,n}'' \) are studied separately thanks to dedicated lemmas:
\[
L_{j,n}^{(4) \text{i}} = \frac{\hat{\gamma}_n}{1 - a_j \hat{\gamma}_n} = \frac{\gamma}{1 - a_j \gamma} + \frac{\mu}{(1 - a_j \gamma)^2} A(n/k_n)(1 + o_P(1)) + \frac{\sigma}{(1 - a_j \gamma)^2} \xi_n^{(2)}(1 + o_P(1)) \quad \text{from Lemma 4(i),}
\]
\[
L_{j,n}^{(5) \text{ii}} = \frac{K_{\alpha_j}(U(1/p_n)) - M_{\alpha_j}(p_n)}{1 + a_j M_{\alpha_j}(p_n)} = -\gamma - \frac{1 - a_j \gamma}{1 - a_j \gamma - \rho} A(1/p_n)(1 + o(1)). \quad \text{from Lemma 5(ii).}
\]
Combining the two above expansions, it follows
\[
L_{j,n}'' = \frac{\sigma}{1 - a_j \gamma} \xi_n^{(2)}(1 + o_P(1)) + \frac{\mu}{1 - a_j \gamma} A(n/k_n)(1 + o_P(1)) - \frac{A(1/p_n)}{1 - a_j \gamma - \rho}(1 + o_P(1)).
\]
As a consequence, one has
\[
\frac{\widehat{M}_{\alpha_j,n}(p_n; \hat{\gamma}_n) - M_{\alpha_j}(p_n)}{1 + a_j M_{\alpha_j}(p_n)} = \frac{\sigma}{1 - a_j \gamma} \xi_n^{(2)}(1 + o_P(1)) + \frac{\sigma}{\sqrt{k_n}} \xi_n^{(2)}(1 + o_P(1))
\]
\[
+ \mu \log(d_n) A(n/k_n)
\]
\[
+ \frac{\mu}{1 - a_j \gamma} A(n/k_n)(1 + o_P(1)) - \frac{A(1/p_n)}{1 - a_j \gamma - \rho}(1 + o_P(1)),
\]
and therefore
\[
\sqrt{k_n} \log(d_n) \left( \frac{\widehat{M}_{\alpha_j,n}(p_n; \hat{\gamma}_n) - M_{\alpha_j}(p_n)}{1 + a_j M_{\alpha_j}(p_n)} \right)_{j=1,\ldots,J} = \sigma u_j \xi_n^{(2)}(1 + \frac{1}{1 - a_j \gamma} \log(d_n))_{j=1,\ldots,J} + o_P(1),
\]
since \( A(1/p_n)/A(n/k_n) \to 0 \) as \( n \to \infty \). The result is thus proved.

### B Appendix: Calculations of Box-Cox transformed CTEs

Here, we provide some details on the calculations of \( M_{\alpha} \) given in Table 8 for \( a > 0 \). The Box-Cox transformed CTEs of Pareto and Student’s t distributions are straightforwardly derived from (4).
We thus focus on GPD, Burr, Fisher-Snedecor, Fréchet, and Inverse gamma distributions. It is shown below that these five distributions can be encompassed in only two families of distributions. Since all the previous distributions have a density $f$ with respect to the Lebesgue measure, (21) yields for $a > 0$:

$$M_a(\alpha) = \frac{g_a(\alpha) - g_0(\alpha)}{a\alpha} = \frac{g_a(\alpha)/\alpha - 1}{a}, \text{ with } g_a(\alpha) = \int_{q(\alpha)}^{\infty} t^a f(t) \, dt. \quad (44)$$

### B.1 Inverse generalized Gamma (IGG) distribution

The density of the IGG distribution is defined for all $t > 0$ by

$$f(t) = \frac{\theta}{\Gamma(\zeta)} t^{-\theta\zeta-1} \exp(-t^{-\theta}),$$

with $\zeta, \theta > 0$. As noted in [39], the IGG distribution includes several submodels as particular cases, such as the inverse exponential, inverse Weibull, inverse gamma, inverse chi-squared and Fréchet distributions.

**Lemma 8** The Box-Cox transformed CTE of level $\alpha \in (0, 1)$ associated with the IGG distribution exists for all $a, \zeta, \theta > 0$ such as $\zeta\theta > a$ and is given by

$$M_a(\alpha) = \frac{\Gamma(\zeta - a/\theta, q(\alpha)^{-\theta})}{a\Gamma(\zeta)} - 1,$$

where $\Gamma(\cdot)$ and $\Gamma(\cdot, \cdot)$ are respectively the gamma and lower incomplete gamma functions.

**Proof.** Let $a, \zeta, \theta > 0$, such as $\zeta\theta > a$ and consider the change of variable $t \mapsto x = t^{-\theta}$ in (44):

$$g_a(\alpha) = \frac{1}{\Gamma(\zeta)} \int_0^{q(\alpha)^{-\theta}} x^{\zeta-1-\alpha/\theta} \exp(-x) \, dx.$$

The result follows. \qed

The Box-Cox transformed CTE associated with Inverse gamma and Fréchet distributions given in Table 8 are obtained by plugging respectively $\theta = 1$ and $\zeta = 1$ in the above result.

### B.2 Burr-Fisher-Snedecor (BFS) distribution

Up to our knowledge, there is no distribution in the literature encompassing both Burr and Fisher-Snedecor distributions. We thus propose to define such a distribution by considering the function defined for all $t > 0$ by

$$f(t) = c(z_1, z_2, \lambda, \zeta) t^{\zeta-1}(1 + \lambda t^2)^{-z_2}, \text{ with } c(z_1, z_2, \lambda, \zeta) = \frac{z_1^{z_1/2} z_1}{B(2 - \zeta/z_1, \zeta/z_1)}, \quad (45)$$

for some $z_1, z_2, \lambda > 0, 0 < \zeta < z_1 z_2$ and where $B(\cdot, \cdot)$ denotes the beta function.

**Lemma 9** The function $t > 0 \mapsto f(t)$ defined in (45) is a density.
Proof. Letting \( z_1, z_2, \lambda > 0 \) and \( 0 < \zeta < z_1 z_2 \), we have
\[
\int_0^\infty t^{\zeta-1}(1 + \lambda t^{z_1})^{-z_2} \, dt = \frac{1}{z_1} \int_0^\infty x^{\zeta-1}(1 + \lambda x)^{-z_2} \, dx
\]
\[
= \frac{1}{z_1 \lambda^{\zeta/z_1}} \int_0^1 y^{z_2-\zeta/z_1-1}(1 - y)^{\zeta/z_1-1} \, dy
\]
\[
= \frac{1}{z_1 \lambda^{\zeta/z_1}} B(\zeta/z_1, \zeta/z_1) = \frac{1}{c(z_1, z_2, \lambda, \zeta)},
\]
thanks to the successive changes of variables \( t \mapsto x = t^{z_1} \) in (46) and \( x \mapsto y = 1/(1 + \lambda x) \) in (47). □

The Burr distribution with parameters \( (\zeta, \theta) \) corresponds to the particular case \( \lambda = 1, z_1 = \zeta \) and \( z_2 = \theta + 1 \) leading to the normalizing constant \( c(\zeta, \theta + 1, 1, \zeta) = \theta \zeta \). Quantiles are explicit and are given by \( q(\alpha) = (\alpha^{-1/\theta} - 1)^{1/\zeta} \), for all \( \alpha \in (0, 1) \). The Fisher-Snedecor distribution with parameters \( (\nu_1, \nu_2) \) is obtained with \( z_1 = 1, z_2 = (\nu_1 + \nu_2)/2, \lambda = \nu_1/\nu_2 \) and \( \zeta = \nu_1/2 \) leading to the normalizing constant \( c(1, (\nu_1 + \nu_2)/2, \nu_1/\nu_2, \nu_1/2) = (\nu_1/\nu_2)^{\nu_1/2}/B(\nu_1/2, \nu_2/2) \). Moreover, the GPD with shape parameter \( \xi > 0 \) is a particular case of Fisher-Snedecor distribution with \( \nu_1 = 2 \) and \( \nu_2 = \xi/2 \) yielding \( c(1, 1/\xi, \xi, 1) = 1 \) and the quantiles are explicit: \( q(\alpha) = (\alpha^{-1} - 1)/\xi \) for all \( \alpha \in (0, 1) \).

The next result provides two equivalent expressions of \( M_a(\alpha) \), \( a > 0 \). The first one (48) yields a simple result in the case of the Burr distribution, while the second one (49) has been used in the case of the Fisher-Snedecor distribution, see Table 8.

Lemma 10 The Box-Cox transformed CTE of level \( \alpha \) \( \in (0, 1) \) associated with the BFS distribution exists for all \( a, z_1, z_2, \lambda, \zeta > 0 \) such as \( 0 < \zeta < z_1 z_2 - a \) and is given by
\[
M_a(\alpha) = \frac{1}{a} \left( \frac{c(z_1, z_2, \lambda, \zeta) q(\alpha)^{\zeta + a - z_2}}{\alpha(z_1 z_2 - (\zeta + a)) \lambda^z} \left( 2 F_1 \left( z_2, z_2 - \frac{\zeta + a}{z_1}; z_2 + 1 - \frac{\zeta + a}{z_1}, -\frac{1}{\lambda q(\alpha)^{z_1}} \right) - 1 \right) \right)
\]
\[
= \frac{1}{a} \left( \frac{c(z_1, z_2, \lambda, \zeta) q(\alpha)^{\zeta + a - z_1} (1 + \lambda q(\alpha)^{z_1})^{1-z_2}}{\alpha(z_1 z_2 - (\zeta + a)) \lambda} \times 2 F_1 \left( 1 - \frac{\zeta + a}{z_1}, 1; z_2 + 1 - \frac{\zeta + a}{z_1}, -\frac{1}{\lambda q(\alpha)^{z_1}} \right) - 1 \right),
\]
where \( 2 F_1(\cdot, \cdot; \cdot, \cdot) \) is the hypergeometric function.

Proof. Let \( a, z_1, z_2, \lambda > 0 \) and \( 0 < \zeta < z_1 z_2 - a \). From (44), one has
\[
g_a(\alpha) = \frac{c(z_1, z_2, \lambda, \zeta)}{z_1} \int_0^{q(\alpha)^{z_1}} x^{z_2-1-\frac{(\zeta+\alpha)}{z_1}(x+\lambda)^{-z_2}} \, dx
\]
\[
= \frac{c(z_1, z_2, \lambda, \zeta) \lambda^{-z_2} q(\alpha)^{\zeta + a - z_2}}{z_1} \int_0^1 y^{z_2-1-\frac{(\zeta+\alpha)}{z_1}} \left( 1 + y \frac{1}{\lambda q(\alpha)^{z_1}} \right)^{-z_2} \, dy,
\]
where we considered the successive changes of variables \( t \mapsto x = t^{-z_1} \) in (50), and \( x \mapsto y = xq(\alpha)^{z_1} \) in (51). Introducing the Euler type integral representation of the hypergeometric function [1, Equation (15.3.1)] entails
\[
g_a(\alpha) = \frac{c(z_1, z_2, \lambda, \zeta) \lambda^{-z_2} q(\alpha)^{\zeta + a - z_1}}{z_1 (z_2 - (\zeta + a)/z_1)} \times 2 F_1 \left( z_2, z_2 - \frac{\zeta + a}{z_1}; z_2 + 1 - \frac{\zeta + a}{z_1}, -\frac{1}{\lambda q(\alpha)^{z_1}} \right),
\]
which coincides with (48). Finally, Euler’s hypergeometric transformation [1, Equation (15.3.3)] yields (49). □