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Abstract

Hate speech detection in online platforms has
been widely studied in the past. Most of these
works were conducted in English and a few
rich-resource languages. Recent approaches
tailored for low-resource languages have ex-
plored the interests of zero-shot cross-lingual
transfer learning models in resource-scarce sce-
narios. However, languages variations between
geolects such as American English and British
English, Latin-American Spanish, and Euro-
pean Spanish is still a problem for NLP models
that often relies on (latent) lexical information
for their classification tasks. More importantly,
the cultural aspect, crucial for hate speech de-
tection, is often overlooked.

In this work, we present the results of a thor-
ough analysis of hate speech detection models
performance on different variants of Spanish,
including a new hate speech toward immigrants
Twitter data set we built to cover these variants.
Using mBERT and Beto, a monolingual Span-
ish Bert-based language model, as the basis of
our transfer learning architecture, our results
indicate that hate speech detection models for
a given Spanish variant are affected when dif-
ferent variations of such language are not con-
sidered. Hate speech expressions could vary
from region to region where the same language
is spoken.

1 Introduction

Hate speech detection is a task that has gained
much attention from the NLP community due to
the exponential spread of social media platforms1.
This task aims to identify whether a piece of text
contains hateful messages against a person or a
group based on characteristics such as color, eth-
nicity, race, sexual orientation, religion, and others
(John, 2000). Gender and nationalities are no ex-
ceptions to this. According to the Pew Research

∗Work conducting during an internship at Inria Paris.
1Please be aware that this paper contains some examples

of offensive slurs that may be considered upsetting.

Center report in 2021, 33% of women under 35
report having been sexually harassed online, com-
pared with 11% of men under 35 (Vogels, 2021).
Misogyny is harm against women due to gender,
which might result in psychological, reputational,
professional, or even physical damage (Ging and
Siapera, 2018). On the other hand, xenophobia
is “attitudes, prejudices, and behavior that reject,
exclude and often vilify persons, based on the per-
ception that they are outsiders or foreigners to the
community, society or national identity”2. An on-
line manifestation of such behaviors may include
hostility, social exclusion, threats of violence, and
other forms of discrimination. As a result, the
Internet becomes a less equal, less safe, and less
inclusive environment for targetted groups.

Online hate speech detection in social medias
platforms has been tackled in several studies (Pa-
mungkas et al., 2018; García-Díaz et al., 2022;
Pamungkas et al., 2020; Ahluwalia et al., 2018;
Muaad et al., 2021; Shushkevich and Cardiff, 2018;
Díaz-Torres et al., 2020). However, most studies
have been carried out using English language data
or limited Spanish data. For example, the signifi-
cant morphosyntactic variations between Spanish
variants (Bentivoglio and Sedano, 2011) make con-
sidering the Spanish language homogeneous chal-
lenging for language models. According to Ethno-
logue3 in 2022, Spanish is currently declared as the
official language in 22 countries, being the fourth
language with the most significant number of coun-
tries. Due to the numerous regions where Spanish
is the spoken language, expressions associated with
hate speech may differ across various locations. For
example, in the variation of the Spanish language
from Spain, the word “fregar" only means “scrub"
while at the same time, the same word in the Span-

2https://home-affairs.ec.europa.eu/pa
ges/glossary/xenophobia_en

3https://www.ethnologue.com/ethnoblog
/gary-simons/welcome-25th-edition
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ish Ecuadorian variant can also mean “annoy" or
“having fun". We note the different connotations of
that term across various Latin American regions
provided by the Royal Spanish Academy4 (RAE in
Spanish). Thus, the phrase “Anda a tu casa a fre-
gar" can only be interpreted as “Go home to scrub
(the dishes)" by people from Spain, which can con-
tain a misogynous connotation. On the other hand,
for people speaking Spanish in Ecuador, it may be
mostly interpreted as “Go home to have some fun"
or “Go home to annoy (other people)", which are
not related to discriminatory connotations. Despite
these scenarios, studies proposing models for hate
speech detection towards women and immigrants
in Spanish generally do not include information
about the language or cultural variation of the text.

Due to the previously described challenge, other
difficulties emerge when developing hateful con-
tent detection systems for online platforms.
Current state-of-the-art pre-trained language mod-
els (LM), such as the “multilingual” version of
BERT (mBERT) (Devlin et al., 2018; Pires et al.,
2019), are widely used in several NLP tasks and
achieve impressive results. However, mBERT
might not help to detect hate speech against women
or immigrants when language-specific variants
appear. It has been proven to perform worse
than monolingual implementations of BERT un-
der certain circumstances (Martin et al., 2020; Wu
and Dredze, 2020). mBERT is trained on only
Wikipedia data, particularly the entire Wikipedia
dump for each language, excluding user and talk
pages. However, this is problematic for the Span-
ish language as according to Wikipedia’s Span-
ish Wikipedia article (Spanish Wikipedia, 2021) by
September 2017, 39.2% of the Spanish Wikipedia
edits come from Spain, being the country with the
largest edits, while the rest come from other coun-
tries located in regions such as the Americas and
others. It is important to note that Spain is the
fourth country with the most prominent Spanish
language native speakers, whereas Mexico is the
first according to Statista (2021). Therefore, lan-
guage models trained on Wikipedia data may not
represent the differences between Spanish variants
(Hershcovich et al., 2022). Thus, in this study, we
aim to address the following research questions:

• RQ1: How does language-specific language
models’ performance differ from multilin-
gual LM to detect online hate speech against

4https://dle.rae.es/fregar

women and immigrants in Spanish corpora?
• RQ2: Is zero-shot transfer effective for hate

speech detection when different language vari-
ants of the same language are considered?

To do so, we compare mBERT with a Span-
ish version of BERT, named BETO (Canete et al.,
2020), for binary classification in two different hate
speech domains using various datasets on xeno-
phobia and misogyny. We analyze the effects of
Spanish language variants on model performance
in both domains using a xenophobia detection cor-
pus we created for this purpose as no other cor-
pora include language variant metadata at the tweet
level. Finally, an error analysis conducted with
the SHAP interpretability framework (Lundberg
and Lee, 2017) highlighted the vulnerability to
cultural-specific hateful terms of language mod-
els fine-tuned on another geolect. In an era where
cross-cultural issues in NLP become of increasing
and welcome importance (Hovy and Yang, 2021;
Nozza, 2021; Hershcovich et al., 2022) , our work
and methodology constitute an interesting step in
this process. This is why we release our datasets5,
models, and guidelines to the community, hoping
to enrich a burgeoning ecosystem.

Our main contributions may be summarized as
follows:

• The compilation and annotation of
HaSCoSVa-2022, a new corpus of tweets
related to hate speech towards immigrants
written in Spanish. This corpus contains
information regarding the language variant.
The dataset is subdivided into two subsets
according to the language variant: (1) Latin
American and (2) European. The dataset is
released to the research community.

• Experiments on zero-shot transfer between
European and Latin American Spanish lan-
guage variants on hate speech detection to-
wards women and immigrants to investigate
how the performance of the models vary when
used on different variants of the same lan-
guage.

2 Related Work

Automatic hate speech detection in online plat-
forms has been previously studied across different
hate speech domains such as misogyny (Fersini
et al., 2022; Plaza-Del-Arco et al., 2020), xenopho-

5https://gitlab.inria.fr/counter/HaSC
oSVa
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bia (Romero-Vega et al., 2020; Benitez-Andrades
et al., 2022), homophobia (Karayiğit et al., 2022;
Arcila-Calderón et al., 2021) and others (Davidson
et al., 2017; Lozano et al., 2017). Nevertheless, a
limited number of works focus on Spanish data to
develop ML-based systems for online hateful con-
tent identification.6 Most of the research developed
with Spanish corpora posted on micro-blogging
platforms are related to participation in a few re-
cent shared tasks, namely AMI 2018 (Fersini et al.,
2018), HatEval 2019 (Basile et al., 2019) and oth-
ers. In addition, there is a lack of studies consid-
ering different variations of the Spanish language
and how state-of-the-art language models such as
BERT perform in hate speech detection when used
for cross variants over the same language (Zhang
et al., 2021; Hershcovich et al., 2022).

In (Plaza-del Arco et al., 2021), multilingual
and monolingual pre-trained language models were
compared to Deep Learning architectures (CNN,
LSTM, and Bi-LSTM) and traditional ML mod-
els (SVM and Logistic Regression) for detecting
hate speech on tweets written in Spanish. The
authors used two datasets to conduct the compar-
ison. The first corpus, HaterNet (Pereira-Kohatsu
et al., 2019), has no information about the hate
speech domain or the location where the tweets
were posted. The second dataset is the HatEval
corpus which contains only information about the
target for hate speech against women and immi-
grants. They used BETO (Canete et al., 2020), a
Spanish language implementation of BERT trained
on Wikipedia articles, movies and TED Talks sub-
titles, scientific documents, and others written in
Spanish. Results obtained in (Plaza-del Arco et al.,
2021) showed that BETO, a monolingual LM out-
performs multilingual pre-trained models such as
XLM and mBERT as well as the rest of the models
they evaluated for hate speech detection in Spanish.
Results in line with Plaza-del Arco et al. (2021)
have also been achieved in other similar studies
on hate speech detection (Benítez-Andrades et al.,
2022; Tanase et al., 2020).

Nozza (2021) studied hate speech detection
against women and immigrants across three lan-
guages: Spanish, English, and Italian. She inves-
tigated the limitations of zero-shot cross-lingual
approaches using mBERT. Her results suggest
that hate speech targets –i.e. different languages–

6Many of these works can be found via the IberLEF annual
shared tasks.

should be studied separately as transfer learning
in zero-shot scenarios is ineffective for misogyny
detection. In addition to her findings, we aim to
investigate whether such nuances can be extended
to cross-variants within the same language.

3 Datasets

In this section, we describe the datasets we use
for training the misogyny detection models and
the procedure we follow to compile and annotate
the HaSCoSVa-2022 corpus, which is later used to
train and evaluate our models to detect hate speech
against immigrants. In Table 1, you can find a
summary of the datasets we used in this work.

3.1 Misogyny existing datasets
3.1.1 MisoCorpus-2020
The MisoCorpus-2020 dataset (García-Díaz et al.,
2021) compiles tweets written in Spanish, which
are grouped into three categories: VARW (Vio-
lence Against Relevant Women), which refers to
violent tweets directed to women with a significant
social relevance; SELA (Spanish from Europe vs.
Spanish from Latin America), which consists of
tweets charged of misogynistic content written in
Spanish from Europe – i.e., Spain – and posts with
the same type of content written in a Latin Amer-
ica’s variation of Spanish; and DDSS (Discredit,
Dominance, Sexual harassment, and Stereotype),
which comprises Twitter posts subdivided into dif-
ferent types of misogynistic attacks, such as derail-
ing, rape, gender violence, and others. The dataset
contains 10,244 tweet IDs in total. However, as the
tweets were posted some years ago, we could find
only 7,575 tweets in total (74% from the original
dataset), where 49.2% is labeled as misogynistic.

3.1.2 Detección Misoginia (DetMis)
The Detección Misoginia (DetMis) dataset
(Vera Lagos et al., 2021) contains 35K tweets
geo-located in Mexico. The corpus is based on
keywords related to sexism, stereotyping, and
discrimination towards women from (Fisher et al.,
2013). The authors used such keywords to search
and filter tweets geo-located in each of the 32
states of Mexico. Since tweets were filtered based
on keywords, a maximum of 5 tweets per keyword
and label (misogynous and non-misogynous) were
selected for annotation. Finally, 1K tweets were
obtained per label after annotation. It is important
to note that only one annotator participated in the
annotation process.
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Domain Dataset Nb tweets % Hate speech Variation
women MisCorpus-2020 7575 49.2% Europe, LatAm
women DetMis 2000 50% LatAm
women IberEval 2018 3307 49.9% Europe, LatAm*

immigrants HaSCoSVa-2022 4000 13.9% Europe, LatAm
* This dataset does not distinguish between both variations of Spanish — i.e. we

cannot identify which tweets correspond to Europe or LatAm variations.

Table 1: Description of Spanish language corpora used for training the binary
classification models.

3.1.3 IberEval 2018
The dataset is from the Automatic Misogyny Identi-
fication shared task at IberEval 2018 (Fersini et al.,
2018). The corpus contains misogynous tweets in
English and Spanish, and we only use the Spanish
data. There are two main steps in the annotation
process: First, part of the dataset was labeled by
two annotators to define a gold standard. Next, the
rest of the tweets were labeled through a major-
ity voting approach on the CrowdFlower7 platform
based on the standard defined in the first step.

3.2 New Dataset: HaSCoSVa-2022
We reviewed the publicly available data for hate
speech against immigrants in Spanish. However,
to the best of our knowledge, there are no tweets
corpora containing information about different
language variations. Therefore, we create the
HaSCoSVa-2022 corpus (Hate Speech Corpus with
Spanish Variations) to conduct our experiments in
the immigration domain. We focus on two immi-
gration cases: immigration from Latin America and
certain African countries to Spain and immigration
from Venezuela to its surrounding countries where
Spanish is their official language. Both cases carry
a strong discriminatory online discourse due to re-
ligion, stereotypes, and other factors that concern a
fraction of the local population.

3.2.1 Data Extraction
We define two geographical coordinates and ra-
dius to obtain geo-located tweets from Spain and
Latin American regions. Tweets from Spain were
extracted from a 520 Km radius surrounding lati-
tude: 40.416705, longitude: −3.703583. The area
from where we extracted geo-tagged tweets about
immigration coming from Venezuela is centered
on latitude: −3.976015, longitude: −79.225102,
considering a radius of 1,200 Km. Note that the
defined region for obtaining the European tweets
is the same as the one defined by García-Díaz et al.

7https://figure-eight.com/

(2021). However, since the Latin American region
the authors proposed includes Venezuelan territory,
we slightly changed it to exclude tweets produced
in Venezuela as we need tweets from neighboring
countries8. The regions we determine to extract the
posts can be visualized in Figure 2 in Appendix A.
We define three lists of keywords related to immi-
gration and hate speech towards immigrants. Two
sets of keywords contain 72 and 18 terms regard-
ing European and Latin American immigration,
respectively. In addition, the third set of keywords
comprises 26 generic terms related to immigration
– i.e., such terms are not region-specific. The terms
are mainly demonyms, country names, and nick-
names (offensive or not) related to such regions.
The tweets were collected in two-time frames: from
June 6th to June 28th and July 21st to August 4th.
As a result, 75,834 tweets were obtained in total.

3.2.2 Data Annotation
To perform the data annotation, we randomly sam-
pled 2,500 and 1,500 tweets produced in Europe
and Latin America. We describe in detail the sam-
pling strategy we follow in Appendix A.4. Two
annotators, native Spanish speakers from Latin
America, carry out the manual annotation. Both
annotators tag each tweet into one of the three la-
bels: xenophobic, non-xenophobic, or ambiguous.
Whether a tweet is difficult to manually classify by
an annotator, then the label provided by the annota-
tor is “ambiguous”. Otherwise, a tweet is classified
as “xenophobic” if it matches all following condi-
tions:

1. The content of the tweet primarily targets im-
migrants as a group, or even a single individ-
ual, if they are considered to be a member of
that group (and NOT because of their individ-
ual characteristics).

2. The content of the tweet propagates, incites,
promotes, or justifies hatred or violence to-

8Note that our aim is to analyze xenophobia against
Venezuelan immigrants in regions surrounding Venezuela.
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wards the target or a message that aims to
dehumanize, hurt or intimidate the target.

We used the guidelines proposed by Basile et al.
(2019) with minor modifications. A third anno-
tator participated in the annotation campaign to
provide a final label for tweets labeled as “ambigu-
ous” by both previous annotators and posts previ-
ously tagged with different labels (i.e. one annota-
tor tagged as “xenophobic” and the other as “non-
xenophobic”). This annotator did not have access
to the other annotations. Finally, 554 tweets were
tagged as xenophobic, while 3,446 were labeled
non-hateful towards immigrants. Thus, 13.9%
tweets belong to the label of interest. The resulting
corpus contains the tweet ID, the full text of the
post, its label, and the language variation (LatAm
or Europe). The inter-rater agreement reliability be-
tween both initial annotators according to Cohen’s
Kappa (Cohen, 1960) is 0.443 (88% agreement),
which can be interpreted as a moderate agreement
according to its author. The resulting HaSCoSVa-
2022 dataset, keywords used for tweets extraction,
and annotation guidelines are freely available to
the research community9.

4 Experimental Settings

Language Models. For the multilingual lan-
guage model, we use mBERT (Devlin et al.,
2019), the multilingual version of BERT, trained
on Wikipedia data from 104 languages. We also
experiment with BETO (Canete et al., 2020), a
monolingual Spanish Bert, trained on the whole
Spanish Wikipedia dump combined with the Span-
ish language texts of the OPUS Project (Tiedemann,
2012) without any differentiation between the Span-
ish variants. Others models for Spanish exist and
are posterior to BETO (Gutiérrez-Fandiño et al.,
2021; la Rosa et al., 2022), we decided to focus on
BETO because of its pretraining data that makes it
more comparable to mBERT. It would be of course
interesting to conduct a large-scale Spanish mono-
lingual models study on that topic but we leave it
for future work.

Data Preprocessing. We replace all URLs and
mentions with the same tokens, url and @user,
respectively. In addition, since hashtags’ segmen-
tation has been shown to improve the results for
certain tasks (Rosa et al., 2011; Declerck and Lend-
vai, 2016; Gromann and Declerck, 2017), we seg-

9https://gitlab.inria.fr/counter/HaSC
oSVa

ment all hashtags into words to enrich tweets’ mes-
sages with actual words. To develop such hashtags
segmentation, we use Python’s package wordseg-
ment10. We randomly split the dataset into 70%
for training and 30% for testing to ensure that each
set’s class distribution remains balanced. Also, we
randomly pick 20% of the previously selected train-
ing set as the development set.

Evaluation. All fine-tuned models are trained
over 5 different seeds, and all reported performance
metrics are averaged over such runs to ensure eval-
uation robustness. Moreover, we select the best
model out of 5 epochs after each training process
according to the macro-F1 score on the develop-
ment sets.

4.1 Multilingual vs. Language-specific
We use all the data described in Section 3 to com-
pare the performance of the two models, mBERT
and BETO. We aim to evaluate the differences be-
tween mBERT and BETO to detect hate speech in
Twitter posts written in Spanish.

4.2 Spanish Language Variations
We use BETO to evaluate the performance of a
monolingual model across Spanish variants. For
this set of experiments, the Spanish variant of the
tweet is relevant. Then, we exclude tweets that do
not contain information about the region of origin.
As a result, we keep 6,082 tweets for the misogyny
experiments, where 3,596 posts correspond to the
LatAm variant and 2,486 to the European. More
details on the misogyny dataset used for this set of
experiments can be found in Table 6 in Appendix
A. All tweets on the immigration corpus are kept
for this set of experiments.

The Latin American and European variation
datasets sizes are not comparable according to the
hate speech target. Therefore, we randomly under-
sample the largest variation dataset depending on
the hate speech domain to set both variations to
the same size and ensure the comparability of the
transfer setting. As a result, the misogyny corpus
for this set of experiments ends up with two sets
of 2,486 tweets each –i.e., one set per variation.
Therefore, each variation contains 1,392 tweets for
training, 348 for development, and 746 for testing
the models. Similarly, each variation subset in the
immigration dataset includes 840, 210, and 450
records for training, development, and testing. An

10https://pypi.org/project/wordsegment/
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overview of the train-dev-test splits can be found
in Table 7 in Appendix A.

5 Results

Results obtained from the comparison between
mBERT and BETO over the whole corpora are
shown in Table 2. Results suggest that BETO
outperforms mBERT in both hate speech do-
mains. Specifically, BETO macro-F1 score is 11
points higher than mBERT on misogyny detection,
whereas 4 points higher on xenophobia-related
tweets classification. High standard deviations in
both mBERT models compared to BETO suggests
that BETO shows more stable and consistent perfor-
mance across different runs. In line with previous
works (Martin et al., 2020; Plaza-del Arco et al.,
2021; Benítez-Andrades et al., 2022; Tanase et al.,
2020), we find that using a language-specific LM
where much more Spanish data is used for train-
ing and no other languages are considered, results
in a better performance for detecting hateful posts
written in Spanish.

Model women immigration

mBERT 74.4 (± 7.0) 69.6 (± 2.8)

BETO 84.9 (± 0.3) 73.1 (± 0.8)

Table 2: Models’ average macro-F1 scores obtained on
the test split over five runs. We select the best model
out of 5 epochs for each run according to the macro-F1
score on the development set. The standard deviation
computed over the 5 runs is inside parenthesis.

The second set of experiments aims to com-
pare mono-lingual and cross-lingual settings across
Spanish variants. Table 3 shows that the BETO
model performance is significantly higher when
trained and tested on the same language variant in
both hate speech domains. For instance, the score
of the misogyny model trained on European Span-
ish is 18 points higher when tested on European
Spanish than on Latin American Spanish. On the
other hand, the difference is 8 points for the xeno-
phobia model, when the model is trained on Latin
American Spanish and tested on tweets from Eu-
rope. We can also note that in all cases, macro-F1
scores present a higher standard deviation when the
source data comes from Latin America.

6 Error Analysis

In this section, we analyze and compare errors in
cross variants evaluation. We briefly examine the

reasons that might lead to poor performance when
the model is trained and tested on different lan-
guage variants. Part of our analyses is inspired by
the error analysis carried out in (Plaza-del Arco
et al., 2021). First, we analyze the errors obtained
by BETO. Such analysis is detailed in Table 4.
Regarding the misogyny models, we can observe
that models tend to wrongly classify non-harmful
tweets from LatAm as misogynous, as 59.5% er-
rors in common by both models are false positives.
Moreover, in the xenophobia-related errors, we can
see that 81.5% of the errors obtained in common
by both models on European tweets correspond to
false negatives. Similarly, a higher rate of false
negatives is obtained by both models on the LatAm
target since 65% of errors obtained in common are
actual xenophobic tweets tagged as non-hateful by
both models. We can attribute these results to the
class imbalance in the immigration dataset (13.9%
of the tweets are xenophobic), which might result
in a difficult task for models to detect the minority
class.

Moreover, in Table 5, we summarize the vocab-
ulary coverage by the training sets on the test sets.
In other words, we display the proportion of terms
from the test sets included in each training set. We
use a Spanish POS tagger to only consider nouns
and adjectives for this analysis. For instance, in
the case of the xenophobia dataset, we found 1,095
terms appearing in the LatAm test set and excluded
in the Europe train set. As expected, for a given test
set, a more significant proportion of terms found
in the training set of the same variation than the
other one. For instance, in the case of misogyny
data, 50.3% of terms from Europe’s test set can be
found in Europe’s training set, while only 39.6% is
found in LatAm’s training set. On average, test sets
include 9.2% more terms in the training sets of the
same variation than the others for both hate speech
domains. Although we do not only consider hate-
speech-related terms for this analysis, we found
that various of the most frequently excluded terms
correspond to derogatory words associated with a
particular variant. For instance, the word “cerda”
(which means pig) is found in the misogyny Eu-
rope set of tweets, but it does not appear in the
Latin America tweets. Such a term is more used in
Spain as an insult than in Latin America. The same
happens with the term “vieja” (which might mean
old woman), appearing in LatAm tweets but not in
the European dataset. This term is mainly used in
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women immigrants

Target Europe LatAm Europe LatAm

So
ur

ce Europe 89.6 (± 0.6) 70.5 (± 0.5) 69.6 (± 0.9) 64.9 (± 1.7)

LatAm 71.4 (± 5.0) 81.8 (± 0.5) 62.8 (± 5.6) 73.3 (± 2.7)

Table 3: BETO’s average macro-F1 scores obtained on the test splits over 5 runs. We select the best model out of 5
epochs for each run according to the macro-F1 score on the development set. The standard deviation computed over
the 5 runs is inside parenthesis. Scores in bold indicate which source outperforms the other for a given target.

women immigrants

Target Source False Pos. False Neg. False Pos. False Neg.

Europe Europe 38 (50.7%) 37 (49.3%) 31 (53.4%) 27 (46.6%)

LatAm 108 (45.2%) 131 (54.8%) 13 (27.7%) 34 (72.3%)

Common 15 (50.0%) 15 (50.0%) 5 (18.5%) 22 (81.5%)

LatAm Europe 117 (55.7%) 93 (44.3%) 32 (43.2%) 42 (56.8%)

LatAm 68 (55.7%) 54 (44.3%) 23 (43.4.%) 30 (56.6%)

Common 44 (59.5%) 30 (40.5%) 12 (34.3%) 23 (65.7%)

Table 4: Number of tweets mislabeled per setting for each hate speech domain. In parenthesis, we show the
percentage of mislabels on each type of error (False Pos. and False Neg.) from all the mislabels of a given domain
and setting. Common mislabels correspond to errors obtained by both models (sources) on the same target.

Mexico for referring to women and can contain a
derogatory connotation.

Finally, we use SHAP (Lundberg and Lee, 2017)
to study the behavior of BETO in terms of explain-
ability. SHapley Additive exPlanations, also known
as SHAP, is a well-known model explainability
technique used to interpret the models’ decisions.
SHAP is based on Game Theory and assigns im-
portance scores to features for a given example
classification. Such scores indicate how much a
feature influences the model toward its final output.
In NLP tasks, it can assign importance scores to
terms. Thus, we use SHAP to examine how the
models behave when the word tonta (which means
idiot, female gendered, in English) appears in a text.
Such an insult is an example of how the same term
can be interpreted differently in two variations of
Spanish. In Spain, that insult is much more aggres-
sive than how it may be interpreted in Latin Amer-
ica. We take one misogynous tweet containing the
word tonta from our corpus and classify such text
by the misogyny Europe and LatAm models. A
colored representation of the scores computed by
SHAP on both classifications is shown in Figure
1. We can observe both models provide different
classifications, where the model trained on Euro-
pean data performs correctly. SHAP finds the word
“tonta” highly influences the model trained on Euro-

pean tweets to classify the tweet as misogynous, as
shown in Figure 1b. In contrast, the same term pro-
vides almost no influence on the LatAm model’s
final decision according to SHAP in Figure 1b. We
can note the analyzed term slightly contributes to-
wards the wrong (non-misogynous) class when the
LatAm model is used.

7 Conclusions

In this study, we showed how BETO, a Spanish
version of BERT, as expected, performs signifi-
cantly better than Multilingual BERT for classi-
fying tweets as hateful for two hate speech do-
mains: misogyny and xenophobia. Our outcomes
align with previous studies mostly conducted with
corpora proposed in popular shared tasks on hate
speech detection. This does not mean that Multi-
lingual BERT is not useful since findings in (Wu
and Dredze, 2020) suggested that mBERT is re-
markably useful on low-resource language tasks,
in contrast to monolingual BERT implementations
that use a significant amount of data.

Moreover, we demonstrated that variants of a
language, for instance, due to its use in different
countries or cultures, affect the performance of hate
speech detection models. In other words, we found
that whether we train a model using data derived
from only one variant of Spanish, the model’s per-
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women immigrants

Europe Test LatAm Test Europe Test LatAm Test

Train Included Excluded Included Excluded Included Excluded Included Excluded

Europe 50.3% 49.7% 38.5% 61.5% 45.3 54.7% 40.3% 59.7%

LatAm 39.6% 60.4% 47.7% 52.3% 36.4% 63.6% 48.1% 51.9%

Table 5: Proportion of terms on the testing sets included and excluded on each training set.

(a) SHAPE values obtained on the misogyny BETO model trained on Europe data. The output of the model for the positive label
is 0.999471, classifying the tweet as misogynous. The term “tonta” (translated to English as idiot) is strongly colored in red,
which means it strongly impacts the model to provide its final output towards the misogyny class.

(b) SHAP values obtained on the misogyny BETO trained on LatAm data. The model’s output for the positive label is 0.017539,
classifying the tweet as non-misogynous. The term “tonta” (translated to English as idiot) is almost not colored, which means it
does not provide any relevant impact on the model to provide its final output.

Figure 1: SHAP values obtained from the misogyny BETO trained on European tweets 1a and LatAm data 1b
classifying the same misogynous tweet from our corpus. The model trained on LatAm data detects no misogyny,
whereas the European model is capable of identifying hateful content. The final output of the models towards the
misogyny class is written in bold. Red colored terms influence the final decision towards the misogyny label, while
blue colored terms provide influence the model classification towards the non-misogyny class. The tweet can be
translated to English as “@user @user Get informed, you can’t be more of an idiot because you don’t train, for a
clown, you’re priceless, ignorant.”

formance may decay if it is used on data derived
from another variant of the same language. An ex-
planation for this may be the usage of terms, which
in some regions where Spanish is spoken as a na-
tive language may denote hate, could be unrelated
to hate speech in other regions where Spanish is
also an official language. Thus, the terms used for
denoting misogyny in countries where the same
language is spoken might differ from one place to
another. In our work, we used data produced in
Spain, compared to data produced in Latin Amer-
ica, considering various countries such as Mexico
(North America), Colombia, Ecuador (South Amer-
ica), and others. Our results extend the findings
obtained by Nozza (2021) to transfer cross variants
within the same language, demonstrating that dif-

ferent language variants from the same language
for a given hate speech domain might also need to
be studied separately to develop hate speech detec-
tion systems. Additionally, if different variants in
the same language are not treated as separate cases
but as one single scenario, we should consider us-
ing examples from as many variants as possible
during the training phase to obtain models capa-
ble of dealing with data collected from different
regions where hateful expressions may vary from
each other. Finally, we followed a structured data
extraction and annotation scheme to build a new
hate speech towards immigrants corpus in Span-
ish, considering different language variants. Our
dataset will help advance the state-of-the-art in hate
speech detection for language variation and con-
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tribute to a better understanding of the dynamics
of hate speech towards immigrants in online envi-
ronments. We release this corpus for use by the
scientific community.

8 Limitations

In order to perform this work, we had to use sim-
plified assumptions regarding the Spanish variants
we worked on. We considered both variants as ho-
mogeneous geolects by themselves, whereas, of
course, those geographical differences may consti-
tute different dialects (cf. Wikipedia’s world map
of Spanish dialects, reproduced in Figure 3 in Ap-
pendix A.5).

The other limitation of our work is tied to the
annotation biases eventually found in our dataset.
Indeed, three annotators worked on the annotation
of tweets forming the HaSCoSVa-2022 dataset, a
new corpus we introduced for hate speech detection
in two Spanish variants. Nevertheless, all annota-
tors are from Latin America. Thus, some inter-
pretations of tweets from the European Spanish
variant might be questionable, given a potential
lack of knowledge of certain hate-speech-related
expressions used in Spain. To mitigate this issue,
we included extensive observations regarding po-
tentially confusing expressions from the European
variant in the guidelines we provided. Additionally,
the adjudicator (i.e. the annotator resolving the con-
flicts) in our annotation campaign has an academic
background in political science and discrimination
towards minorities and has lived in Spain for a sig-
nificant amount of time. We thus believe that this
problem has been properly handled. Nevertheless,
as we will publicly release this dataset, including
the guidelines and the seed words we used, within
an open-source license, we will welcome any con-
current annotation and bug reports.

9 Ethical Considerations

This paper is part of a line of work aiming to investi-
gate the effect of language variation on hate speech
detection, fight the spread of offensive and hateful
speech online, and have a positive global impact
on the world. It has been approved by our institu-
tional review board (IRB), and follows the national
and European General Data Protection Regulation
(GDPR). All our experiments were executed on
clusters whose energy mix is made of nuclear (65–
75%), 20% renewable, and the remaining with gas
(or, more rarely, coal when imported from abroad).
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A Datasets Details

A.1 Misogyny Dataset Description

Europe LatAm

Dataset Nb MIS Nb non-MIS % MIS Nb MIS Nb non-MIS % MIS

MisCorpus-2020 1289 1197 51.9% 1218 378 76.3%

DetMis - - - 1000 1000 50.0%

All 1289 1197 51.9% 2218 1378 61.7%

Table 6: Misogyny corpora descriptions after removing tweets without a variation tag (i.e. no information about the
Spanish variation). Information about classes MIS (Misogyny) and non-MIS (non-misogyny) is disaggregated, as
well as the percentage of misogyny instances per dataset and variation. The IberEval 2018 dataset is not included
because it does not provide information about language variations.

A.2 Subset Splits

women immigrants

Variant train dev test train dev test

Europe 1392 348 746 1400 350 750

LatAm 2014 503 1079 840 210 450

Comparable size 1392 348 746 840 210 450

Table 7: Number of tweets per dataset split on each hate speech domain with comparable data size. The comparable
data size is obtained on each hate speech domain by randomly undersampling observations to ensure the compara-
bility of the transfer settings among language variants.

A.3 HaSCoSVa-2022 Tweets Geolocation

Figure 2: Boundings used to create the HaSCoSVa-2022 dataset by geo-locating European and Latin American
tweets.
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A.4 HaSCoSVa-2022 Sampling Strategy
In order to collect the data, we used keywords related to hate speech to extract subsets of tweets from
Europe and Latin America (LatAm). For each keyword, we randomly sampled up to 50 tweets from
Europe and 200 tweets from LatAm. We use a higher maximum number of tweets for LatAm due to the
lower number of keywords related to hate speech we used for this region. This initial sampling strategy
aims to avoid missing tweets containing non-frequent keywords. We also set a maximum number of
tweets per keyword to avoid overrepresenting or underrepresenting some keywords in our final dataset.

After the initial sampling, we obtain 11,298 tweets in total. We then randomly sampled 2,500 tweets
for Europe and 1,500 for LatAm from this subset. The decision to use different numbers of tweets for
the two regions was based on a review of the datasets, which revealed a higher rate of hate speech in the
European dataset. Therefore, we choose to annotate more European tweets to ensure an adequate number
of hate speech-related tweets. This selection resulted in 231 negative examples for LatAm out of 1,500
tweets and 323 for Europe out of 2,500 tweets.

A.5 World Map of Spanish Dialects

Figure 3: World map of Spanish Dialects (source Wikipedia).
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