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Abstract

A surface homogenization method for acoustic waves over thin mi-
crostructured surfaces in presence of a �uid in a potential �ow is pre-
sented. Sound hard surfaces are considered, the �ow is considered 2D and
slow and a Low Mach approximation is introduced. We consider acoustic
waves with a typical wavelength 1/k much larger than the array spacing h
and thickness e. Owing to the small parameter ε = kh, with e/h = O(1),
a matched asymptotic expansion technique is applied to the Low Mach
potential wave equation in the frequency domain. A boundary condition
is obtained on an equivalent �at wall, which links the acoustic velocity to
its normal and tangential derivatives (of the Myers type). The accuracy
of the e�ective model is tested numerically for various periodic shapes and
the accuracy of the model in O(ε2) is validated.
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1 introduction

We aim at developing an e�ective model to characterize sound propagation over
a periodic acoustically-hard ground. The motivation is due to interesting engi-
neering applications: micro-structured surfaces can absorb acoustic waves. The
best known are micro-perforated absorbers and liners for acoustic noise reduc-
tion in vehicles or airplanes or for optimal acoustics in conference or lecture
halls [1, 2]. For surfaces consisting of rectangular grooves, approximate e�ective
impedance models [3] have been derived and as detailed in [4] roughness can be
used to modify e�ective impedances to enhance the surface transport noise re-
duction [5, 6]. The key mechanism is the creation of surface waves by roughness
near grazing incidence [7]: the energy reaching a receiver can then be reduced
by transferring the incident sound energy into these surface waves [8].

When studying ultrasonic waves propagating above a periodic grating, ar-
bitrary grating shapes may be modeled numerically, but frequency-domain or
time-domain methods [6, 7] are computationally demanding to properly account
for the geometry. For this reason alternative analytical methods are being de-
veloped [9, 10, 11, 12], which explicitly determine impedance models, useful for
designing grooved surfaces [4, 5]. Closely related to our study, di�raction by
an acoustically-hard periodic surface has recently been studied analytically, us-
ing two di�erent tools depending on the complexity of the geometry: a modal
method [4] for rectangular grooves or a homogenization method for general
pro�les [13]. In [13], not limited by the geometry, a two-scale homogeniza-
tion method based on a matched asymptotic expansion technique was used,
leading to a boundary condition obtained on an equivalent �at wall. Such sur-
face homogenization and more generally interface homogenizations based on
matched asymptotic expansion techniques have been widely used, in acoustics
[14, 15, 16, 17] but also in di�erent wave contexts like elastic waves [18] or
electromagnetic waves [19, 20, 21, 22].

The purpose of this paper is to extend the acoustic homogenization process
presented in [13] from a �uid at rest to a �owing �uid. The primary motivation is
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the noise reduction in aircraft engines inlets [23], for which manufacturers apply
what is called an acoustic lining along the walls of the inlet duct and bypass duct
[24, 25]. The mean �ow present in aircraft engines complicates the interaction
between the acoustics and the impedance surface and requires modeling tools to
be clari�ed and improved. A common approach is to model the acoustic lining
as an Extended Helmholtz Resonator [26]. It consists in considering a porous
plate, with small cells underneath, called Helmholtz resonators that induce an
impedance by virtue of the air entering through the small hole and oscillating
inside the cavity. This leads to the usual boundary conditions for modeling
acoustics in �ows over acoustic liners [27, 28], namely the Myers condition [29] or
the Ingard�Myers condition [30]. These boundary conditions relate the acoustic
pressure and the acoustic normal velocity at the lining.

Let us mention that the inclusion of the �uid motion in the homogenization
process of [13] is not a simple extension because the mean �ow is not a given
data: it must also be determined since it depends on the geometry, using a
homogenization process, and moreover the acoustics is coupled to the �ow which
implies that the two quantities must be determined jointly. The consequence is
that two coupled homogenized problems will be determined in parallel, for the
mean �ow and for the acoustic waves. Because of this complexity, we will not
homogenize the most general case described by the compressible Navier-Stokes
equations but on the contrary we will manipulate a less general model which is
better adapted to a homogenization process: we restrict to a curl-free mean �ow
(then the acoustics perturbations are also naturally curl-free) and we neglect the
viscosity. To assume curl-free quantities has two huge advantages: the �ow is
easy to determine while taking into account the geometry of the wavy surface
and for the acoustic perturbations, the starting equations are simple enough to
lead to an easy-to-handle homogenized model.

Let us also mention that such homogenization process applied to acoustic
re�ection in a moving �uid on a non-planar surface has not been performed be-
fore, but there are some related studies on �ow-coupled acoustics in the context
of the homogenization. The problem of acoustic waves in�uenced by the ad-
vection velocity �eld has been treated in a bulk porous rigid and in deformable
media [31], or in a layer containing a perforated plate [32], with particular ex-
amples using a potential �ow model. Moreover the transfer of incident waves
into surface waves has been discussed in [33] and [34], characterizing in partic-
ular the in�uence of the shape of the plate perforations. But apart from these
works, it is mainly the study of the �ow alone that has been considered but
in another context and with other equations: this has been done for lubrica-
tion applications, with the determination of the e�ective boundary conditions
for a viscous �ow on a periodic surface. Then, the viscosity is introduced, the
stationary Navier-Stokes equations are solved and the homogeneous Dirichlet
boundary conditions are considered instead of the usual Neumann conditions
in acoustics. Most of the time, the case of an incompressible �uid has been
considered [35, 36, 37, 38, 39, 40, 41, 42, 43]. The compressible case, closer
to acoustic applications we are interested in, has been less studied [44, 45, 46].
However, these studies, designed for hydrodynamic phenomena, do not apply
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Figure 1: Left: surface structured with periodic rigid roughnesses; Right: the
homogenization gives a boundary condition to apply on a �at surface.

to our acoustic con�guration because of two speci�cities: they include viscosity,
which plays an important role whereas it is neglected in acoustics, and they
consider isothermal transformations, which are not adapted to the development
of acoustic waves.

The paper is organized as follows. Section 2 presents the di�erent models
available to describe acoustic propagation in a �ow and focuses in particular
on a Low Mach �ow (the derivations of the di�erent models, exact or approx-
imated, are detailed in the appendix). Section 3 details the derivation of the
homogenized model. Finally, section 4 is devoted to some numerical results,
highlighting the e�ciency and testing the accuracy of the homogenized model.

2 Equations for the low Mach acoustic propaga-

tion in a potential �ow

2.1 General equations

Acoustic propagation without �ow is governed by the simple scalar Helmholtz
equation. Adding a motion of the �uid induces additional di�culties leading
to complex models. The propagation in a general mean �ow requires to use
vectorial equations: Linearized Euler's Equation, Galbrun's equations [47, 48],
Möhring equations [49, 50] or Goldstein's equation [51]. A popular and simpler
approach that we will follow is to consider an adiabatic irrotational mean �ow.
Then the linear equations satis�ed by the acoustic perturbations reduce [52, 53,
54] to a scalar wave equation (3) that we will call the potential wave equation
as in [55]. But even this potential case reveals complicated in practice and
various transformations are traditionally used to simplify this equation. For a
uniform mean �ow, the potential wave equation, then called the uniform �ow
Helmholtz equation [56], is reduced to the standard Helmholtz problem without
approximations thanks to the Lorentz transformation [57, 58]. For representing
non-uniform mean �ow e�ects, approximate formulations for wave propagation
have been derived [59, 60, 61] in the case of low Mach numbers mean �ows and
it is the approach we will follow.

Let us introduce some notations to precise the model that will be homoge-
nized. A 2D domain ΩX

∞ bounded by a rigid boundary ΓX
∞ with X = (X1, X2)
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the coordinates in the physical space (see Fig. 1) is considered. To sim-
plify we suppose that the boundary ΓX

∞ is given by a function f such that
X2 = hf(X1/h) with f a 1-periodic piecewise C1 function. Therefore we have
the de�nitions ΓX

∞ = {(X1, X2) ∈ R2;X2 = hf(X1/h)} and ΩX
∞ = {(X1, X2) ∈

R2;X2 > hf(X1/h)}. For a more complicated boundary shape like a polygonal
wall, a parametric description (X1(s), X2(s)), s ∈ [0, 1], of the surface should
be introduced with X1 and X2 chosen as piecewise C1 functions. We consider
an adiabatic potential mean �ow of uniform velocity U∞ at in�nity, of mod-
ulus noted |U∞| = U∞. This irrotational �ow satisfying compressible Euler's
equations is sought in the form U∞U with U(X) of modulus unitary at in�nity,
associated to the potential Φ(X) such that U = ∇XΦ. The mean �ow satis�es
(see Appendix A.1)

divX (ρ0U) = 0 in ΩX
∞,

U = ∇XΦ in ΩX
∞,

U · n = 0 on ΓX
∞,

limX2→∞ U = U∞/U∞.

(1)

The equations are non-linear since the coe�cients depend on the velocity: the
dimensionless sound speed c0 and the the dimensionless density ρ0 are given for
an adiabatic �ow of adiabatic index γ by

c20 = 1 +
γ − 1

2
M2(1− |U |2) = ργ−1

0 . (2)

For the acoustic perturbations, we consider the time harmonic regime of fre-
quency ω (e−iωt dependence). We de�ne the Mach number at in�nity M =
U∞/c∞ where c∞ is the sound velocity at in�nity. The acoustic perturbations
are associated to a velocity potential φ(X) satisfying the potential wave equa-
tion [55]  ρ0DX

(
1

c20
DXφ

)
= divX (ρ0∇Xφ) in ΩX

∞,

∇Xφ · n = 0 on ΓX
∞,

(3)

where the convective operator is de�ned by DX =MU ·∇X−ik, with k = ω/c∞
the acoustic wave number. The derivation of these equations (1), (2), (3) is
detailed in the Appendix A.2. These equations have the advantage to be exact
but their non-linearity makes homogenization di�cult to perform. However the
equations simplify in a convenient way better suited to homogenization when
considering a slow �ow as detailed in the next paragraph and we will consider
this Low Mach model in the rest of the paper.

2.2 Low Mach model

To consider a low Mach number is a classic approach [37, 55, 60, 62, 63, 64, 65,
66, 67]. Neglecting the terms of orderM2, the potential wave equation becomes
the Taylor wave equation (4) as named in [55]:
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{
∆Xφ+ k2φ+ 2ikMU ·∇Xφ = 0 in ΩX

∞,

∇Xφ · n = 0 on ΓX
∞,

(4)

whereas the mean �ow satis�es the simpli�ed equations, now linear
divX U = 0 in ΩX

∞,
U = ∇XΦ in ΩX

∞,
U · n = 0 on ΓX

∞,
limX2→∞ U = U∞/U∞.

(5)

This Low Mach model is derived in the Appendix B. Note that these equations
can be written with only the potentials (φ,Φ):

∆Xφ+ k2φ+ 2ikM∇XΦ ·∇Xφ = 0 in ΩX
∞,

∇Xφ · n = 0 on ΓX
∞,

∆XΦ = 0 in ΩX
∞,

∇XΦ · n = 0 on ΓX
∞,

limX2→∞ ∇XΦ = U∞/U∞.

(6)

Notably with this formulation, it is clear that Φ satis�es the equations for φ
with k = 0 =M .

2.3 Scaled equations

The homogenization will be done on dimensionless equations. Introducing the
dimensionless coordinates x = kX and introducing the changes of unknowns
φ(x) = φ(X) (we should introduce an extra notation of the type φ̃(x) = φ(X),
but we prefer to keep simple notations), U(x) = U(X) and the velocity potential
Φ(x) = kΦ(X), we get the coupled system for (φ,U ,Φ) in the x = (x1, x2) space:

∆xφ+ φ+ 2iMU ·∇xφ = 0 in Ω∞,
∇xφ · n = 0 on Γ∞,
divx U = 0 in Ω∞,

U = ∇xΦ in Ω∞,
U · n = 0 on Γ∞,

limX2→∞ U = U∞/U∞,

(7)

where Ω∞ and Γ∞ are ΩX
∞ and ΓX

∞ expressed in the x coordinates (see Fig. 2).
Now we restrict to a periodic geometry with a surface Γ∞ of period noted h

and of vertical extent e both supposed small in front of the wavelength λ = 2π/k,
and we homogenize the Low Mach model (7).
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Figure 2: The surface structured by periodic roughnesses in the two coordinates
systems x and y = x/ε. In the y-coordinates, the regions occupied by the �uid
are noted Ym for f(y1) < y2 < ym, Y− for ym = 0 and Y = limym→∞ Ym. Γ is
the lower boundary of Ym at y2 = f(y1) associated to a homogeneous Neumann
boundary condition.

3 Homogenized model for the di�raction by a pe-

riodic surface

3.1 Geometry and main result

The period h of ΓX
∞ becomes ε = kh for Γ∞ (see Fig. 2) and the boundary is

de�ned by Γ∞ = {(x1, x2) ∈ R2;x2 = εf(x1/ε)}. For convenience the origin
x2 = 0 is chosen such that f ≤ 0 and the e�ective boundary condition will be
determined at x2 = 0. We note e = h supy1∈[0,1] |f(y1)| the maximum depth of
the periodic surface and we suppose that e/h = O(1) which corresponds to a
thin surface. The 2D acoustic propagation domain is Ω∞ = {(x1, x2) ∈ R2;x2 >
εf(x1/ε)}.

In this section (3) we will prove the main result of the paper that we present
now and that we write with dimensional variables as it will be used in the
numerical section.

Homogenized problem:

The unknowns (φ,Φ) of the Low Mach model ( (4), (5)) can be approximated
at the order 2 (in the sense that the error is of the order of (kh)2) by the
unknowns (φh,Φh) solutions of the following homogenized model, made of the
acoustic part

(
∆X + k2 + 2ikM∇XΦh ·∇X

)
φh = 0, for X2 > 0,

∂φh

∂X2
+ hC

(
∂2φh

∂X2
1

+ 2ikM
∂Φh

∂X1

∂φh

∂X1

)
+ k2hSφh = 0, at X2 = 0,

(8)
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coupled to the equations for the mean �ow
∆XΦh = 0, for X2 > 0,

∂Φh

∂X2
+ hC

∂2Φh

∂X2
1

= 0 at X2 = 0,

limX2→∞ ∇XΦh = U∞/U∞.

(9)

The constants C and S depend only on the shape of the surface Γ∞ and
will be de�ned later in (20) and (23). Of course if M = 0 in (8) we recover
the same model than in [13] studying the �uid at rest case (equation (9) cannot
exist in [13]). Note that (8) and (9) can be written in a form closer to ((4), (5)),
introducing the homogenized �ow velocity Uh = ∇XΦh:

(
∆X + k2 + 2ikMUh ·∇X

)
φh = 0, for X2 > 0,

∂φh

∂X2
+ hC

(
∂2φh

∂X2
1

+ 2ikM(Uh)1
∂φh

∂X1

)
+ k2hSφh = 0, at X2 = 0,

divX Uh = 0, for X2 > 0,

Uh = ∇xΦ
h, for X2 > 0,

(Uh)2 + hC
∂(Uh)1
∂X1

= 0 at X2 = 0,

where (Uh)i designs the i
th component of Uh.

Remark 1. With this writing is recognized that the boundary condition for the
mean �ow is the Beavers and Joseph's law, although this latter is derived in
another context: for the �at interface between a porous medium and a laminar
�ow [35, 39].

The rest of this section (3) is devoted to the derivation of (8) and of (9).
The approach is very close to the procedure presented in [13]. Calculations are
easier to perform with dimensionless equations as presented now.

3.2 Derivation of the iterative homogenized models

Introducing u as an extra unknown (it can be interpreted as the acoustic veloc-
ity), the equations (7) are written as �rst order equations, u = ∇xφ in Ω∞,

divx u = −φ− 2iMU ·∇xφ in Ω∞,
u · n = 0 on Γ∞,

for the acoustics, associated to the equations U = ∇xΦ in Ω∞,
divx U = 0 in Ω∞,
U · n = 0 on Γ∞,

for the mean �ow. Note that the equations for the �ow are not obtained simply
by taking k = 0 =M in the equations for the acoustics since k has disappeared
in the scaling process.

8



Remark 2. For the acoustics, since u = ∇xφ, instead of divx u = −φ −
2iMU ·∇xφ, we could write divx u = −φ − 2iMU · u. We have checked that
as expected, it leads to the same homogenized model, the calculations are just
slightly less convenient. Since divx U = 0 we could also use the compact and
thus elegant writing divx(u+2iMUφ) = −φ but here also calculations turn out
to be less convenient.

Now we introduce asymptotic expansions of the unknowns, which are di�er-
ent according to the distance from the rigid surface.

3.2.1 Outer problem

In the outer region, far from the rigid surface, the unknowns are sought as the
following expansions{

u(x1, x2) = u0(x1, x2) + εu1(x1, x2) + · · · ,
φ(x1, x2) = φ0(x1, x2) + εφ1(x1, x2) + · · · ,

and {
U(x1, x2) = U0(x1, x2) + εU1(x1, x2) + · · · ,
Φ(x1, x2) = Φ0(x1, x2) + εΦ1(x1, x2) + · · · .

At order zero we get{
u0 = ∇xφ

0,

divx u
0 = −φ0 − 2iMU0 ·∇xφ

0,

combined to {
U0 = ∇xΦ

0,

divx U
0 = 0.

Therefore we get the volume equations{ (
∆x + 1 + 2iMU0 ·∇x

)
φ0 = 0,

∆xΦ
0 = 0,

associated to u0 = ∇xφ
0 and U0 = ∇xΦ

0.
At order one we simply get{ (

∆x + 1 + 2iMU0 ·∇x

)
φ1 + 2iMU1 ·∇xφ

0 = 0,
∆xΦ

1 = 0,

with u1 = ∇xφ
1 and U1 = ∇xΦ

1.
Now we will derive boundary conditions for u0, U0, u1 and U1.
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3.2.2 Inner problem

Close to the boundary Γ∞, we choose to look for solutions as expansions of the
form 

u(x1, x2) = v0(x1, y1, y2) + εv1(x1, y1, y2) + · · · ,
φ(x1, x2) = ψ0(x1, y1, y2) + εψ1(x1, y1, y2) + · · · ,
U(x1, x2) = V 0(x1, y1, y2) + εV 1(x1, y1, y2) + · · · ,
Φ(x1, x2) = Ψ0(x1, y1, y2) + εΨ1(x1, y1, y2) + · · · ,

(10)

where y are the fast variables, de�ned by x = εy and for n ≥ 0, vn(x1, y1, y2),
ψn(x1, y1, y2), V

n(x1, y1, y2) and Ψn(x1, y1, y2) are chosen as 1-periodic func-
tions with respect to y1. The expansions (10) with the two scales x and y
correspond to the following changes of operators

∇x → 1

ε
∇y + e1

∂

∂x1
,

divx → 1

ε
divy +

∂

∂x1
(e1·) ,

U ·∇x → 1

ε
U ·∇y + (U)1

∂

∂x1
,

with (e1, e2) the vector basis of R2 and (U)1 = U · e1.
In the y coordinates, the rigid boundary becomes located at y2 = f(y1).

Thanks to the y1-periodicity, we can restrict the resolution to a periodic cell Y =
{y ∈ (−1/2, 1/2)× R, y2 > f(y1)} of rigid lower boundary Γ = {y ∈ (−1/2, 1/2)× R, y2 = f(y1)}
(see Fig. 2).

• Order 0
At order 0, (v0, ψ0,V 0,Ψ0) satisfy the acoustic equations

∇yψ
0 = 0 in Y,

divy v
0 = −2iMV 0 ·∇yψ

0 in Y,
v0 · n = 0 on Γ,

(11)

combined to the mean �ow equations
∇yΨ

0 = 0 in Y,
divy V

0 = 0 in Y,
V 0 · n = 0 on Γ.

(12)

The matching conditions at order 0 are lim
y2→∞

ψ0(x1, y1, y2) = φ0(x1, 0),

lim
y2→∞

v0(x1, y1, y2) = u0(x1, 0),

for the acoustics and lim
y2→∞

Ψ0(x1, y1, y2) = Φ0(x1, 0),

lim
y2→∞

V 0(x1, y1, y2) = U0(x1, 0),

10



for the mean �ow. From (11) is deduced that ψ0(x1, y1, y2) = ψ0(x1), implying
that φ0(x1, 0) = ψ0(x1) from the matching conditions and that divy v

0 = 0.
Integrating divy v

0 = 0 over the bounded volume Ym de�ned for any ym > 0
by Ym = {y ∈ Y, y2 < ym} (see Fig. 2), combined with the boundary condition
v0 · n = 0 on Γ and the periodic boundary conditions between y1 = −1/2 and
y1 = 1/2, it gives∫ 1/2

−1/2

(v0)2(x1, y1, ym) dy1 = 0 for all ym > 0 and thus lim
y2→∞

∫ 1/2

−1/2

(v0)2(x1, y1, y2) dy1 = 0.

Since the 0-order matching conditions give

lim
y2→∞

∫ 1/2

−1/2

(v0)2(x1, y1, y2) dy1 =

∫ 1/2

−1/2

(u0)2(x1, 0) dy1 = (u0)2(x1, 0),

we deduce the complete boundary conditions for u0 = (u0)1e1 + (u0)2e2 (u0)2(x1, 0) = 0,

(u0)1(x1, 0) =
∂φ0

∂x1
(x1, 0) =

dψ0

dx1
,

(13)

where we have used u0 = ∇xφ
0. Proceeding in a same way from (12) is deduced

that Ψ0(x1, y1, y2) = Ψ0(x1) = Φ0(x1, 0) and the 0-order matching conditions
give  (U0)2(x1, 0) = 0,

(U0)1(x1, 0) =
∂Φ0

∂x1
(x1, 0) =

dΨ0

dx1
.

(14)

Therefore at order 0 the surface is seen �at, located at x2 = 0 and is hard
with vanishing normal velocities, for the mean �ow and for the acoustics.

• Order 1
Now we determine the next order, in particular v1 and ψ1. At order 1

(v1, ψ1,V 1,Ψ1) satisfy

v0 = ∇yψ
1 + e1

∂ψ0

∂x1
in Y,

divy v
1 +

∂(v0)1
∂x1

= −ψ0

−2iM

(
V 0 ·∇yψ

1 + (V 0)1
dψ0

dx1

)
in Y,

v1 · n = 0 on Γ,

combined to
V 0 = ∇yΨ

1 + e1
∂Ψ0

∂x1
in Y,

divy V
1 +

∂(V 0)1
∂x1

= 0 in Y,

V 1 · n = 0 on Γ.

11



We start by determining ψ1. Collecting all the equations describing v0
divy v

0 = 0 in Y,

v0 = ∇yψ
1 + e1

dψ0

dx1
in Y,

v0 · n = 0 on Γ,

is deduced the following problem: ψ1 is 1-periodic with respect to y1 and satis�es
∆yψ

1 = 0 in Y,

∇yψ
1 · n = −(e1 · n)

dψ0

dx1
on Γ,

lim
y2→∞

∇yψ
1(x1, y1, y2) = 0.

The condition at in�nity comes from∇yψ
1 = v0−e1

dψ0

dx1
and from the matching

conditions combined with (13). The source term is dψ0/dx1 and by linearity,
the general solution is

ψ1 = Q(y)
dψ0

dx1
+ ψ̂(x1), (15)

with ψ̂ any function that is in practice not necessary to determine and with the
so-called cell-function Q de�ned by (it corresponds to take dψ0/dx1 = 1): Q is
1-periodic with respect to y1 and

∆yQ = 0 in Y,
∇yQ · n = −e1 · n on Γ,

lim
y2→∞

∇yQ(y1, y2) = 0,

lim
y2→∞

Q(y1, y2) = 0.

(16)

The condition lim
y2→∞

Q(y1, y2) = 0 has been added to de�ne uniquely Q. In a

same way Ψ1 is given by

Ψ1 = Q(y)
dΨ0

dx1
+ Ψ̂(x1), (17)

with the same cell-function Q than already de�ned in (16). Note that excepting
for some very particular geometries, Q cannot be determined in closed form.

Thanks to the determination of ψ1, we can determine v1, that satis�es: divy v
1 +

∂(v0)1
∂x1

= −ψ0 − 2iM

(
V 0 ·∇yψ

1 + (V )01
dψ0

dx1

)
in Y,

v1 · n = 0 on Γ.
(18)

To go further, we remember that (v0)1 and (V 0)1 can be expressed versus Q.
Indeed using 

v0 = ∇yψ
1 + e1

dψ0

dx1
in Y,

ψ1 = Q(y)
dψ0

dx1
+ ψ̂(x1) in Y,

12



leads to

(v0)1 =
dψ0

dx1

(
∂Q

∂y1
+ 1

)
,

and symmetrically we get (V 0)1 =
dΨ0

dx1

(
∂Q

∂y1
+ 1

)
for the mean �ow. Since

divy V
0 = 0, the system (18) can be written in the suitable form:
divy(v

1 + 2iMV 0ψ1) +
d2ψ0

dx21

(
∂Q

∂y1
+ 1

)
+ ψ0,

+2iM
dΨ0

dx1

dψ0

dx1

(
∂Q

∂y1
+ 1

)
= 0 in Y,

v1 · n = 0 on Γ.

As it has been done for v0, this equation is integrated on Ym leading to∫ 1/2

−1/2

[
(v1)2(x1, y1, ym) + 2iM(V 0)2(y1, ym) ψ1(x1, y1, ym)

]
dy1+

d2ψ0

dx21

(∫
Ym

∂Q

∂y1
dy

)
+
d2ψ0

dx21
(ym + S) + ψ0(ym + S)+

2iM
dΨ0

dx1

dψ0

dx1

(∫
Ym

∂Q

∂y1
dy

)
+ 2iM

dΨ0

dx1

dψ0

dx1
(ym + S) = 0,

(19)

where we have noted

S =

∫
Y−

dy, (20)

with Y− = {y ∈ Y, y2 < 0} (see Fig. 2), the surface inside the grooves. To
deduce the boundary condition for u1, we use the matching condition at order
1 for the acoustics (see [13] for deeper details):

lim
y2→∞

(
ψ1(x1, y1, y2)− y2

∂φ0

∂x2
(x1, 0)

)
= φ1(x1, 0),

lim
y2→∞

(
v1(x1, y1, y2)− y2

∂u0

∂x2
(x1, 0)

)
= u1(x1, 0).

For (v1)2 it read:

lim
ym→∞

(
(v1)2(x1, y1, ym)− ym

∂(u0)2
∂x2

(x1, 0)

)
= (u1)2(x1, 0), (21)

and we will show that it reads

lim
ym→∞

[
(v1)2(x1, y1, ym) + ym

(
d2ψ0

dx21
+ ψ0 + 2iM

dΨ0

dx1

dψ0

dx1

)]
= (u1)2(x1, 0).

(22)

To prove this, we only need to determine
∂(u0)2
∂x2

(x1, 0). Since in the order 0

outer problem φ0 has been found to satisfy(
∆x + 1 + 2iMU0 ·∇x

)
φ0 = 0,

13



using u0 = ∇xφ
0 we get at all locations (x1, x2) ∈ Ω∞

∂(u0)2
∂x2

=
∂2φ0

∂x22
= −∂

2φ0

∂x21
− φ0 − 2iMU0 ·∇xφ

0.

Thus at x2 = 0, since φ0(x1, 0) = ψ0(x1), (U
0)2(x1, 0) = 0 and (U0)1(x1, 0) =

dΨ0

dx1
, we get that (21) becomes (22).

Finally using limym→∞(V 0)2(x1, y1, ym) = (U0)2(x1, 0) = 0, we get that
(19) becomes

(u1)2(x1, 0) +

(
d2ψ0

dx21
+ 2iM

dΨ0

dx1

dψ0

dx1

)(
S +

∫
Y

∂Q

∂y1
dy

)
+ Sψ0 = 0.

Noting

C = S +

∫
Y

∂Q

∂y1
dy, (23)

and using that u1 = ∇xφ
1 and that Ψ0(x1) = Φ0(x1, 0), we get the boundary

condition at order 1 for φ:

∂φ1

∂x2
(x1, 0) + C

(
∂2φ0

∂x21
(x1, 0) + 2iM

∂Φ0

∂x1
(x1, 0)

∂φ0

∂x1
(x1, 0)

)
+ Sφ0(x1, 0) = 0.

Proceeding in a same way, we get the boundary condition at order 1 for the
mean �ow potential Φ:

∂Φ1

∂x2
(x1, 0) + C

∂2Φ0

∂x21
(x1, 0) = 0.

Note that an alternative writing is C = S+
∫
Y− ∂Q/∂y1dy, using for y2 > 0 the

periodicity of Q when integrating along y1.
We have determined two homogenized models, one for φ1 and another giving

φ1 versus φ0 (the same for Φ). It is in practice much more convenient to have
only one model and its derivation is done in the next paragraph.

3.3 Derivation of the uni�ed homogenized problem

3.3.1 Model for a general �ow

Let us recall that we have found, up to the order 1

(
∆x + 1 + 2iM∇xΦ

0 ·∇x

)
φ0 = 0, for x2 > 0(

∆x + 1 + 2iM∇xΦ
0 ·∇x

)
φ1 + 2iM∇xΦ

1 ·∇xφ
0 = 0, for x2 > 0

∂φ0

∂x2
= 0, at x2 = 0,

∂φ1

∂x2
+ C

(
∂2φ0

∂x21
+ 2iM

∂Φ0

∂x1

∂φ0

∂x1

)
+ Sφ0 = 0, at x2 = 0,
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for the acoustic perturbations and
∆xΦ

0 = 0 = ∆xΦ
1, for x2 > 0

∂Φ0

∂x2
= 0 =

∂Φ1

∂x2
+ C

∂2Φ0

∂x21
, at x2 = 0,

for the mean �ow. Noting φh = φ0 + εφ1 and Φh = Φ0 + εΦ1 the homogenized
�elds and combining all the equations at orders 0 and 1 is deduced the complete
model in the non-dimensional x-space at order O(ε2) (in the sense that neglected
terms are of order ε2):

(
∆x + 1 + 2iM∇xΦ

h ·∇x

)
φh = 0, for x2 > 0

∂φh

∂x2
+ εC

(
∂2φh

∂x21
+ 2iM

∂Φh

∂x1

∂φh

∂x1

)
+ εSφh = 0, at x2 = 0,

combined to
∆xΦ

h = 0, for x2 > 0
∂Φh

∂x2
(x1, 0) + εC

∂2Φh

∂x21
(x1, 0) = 0, at x2 = 0.

In the actual X-space, noting φh(x) = φh(X) with x = kX and noting Φh(x) =
kΦh(X), we get the complete homogenized problem (8) and (9) announced in
paragraph 3.1.

For a particular far �ow, the potential Φh can be determined in closed form
as detailed now.

3.3.2 Case of an horizontal far-�ow

If we consider a �ow along e1 at in�nity, as it will be done in the numerical
illustrations, then Φh can be determined explicitly. Such situation corresponds
to choose Φh such that limX2→∞ Φh(X) = X1. The solution of (9) is then very
simple, it is Φh(X) = X1 everywhere and thus (8) simpli�es in

(
∆X + k2 + 2ikM

∂

∂X1

)
φh = 0, for X2 > 0,

∂φh

∂X2
+ hC

(
∂2φh

∂X2
1

+ 2ikM
∂φh

∂X1

)
+ k2hSφh = 0, at X2 = 0.

(24)

Remark 3. In [68] is derived a boundary condition in another con�guration
than ours: a �at surface is considered but the presence of a boundary shear
layer along a rigid wall is taken into account, of width h small compared to the
acoustic wavelength λ. The �ow is characterized by its Mach pro�le M0(X2)
for −h < X2 < 0 and is considered uniform above the boundary layer (M0 =
M for X2 > 0). The boundary layer localized in the area −h < X2 < 0 is
replaced thanks to an asymptotic analysis by an appropriate boundary condition
at X2 = 0, which takes into account at the second order in ε = kh the e�ect
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of the boundary layer. For a Mach pro�le M0 linear, the following boundary
condition is found

∂φ

∂X2
+ hDX1

(
i

k

∂2

∂X2
1

−DX1

)
φ = 0,

with DX1
=M∂/∂X1− ik. Neglecting as for us the terms of order M2, it reads

∂φ

∂X2
+ h

(
∂2φ

∂X2
1

+ 2ikM
∂φ

∂X1
+ k2φ+ i

M

k

∂3φ

∂X3
1

)
= 0. (25)

This condition is not the homogenized boundary condition (24) but has some
strong links with it. The condition (25) is exactly (24) if S = 1 = C, which could
be expected since it corresponds to a �at surface at X2 = −h, thus f(y1) = −1,
but also if the third derivative ∂3φ/∂X3

1 is neglected. We have no interpretation
for this last point but let us recall that we compare two very di�erent con�gura-
tions: a potential �ow over a distorted surface and a rotational �ow over a �at
surface. Thus it is expected to �nd connected models but not to �nd exactly the
same boundary condition.

Remark 4. We could have used Taylor's transformation [67] to transform the
Low Mach model (4) into the simple model{ (

∆X + k2
)
ξ = 0 = 0 in ΩX

∞,

∇Xξ · n = 0 on ΓX
∞.

(26)

This model seems more attractive because the acoustic is no longer coupled to
the mean �ow, the mean �ow has even disappeared. We have not chosen this
Taylor's approach for three reasons. First it does not simplify signi�cantly the
derivation of the homogenized model (for instance the same cell problem ap-
pears). Moreover the simple Helmholtz equation

(
∆X + k2

)
ξ = 0 is obtained

after an additional approximation which thus reduces the quality of the induced
homogenized model. Indeed Taylor's transformation consists in the change of
unknowns φ(X) = ξ(X)e−ikMΦ(X) with Φ the mean �ow potential such that
U(X) = ∇XΦ and it corresponds to the operator transformations:{

∇X → ∇X − ikMU ,
∆X → ∆X − 2ikMU ·∇X − k2M2|U |2,

where we remembered that the �ow is potential, divX U = 0. Then ∆Xφ+k
2φ+

2ikMU · ∇Xφ = 0 becomes exactly ∆Xξ + k2(1 +M2|U |2)ξ = 0. Therefore
and as announced a terms of order O(M2) has to be once again neglected to
obtain the Helmholtz equation. The last reason is that since ξ0 + εξ1 + · · · =
(φ0 + εφ1 + · · · )eikM(Φ0+εΦ1+··· ), the link between the old unknows φ0, φ1 · · · ,
Φ0, Φ1 · · · and the new unknowns ξ0, ξ1 · · · is not obvious. It is even non linear
in the sense that for instance ξ1 is not directly linked to φ1 but depends on φ0,
φ1, Φ0 and Φ1.
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Remark 5. In the time domain the homogenized model is obtained following
the same process than presented before and reads for φh(X1, X2, t)

(
∆X − 1

c2∞

∂2

∂t2
− 2M

c∞

∂

∂X1

∂

∂t

)
φh = 0,

∂φh

∂X2
(X1, 0, t) + hC

(
∂2φh

∂X2
1

(X1, 0, t)−
2M

c∞

∂2φh

∂X1∂t
(X1, 0, t)

)
− hS

c2∞

∂2φh

∂t2
(X1, 0, t) = 0,

(27)
From these equations we can determine the acoustic energy de�ned above the
equivalent wall chosen at X2 = 0. It is easy to derive such energy : dE/dt = 0
with E = EV + ES with the volume term

EV =
1

2

∫
R×R+

[
1

c2∞

(
∂φh

∂t

)2

+
(
∇Xφ

h
)2]

dX1dX2,

and with the surface term

ES =
h

2

∫
R

[
C

(
∂φh

∂X1

)2

(X1, 0, t) +
S

c2∞

(
∂φh

∂t

)2

(X1, 0, t)

]
dX1.

This is an energy because all the terms are positive since it is proved in [69] that
C > 0. For the Low Mach model (4), only EV exists with the same expression
but with an integration over ΩX

∞.

3.4 Explicit solution of the homogenized model

As for (9), explicitly solved for an horizontal far �ow, the interest of the ho-
mogenized model (24) is that it is easy to solve explicitly, in particular for an
incident plane wave. This will give an easy way to test the accuracy of the
homogenized model.

3.4.1 Incident wave

The chosen source is an incident plane wave but the notion of a propagative
plane wave in presence of a �ow is not easy to de�ne and is clari�ed here. We
recall that we consider a mean �ow satisfying limX2→∞ U(X) = e1. We send
from X2 = +∞ a wave with an incident angle θ: the incident wave is of the
form φinc = ei(k1X1−k2X2) with k1 = K sin θ, k2 = K cos θ (0 ≤ θ < π/2 and
θ = 0 is a wave propagating along −e2), with a wave number K > 0 that has
to be determined. From (4) taken at X2 → ∞ (then U = e1 and the convected
Helmholtz equation (∆X + k2 + 2ikM∂/∂X1)φ

inc = 0 is recovered), the wave
vector (k1, k2) is found to satisfy the dispersion relation

k2 = k21 + k22 + 2kMk1. (28)

It reads also k2 = K2 + 2kMK sin θ from which is deduced for a given angle θ
and a given frequency k, the expression

K = k
(
−M sin θ +

√
1 + (M sin θ)2

)
. (29)
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3.4.2 Scattered �eld

For an incident plane wave, the homogenized solution φh(X) of (24) is easy to
determine explicitly: it reads

φh(X) = eik1X1 [e−ik2X2 +Rheik2X2 ], (30)

where the re�ection coe�cient is found to be

Rh =
ik2 + a

ik2 − a
where a = h[(k21 + 2k1kM)C − k2S]. (31)

Of course |Rh| = 1 since all the incident energy is re�ected.

Remark 6. For the solution φ(X) of the Low Mach model (4), an expression
similar to (30) can be found for the far �eld. Indeed we have already mentioned
that (4), taken at X2 → ∞ in order to determine the far �eld, reduces to the
convected Helmholtz equation (∆X + k2 + 2ikM∂/∂X1)φ = 0. Considering
Fourier series along the direction e1, the following exact solution is found

φ(X) = ei(k1X1−k2X2) +

∞∑
n=−∞

Rne
i(k

(n)
1 X1+k

(n)
2 X2), (32)

with k
(n)
1 = k1+(2nπ/h) and k

(n)
2 = [k2−(k

(n)
1 )2−2kMk

(n)
1 ]1/2 with the complex

square root chosen such that ℑm(k
(n)
2 ) ≥ 0. At a low frequency k and for a low

Mach number value M , only k
(0)
2 = k2 is real (we recall that k2 = K cos θ) and

thus (32) can be written in a form very similar to (30):

φ(X) = ei(k1X1−k2X2) +R0 e
i(k1X1+k2X2) + φeva. (33)

Introducing β
(n)
2 = [−(k2 − (k

(n)
1 )2 − 2kMk

(n)
1 )]1/2 ≥ 0, the evanescent �eld is

de�ned by φeva =
∑

n ̸=0Rne
ik

(n)
1 X1e−β

(n)
2 X2 and becomes negligible when X2 →

∞. In the next numerical section, Rh will be compared to R0 (to get the far
�eld error).

4 Numerical results

Contrary to the homogenized model (24), the Low Mach model ((4), (5)) can-
not be solved in closed-form because of the curved geometry and of the variable
coe�cient U , and it must be solved numerically. To validate numerically the
accuracy of the homogenized model, the chosen numerical method depends on
the complexity of the geometry and the strategy is the following: we consider
�rst a simple geometry with rectangular grooves, for which we use the modal
method developed in [70] to solve two problems, to solve (5) to determine the
potential �ow and to solve (4) to get the acoustic �eld (thanks to the help of
Taylor's transformation to get rid of the variable coe�cient U). Then we will
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Figure 3: Geometry for rectangular grooves in dimensional X coordinates.

consider more involved geometries to illustrate the adaptability of the homog-
enized model to general geometries, requiring to use a Finite Element method
to solve both the mean �ow and the acoustics (then without Taylor's transfor-
mation).

For rectangular grooves of periodicity h and depth e = O(h) we note L the
width of the grooves (L = 0 corresponds to no groove, see Fig. 3). First we
present how to determine the background �ow Φ (which also corresponds to
solve the cell problem) and then we present the determination of the acoustic
�eld φ solution of (4).

4.1 Background �ow

For an imposed velocity e1 at in�nity, the mean velocity U(X) = ∇XΦ satis�es
∆XΦ = 0 in ΩX

∞,
∇XΦ · n = 0 on ΓX

∞,
lim

X2→∞
∇XΦ = e1.

(34)

The potential Φ(X) is de�ned up to a constant and since Φ(X)−X1 → cst when
X2 → ∞, we �x the constant to zero by imposing to Φ to tend to X1 when X2

tends to in�nity. In practice we look for Q̃(X) = Φ(X)−X1, the perturbation
of the uniform far �eld �ow. Since this perturbation is induced by a h-periodic
groove shape, Q̃ is solution in YX = {(X1, X2) ∈ ΩX

∞, X1 ∈ (−h/2, h/2)} of: Q̃
is h-periodic and satis�es

∆XQ̃ = 0 in YX,

∇XQ̃ · n = −e1 · n on ΓX
∞,

lim
X2→∞

∇XQ̃ = 0,

lim
X2→∞

Q̃ = 0.

(35)

The cell problem (16) is recovered and it is straightforward to check that
Q̃(X) = hQ(y) with y = X/h (see Fig. 4) and with Q de�ned in (16). To
sum up, Φ(X) = X1 + hQ(X/h) with Q the cell function solution of (16). To
visualize the �ow, it is convenient to determine the stream function Ψf because
its isovalues are the streamlines. The stream function is de�ned by the relation
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coordinates.

Figure 5: Mean �ow; velocity potential Φ(X) on the left and stream function
Ψf (X) on the right for h = 1, e = 0.2 and L = 0.3

U = curl(Ψfe3) and satis�es: Ψf is h-periodic and
∆XΨf = 0 in YX,

Ψf = 0 on ΓX
∞,

lim
X2→∞

curl(Ψfe3) = e1.

If Φ has already been determined, by a modal method for instance as it is
our case, Ψf can be deduced thanks to the relation ∇XΦ = curl(Ψfe3), the
constants of integration being adjusted by imposing Ψf = 0 on ΓX

∞.
On Fig. 5 is represented in a unit cell the mean �ow for a rectangular

geometry (see Fig. 4): a groove of depth e = 0.2 and of width L = 0.6 for
a unitary h = 1 periodic cell. The isovalues of the velocity potential Φ(X)
and of the stream function Ψf (X), obtained thanks to a modal method, are
plotted. Φ(X) tends exponentially to X1 and Ψf (X)−X2 tends exponentially
to a constant when X2 increases. The stream function Ψf (X) indicates clearly
how the �ow is deformed by the presence of the rectangular cavity.
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Figure 6: Real part of the acoustic velocity potentials for an incident plane
wave with k = 0.3, θ = π/8, M = 0.4, h = 1, e = 0.5 and L = 0.5. Top:
incident �eld; Left: actual solution φ(X); Right: homogenized solution φh(X)

4.2 Scattered �eld

In all the following numerical results, the geometry is �xed to h = 1, thus the
small parameter is ε = k.

4.2.1 Validation of the homogenized model

On Fig. 6 are represented the real parts of the acoustic velocity potentials for
an incident wave corresponding to k = 0.3 and a �owM = 0.4. The geometry is
made of square cavities of size L = 0.5 = e. The upper �gure shows the incident
�eld with θ = π/8. The middle �gure is the actual �eld φ(X) solution of (4)
and the lower �gure is the �eld φh(X) solution of the homogenized model (24).
It is obvious that they are very close but we can be more precise by de�ning
two errors induced by the homogenized model: the �eld error de�ned by

Eφ
r =

∥φ(X)− φh(X)∥L2(Ω)

∥φ(X)∥L2(Ω)
, (36)

where Ω = (−h/2, h/2) × (0, H) is the comparison calculation domain (here
H = 11.5) and it corresponds to X2 > 0 since φh exists only for X2 > 0, and
the far �eld error

ER
r =

|R0 −Rh|
|R0|

, (37)

measuring the di�erence between the re�ection coe�cient R0 for the actual
geometry and Rh for the homogenized model.
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Figure 7: Real part and imaginary part of the re�ection coe�cients R0 for the
actual geometry and Rh for the homogenized model versus the Mach number
M of the �ow for an incident plane wave with k = 0.5, θ = π/8, h = 1, e = 0.5
and L = 0.9.

The coe�cient Rh is given by (31) and R0 has been de�ned in (33). When
using a numerical modal method, R0 is a natural unknown of the problem and
thus is directly determined. When using a Finite Element method, the unknown
is φ(X). Then to extract R0, starting from (33) we introduce the scattered �eld

φS =

∞∑
n=−∞

Rne
i(k

(n)
1 X1+k

(n)
2 X2), (38)

and R0 is obtained thanks to the relation

R0e
ik2ah =

∫ h

0

φS(X1, a)e
−ik1X1dX1,

at any location X2 = a with a large enough (far enough such that U(X1, a) ≃ e1
is well satis�ed). In Fig. 6, although kh = 0.3 is not very small, the errors are
found small: Eφ

r = 0.021 and ER
r = 0.028. The parameters in the homogenized

model (24) are S = (e/h)(L/h) = 0.25 and C = 0.042 (C is obtained by the
modal method that gave the mean �ow).

4.2.2 In�uence of the �ow

To illustrate the �ow in�uence on the scattering properties of a corrugated
surface, on Fig. 7 are represented the real part and the imaginary part of the
re�ection coe�cients, R0 for the actual geometry and Rh for the homogenized
model, versus the Mach number M of the mean �ow. The incident plane wave
corresponds to k = 0.5, θ = π/8 and the surface grooves are characterized
by h = 1, e = 0.5 and L = 0.9. Real and imaginary parts are linked since
|Rh| = 1 = |R0|. It appears that the re�ection coe�cients vary signi�cantly
when M increases. It implies that the homogenized model developed in [13] for
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Figure 8: Re�ections error |R − Rh|/|R| versus k for h = 1, e = 0.5, θ = π/8
with L = 0.1 (green), L = 0.5 (blue), L = 0.9 (red). Left: M = 0.4. Right:
M = −0.4. The power laws k and k2 are represented as dashed straight lines
to help visualize curve slopes.

a �uid at rest M = 0 cannot be used for increasing Mach number values and
therefore it was necessary to develop a model taking the �ow into account. The
error ER

r de�ned in (37) goes from 0.01 to 0.04 when M goes from 0 to 0.9.
After these two illustrative examples, we present now a more quantitative

study.

4.2.3 Accuracy of the homogenized model

We have determined the far �eld error ER
r for varying values of several param-

eters, linked to the geometry, to the �ow or to the incident frequency. The
grooves are chosen with e = 0.5 and the incident angle is θ = π/8.

In�uence of L In Fig. 8 is plotted the error on the re�ection coe�cients Eφ
r

for various L values versus the frequency k. The left �gure is for M = 0.4 and
the right �gure for M = −0.4 (M < 0 corresponds to a mean �ow �owing along
−e1 at in�nity) and three groove sizes are considered, L = 0.1, L = 0.5 and
L = 0.9. Of course the errors decrease with ε = kh = k (we recall that h = 1).
The error is found to be lower for narrow cavities (small L values). The power
laws k and k2 are represented as dashed straight lines and it appears that for
M = −0.4, the errors vary like k2 as expected, up to low k values, for k > 0.01.
The results seem to be not so good for M = 0.4 since the k2 law is valid only
for k > 0.1. For k < 0.1 the error surprisingly varies only like k (note however
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Figure 9: Re�ections error |R − Rh|/|R| versus k for h = 1, e = 0.5, θ = π/8
with M = 0.4 (red), M = 0. (blue), M = −0.4 (green). Left: L = 0.1. Right:
L = 0.9.

that the error is very low, below 10−4). This lack of decreasing is an arti�cial
phenomenon due to the fact that the actual solution is not exact, it is calculated
for a �nite number of modes, which obviously is not chosen large enough for
small k values. By taking ten times more modes (dashed curves), the actual
solution is better calculated and the k2 decreasing of the error is recovered for
k values smaller than k = 0.1.

In�uence of M Fig. 9 is like Fig. 8 but focusing on the in�uence of the mean
�ow velocity M : the error on the re�ection coe�cients Eφ

r is plotted for various
M values versus the frequency k. The left �gure is for narrow grooves L = 0.1
and the right �gure for wide grooves L = 0.9 and three �ows are considered,
M = 0.4, M = 0. and M = −0.4. As already seen on Fig. (8), the error is
found to decrease for lower M values. For the narrow cavity L = 0.1, the error
is found again to be lower than for L = 0.9. For L = 0.9, as in Fig. 8, the
expected k2 law for the error fails for k < 0.1. But once again, the k2 law can
be recovered by simply increasing the number of modes to determine a more
accurate reference solution.

4.2.4 Complex geometries

To �nish we present some illustrations for more complicated geometries. In
these cases, a Finite Element method is preferred to a modal method and we
determine both the mean �ow (and thus the cell problem) and the acoustic �eld
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Figure 10: Real parts of the acoustic velocity potentials for a periodic cell
including a Helmholtz cavity, for k = 0.1, M = 0.4 and θ = π/3. Top: actual
�eld φ(X); Bottom: homogenized �eld φh(X)

thanks to the Finite Element software Xlife++ [71].
Only a periodic cell is meshed and the calculation domain is bounded by

introducing a Dirichlet-to-Neumann operator on a line located in the area where
the �ow is no longer in�uenced by the lower boundary shape and thus is uniform
with U = e1. This takes place at X2 = a with a large enough. In the following
results, a is taken equal to h and it has been checked to be su�cient. Still for a
unit periodicity h = 1, the parameters of the numerical calculations are k = 0.1,
M = 0.4 and θ = π/3.

Fig. 10 and Fig. 11 represent the real parts of the acoustic velocity po-
tentials. The upper �gure is the actual solution and the lower �gure the ho-
mogenized solution. Fig. 10 considers a Helmholtz cavity in each periodic
cell. The neck is of width h− = 0.2 and of height d = 0.1. The cavity ex-
tends from X2 = −d to X2 = −e with e = 1 and is of width H = 0.5.
The parameters involved in the homogenized boundary condition in (24) are
S = h−d + H(e − d) = 0.47 and the numerical resolution of the cell problem
gives C = 0.0065. The results are good since the errors between the actual and
homogenized solutions, de�ned in (36) and (37), are found to be very small,
Eφ
r = 0.011 and ER

r = 19. 10−4. Note that the Helmholtz cavity is not resonat-
ing : the incident frequency k = 0.1 is far from the �rst resonance frequency
noted kr and estimated to be around kr ≃

√
h−/(dS) = 2.1 [72]. If one wishes

to take into account Helmholtz resonances, much longer cavities must be con-
sidered to get a lower resonance frequency (here to get kr = 0.1 it would require
e = 400) but then another and more involved homogenization process (in par-
ticular piecewise) must be performed as in [70, 73].

Fig. 11 consider non-symmetrical shape cavities. Fig. 11 (left) concerns
a �inverse L� shape cavity and the homogenized boundary condition is char-
acterized by S = 0.275 and C = 0.0138. The errors are found again small,
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Figure 11: Real parts of the acoustic velocity potentials for for k = 0.1,M = 0.4
and θ = π/3 and for a periodic cell including a (left): �inverse L� cavity; (right):
�stair� cavity. Top: actual �eld φ(X); Bottom: homogenized �eld φh(X)
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Figure 12: Mean �ow in presence of a �stair� cavity. Left: perturbation of the
�ow potential Q̃(X) = Φ(X)−X1. Right: streamlines (isovalues of the stream
function Ψf (X));

Eφ
r = 7.9 10−4 and ER

r = 23. 10−4. Fig. 11 (right) considers a �stair� shape
cavity, the homogenized parameters are S = 0.3 and C = 0.0889 and the errors
are Eφ

r = 0.011 and ER
r = 1.7 10−4. Finally we focus closely on the mean �ow to

illustrate the impact of the geometry on the �ow: Fig. 12 shows the mean �ow
velocity potential Φ(X) solution of (34) for the �stair� shape. To get pictures
easier to read we have preferred to plot the perturbation of the potential �ow,
Q̃(X) = Φ(X)−X1 solution of (35), showing the perturbations induced by the
geometry on the far �eld uniform �ow given by limX2→∞ Φ(X) = X1. Still for
clarity we have also plotted the streamlines, showing the �ow �lling the �stair�
cavity.

5 Conclusion

In this paper, we have presented a surface homogenization for acoustic waves
in presence of a slow 2D potential �ow in the frequency domain. We derived
a surface model to characterize the e�ective behavior of a thin structured hard
wall. The characteristic parameters of the surface are given solving an elemen-
tary potential �ow problem. The model has been numerically validated and its
accuracy has been measured. A natural extension is to take into account the
next order of the Mach number, namely the terms proportional to M2. This is
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not simple, especially for the mean �ow for which compressibility can no longer
be neglected and which therefore satis�es a nonlinear equation, not easy to solve
even by asymptotic expansions. On the contrary the extension to a 3D geom-
etry would be simple to realize theoretically, but the numeric calculations are
then much more di�cult to realize and less easy to visualize and interpret.

A natural question that has not been addressed in this paper is the relevance
of a potential �ow model in the vicinity of a rough, wavy surface. To answer to
this question, alternative models taking into account the vorticity of the mean
�ow and of the acoustic perturbations should be considered, notably models
including the viscosity like the compressible Navier-Stokes equations. Of course
the direct consequence is that the calculations for the establishment of a homog-
enized model are much more di�cult. Note that in remark 3 two homogenized
models obtained starting from very di�erent �ows, a non potential �ow (a shear
�ow) or a potential �ow, are compared and it appears that they give similar
boundary conditions. It seems thus that when a boundary layer becomes very
thin, to consider a curl-free or a not curl-free �ow does not deeply change the
asymptotic boundary condition.

A Derivation of the potential wave equation

In this appendix we recall how to derive the potential wave equation. It is done
in [55] but here it is presented di�erently and with more details.

A.1 Case of a barotropic �ow

We consider a barotropic �ow: the pressure p only depends on the density ρ̂,
p = f(ρ̂). The sound velocity is de�ned by ĉ2 = dp/dρ̂ = f ′(ρ̂), and the speci�c
enthalpy h(ρ̂) is de�ned by

dh

dρ̂
=

1

ρ̂

dp

dρ̂
=
ĉ2(ρ̂)

ρ̂
.

We consider a potential �ow U = ∇XΦ, tending to a uniform velocity U∞/U∞
at in�nity. The Bernoulli relation and the mass conservation read [61]

∂Φ

∂t
+

|U |2

2
+ h = a ∈ R,

∂ρ̂

∂t
+ divX(ρ̂U) = 0,

limX2→∞ U = U∞/U∞.

Now we introduce asymptotic expansions of the unknowns with respect to a
small parameter η corresponding to the amplitude of the acoustic perturbations
(due in general to a source of known small strength η, source not speci�ed here):

Φ = Φ0+ηΦ1+η
2Φ2+· · · , U = U0+ηU1+η

2U2+· · · , ρ̂ = ρ̂0+ηρ̂1+η
2ρ̂2+· · ·
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The order 0 is the mean �ow (Φ0,U0) chosen stationary and it satis�es:
U0 = ∇XΦ0,

|U0|2

2
+ h(ρ̂0) =

U2
∞
2

+ h∞,

divX(ρ̂0U0) = 0,
limX2→∞ U0 = U∞/U∞,

with U∞ = |U∞|. Therefore ρ̂0 = g(|U0|) with the function

g(x) = h−1

(
h∞ +

U2
∞ − x2

2

)
,

and the mean �ow is solution of the non-linear equation divX[g(|U0|)U0] = 0.
At order 1, using

h(ρ̂0 + ηρ̂1 + · · · ) = h0 + ηρ̂1h
′(ρ̂0) + · · · = h0 + ηρ̂1

ĉ2(ρ̂0)

ρ̂0
+ · · · ,

we get that Φ1 satis�es
U1 = ∇XΦ1,

∂Φ1

∂t
+U0 ·U1 +

ρ̂1
ρ̂0
ĉ20 = 0,

∂ρ̂1
∂t

+ divX(ρ̂1U0) + divX(ρ̂0U1) = 0,

with ĉ20 = f ′(ρ̂0). Using divX(ρ̂0U0) = 0, the previous system can be written
∂Φ1

∂t
+U0 ·∇XΦ1 +

ρ̂1
ρ̂0
ĉ20 = 0,

ρ̂0
∂

∂t

(
ρ̂1
ρ̂0

)
+ (ρ̂0U0 ·∇X)

(
ρ̂1
ρ̂0

)
+ divX(ρ̂0∇XΦ1) = 0.

Introducing the convective operator D̂X = ∂/∂t+U0 ·∇X, it gives the potential
wave equation in a 2D propagation domain ΩX

∞
ρ̂1
ρ̂0

= − 1

ĉ20
D̂XΦ1,

ρ̂0D̂X

(
1

ĉ20
D̂XΦ1

)
= divX(ρ̂0∇XΦ1),

with the mean �ow satisfying
divX (ρ̂0U0) = 0 in ΩX

∞,
U0 = ∇XΦ0 in ΩX

∞,
U0 · n = 0 on ΓX

∞,
limX2→∞ U0 = U∞.

To clarify the simpli�cations when considering the Low Mach regime, we need
to determine explicitly h−1. In this aim, we consider adiabatic transformations
leading to an explicit expression of the state low f(ρ̂).
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A.2 Case of an adiabatic �ow

For an adiabatic �ow, p = αρ̂γ with γ the adiabatic index, leading to ĉ2 =
αγρ̂γ−1 and

h(ρ̂) = α
γ

γ − 1
ρ̂γ−1 =

ĉ2

γ − 1
.

Using the notations of the body of the paper, (Φ0,U0) is now noted (Φ, U∞U),
Φ1 is noted φ and thus the acoustic perturbations satisfy the potential wave
equation  ρ̂0D̂X

(
1

ĉ20
D̂Xφ

)
= divX (ρ̂0∇Xφ) in ΩX

∞,

∇Xφ · n = 0 on ΓX
∞,

with the mean �ow satisfying
divX (ρ̂0U) = 0 in ΩX

∞,
U = ∇XΦ in ΩX

∞,
U · n = 0 on ΓX

∞,
limX2→∞ U = U∞/U∞,

where the convective operator became D̂X = ∂/∂t + U∞U · ∇X. Then the
Bernoulli relation simpli�es in

ĉ20
γ − 1

+
|U∞U |2

2
=

c2∞
γ − 1

+
|U∞|2

2
, (39)

with c∞ the sound speed at in�nity, linking the sound velocity ĉ0 to U :

ĉ20 = c2∞ +
γ − 1

2
|U∞|2(1− |U |2).

The density ρ̂0 versus U is deduced thanks to the state law ĉ20 = αγρ̂γ−1
0 . A

main di�culty is that the equation for U is non-linear since ρ̂0 depends on U .

A.3 Dimensionless equations

We consider the time harmonic regime of frequency ω (e−iωt). In dimension-
less form, introducing the wave number k = ω/c∞, the density ρ∞ at in�nity,
the dimensionless density ρ0(X) = ρ̂0/ρ∞ and the dimensionless sound speed
c0(X) = ĉ0/c∞, we get the coupled system for (φ,U ,Φ):

ρ0DX

(
1

c20
DXφ

)
= divX(ρ0∇Xφ) in ΩX

∞,

∇Xφ · n = 0 on ΓX
∞,

divX (ρ0U) = 0 in ΩX
∞,

U = ∇XΦ in ΩX
∞,

U · n = 0 on ΓX
∞,

(40)
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where DX = MU · ∇X − ik, with M = U∞/c∞ the Mach number at in�nity
and Bernoulli relation(39) and the state law becomes

c20 = 1 +
γ − 1

2
M2(1− |U |2) = ργ−1

0 . (41)

B Simpli�cations for a low Mach number �ow

When the mean �ow is associated to a low Mach number, the potential wave
equation can be deeply simpli�ed. Indeed, when neglecting the terms of order
M2, at order M (41) gives c0 ≃ 1 and ρ0 ≃ 1 and the potential wave equation
eq. (40) becomes the Taylor wave equation as named in [55]:{

∆Xφ+ k2φ+ 2ikMU ·∇Xφ = 0 = 0 in ΩX
∞,

∇Xφ · n = 0 on ΓX
∞,

whereas the mean �ow satis�es the linear equation divX U = 0 in ΩX
∞,

U = ∇XΦ in ΩX
∞,

U · n = 0 on ΓX
∞.

Note that in particular the mean �ow no longer satis�es the non-linear equation
divX [ρ0(U)U ] = 0 thanks to the Low Mach approximation. On the other side
the acoustic φ keeps on being coupled to the mean �ow U , even after the Low
Mach approximation.
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