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Abstract

Consider a smooth manifold and an action on it of a compact connected Lie group with a
bi-invariant metric. Then, any orbit is an embedded submanifold that is isometric to a normal
homogeneous space for the group. In this paper, we establish new explicit and intrinsic formulas
for the geometry of any such orbit. We derive our formula of the Levi-Civita connection from
an existing generic formula for normal homogeneous spaces, i.e. which determines, a priori only
theoretically, the connection. We say that our formulas are effective: they are directly usable,
notably in numerical analysis, provided that the ambient manifold is convenient for computa-
tions. Then, we deduce new effective formulas for flag manifolds, since we prove that they are
orbits under a suitable action of the special orthogonal group on a product of Grassmannians.
This representation of them is quite useful, notably for studying flags of eigenspaces of sym-
metric matrices. Thus, we develop from it a geometric solution to the problem of perturbation
of eigenvectors which is explicit and optimal in a certain sense, improving the classical analytic
solution.

1 Introduction

A flag of Rn is a filtration V of linear subspaces V0 = {0} ⊂ V1 ⊂ . . . ⊂ Vr = Rn, where r ≥ 2. For
all 1 ≤ i ≤ r, let Wi be the orthogonal complement of Vi−1 in Vi. Then, the sequence (Wi)1≤i≤r

is an equivalent characterization of the flag V. In this paper, we adopt this representation of flags.
Thus, a flag of Rn is a sequence W = (Wi)1≤i≤r of mutually orthogonal linear subspaces that spans
Rn. The sequence I = (qi)1≤i≤r, where qi := dim(W i), is called the type of the flag W. Thus, for
r = 2, we recover Grassmannians. It is well-known that the set of all flags of a given type has a
structure of normal homogeneous space for SO(n), which we call a flag manifold.

1.1 Context and main result

Such spaces have recently been a rising subject of interest in statistical machine learning for gener-
alizing Grassmannians and handling multiple subspaces at the same time, as in [21]. The geometric
structure provides more intrinsic solutions and wider perspectives to issues from applications. Thus,
it was shown in [25] that PCA can be rephrased as an optimization on a flag manifold. Namely,
one of the novelty of [25] is to realize that the flag resulting from Principal Component Analysis
(PCA) actually optimizes a criterion on the flag manifold: the accumulated unexplained variance
(AUV). On this basis, new robust variants like the minimal accumulated unexplained p-variance
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have been proposed, even for manifold-valued data [24]. The ubiquitous appearance of flags in
applications, exemplified in [27], led these authors to develop tools for Riemannian optimization on
flag manifolds. However, formulas of the Levi-Civita connection and the Riemannian curvature are
not given therein.

In the particular case of Gr(n, q), a formula for the connection is available in [6], where Gr(n, q)
is identified to orthogonal projectors. Nevertheless, this formula is not explicit, since it requires an
extension of vector fields to the space Symn of symmetric matrices. An explicit formula is obtained
in [2], but the representation of Gr(n, q) therein is less convenient than that of [6] which allows to
express explicitly many Riemannian operations.

Thus, one of our motivation was to obtain an explicit formula for the Levi-Civita connection of
flag manifolds, in a representation of them that is convenient for computations. We say that such
a formula is effective. In this paper, we establish notably an explicit and intrinsic formula for the
Levi-Civita connection of any normal homogeneous space: see Theorem 1 in Section 3. Then, we
deduce such formulas for flag manifolds, in a representation by orthogonal projectors which extends
that of [6] for Gr(n, q): see Theorem 2 in Section 4.

1.2 Effective formulas

In practice, one can compare different representations of a given homogeneous space, in function of
their efficiency for computations. In a general framework, we precise hereafter what we mean by
effective formulas. Consider a manifold M and a smooth action on M of a compact connected Lie
group G with a bi-invariant metric. For any orbit B, fix a point b0 in B, called its origin. The main
orbital map is the surjective map π0 defined by

π0 : G−→B, π0(Q) = Q · b0

Let K ⊂ G be the isotropy group of b0 and ψ : G−→G/K the canonical quotient map. Then,
by [6, Proposition A.2], B is an embedded submanifold of M and π0 induces a diffeomorphism
π̂0 : G/K−→B such that π0 = π̂0 ◦ ψ. Endowed with the quotient metric, G/K is a normal
homogeneous space. Then, we endow B with the metric for which π̂0 is an isometry. Thus, B is
called a realization of G/K embedded in M. We say that explicit formulas for the geometry of any
such orbit B are effective in the sense that they are directly usable, notably in numerical analysis,
provided that the ambient manifold M is convenient for computations.

In this paper, we establish such effective formulas for the Levi-Civita connection and the sectional
curvature of B. These formulas simplify when B is additionally a symmetric space. Contrarily to
the Riemannian curvature, the connection is not a tensor, so that an explicit expression is much
more difficult to obtain. Thus, we focus below on our method for the connection, based on a generic
formula for the Levi-Civita connection of normal homogeneous spaces, provided in [3] or in [4]. This
formula is generic in the sense that it holds only for particular vector fields, the fundamental ones,
and it is implicit in [3] and [4] that it fully determines the connection. However, explicit formulas
for arbitrary vector fields are not developed therein, nor elsewhere in the literature.

Furthermore, in the numerical analysis literature, explicit formulas for the connection are derived
in particular cases of such orbits, by specific developments on a case-by-case basis. Usually, the
connection is obtained by associating to vector fields on such an orbit, other ones that are valued
in a vector space, in which the connection is computed through usual derivation. Our method for
any such orbit B is also based on this principle but we associate to any vector field on B, a function
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valued in the Lie algebra g of G. This lifting to g allows to exploit the rich structure of g. Thus,
the adjoint representation plays an important role in our method.

1.3 Our method for the connection

By construction, the map π0 : G−→B is a Riemannian submersion, which is essential in our method.
Thus, in g, we fix an orthonormal basis (ϵk)k of the horizontal space wrt π0. We obtain readily
that any vector field on B is decomposed into a linear combination of fundamental vector fields
(ϵ∗k)k, associated to the (ϵk)k. Then, we demonstrate that the coefficients of this decomposition
are smooth functions on a neighborhood of b0 in B. Thus, we establish a handleable expression
for these coefficients, from which we prove their smoothness. The key point is the existence of a
smooth local section of π0 : G−→B which is induced by some diffeomorphisms between fibers under
π0, called holonomy maps, built from the Riemannian submersion structure of π0.

From such a decomposition with smooth coefficients, we deduce an explicit formula for arbitrary
vector fields on B from the generic one, by applying the Leibniz rule for affine connections. Then,
some factorizations allow us to establish a final explicit formula that is also intrinsic, i.e. indepen-
dent of the choice of the basis (ϵk)k. Notice that a method using only O’Neill’s formula [22] for the
Riemannian submersion π0 would not provide such an explicit and intrinsic formula, for which we
have fully exploited the structure of the Lie algebra g.

1.4 Flag manifolds as normal homogeneous spaces

By results of [20], the flag manifold of a given type I = (qi)1≤i≤r is identified with an embedded
submanifold of Symn that is diffeomorphic to SO(n)/SO(I), where

SO(I) = SO(n) ∩O(I) and O(I) :=
∏

O(qi). (1)

We endow SO(n) with the metric gO induced by the Froebenius metric on matrices. Let so(n) be
the Lie algebra of SO(n), i.e. the set of n× n skew-symmetric matrices. Then, this metric writes:

gOQ

(
QΩ, QΩ̃

)
:=

1

2
tr
(
(QΩ)

T
QΩ̃
)
=

1

2
tr
(
ΩT Ω̃

)
, Q ∈ O(n), Ω, Ω̃ ∈ so(n). (2)

Now, gO is a bi-invariant metric and a negative multiple of the Killing form on so(n). Thus, endowed
with the quotient metric, a flag manifold is a standard normal homogeneous space. Grassmannians
are in addition symmetric spaces, while all other flag manifolds are not even locally symmetric.

In any case, our preceding results for normal homogeneous spaces should provide explicit formu-
las for the geometry of flag manifolds. However, instead of this embedding into Symn, we consider
hereafter a realization of SO(n)/SO(I) that is much more convenient for computations.

1.5 Effective formulas for flag manifolds

For 1 ≤ q ≤ n, any linear subspace of dimension q of Rn is identified with the orthogonal projector
onto its range. Thus, the Grassmannian Gr(n, q) is identified with the following set

Gq =
{
P ∈ Rn×n : P 2 = P ; PT = P ; rank(P ) = q

}
⊂ Symn. (3)
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By [6], Gq is a realization of a quotient of SO(n) embedded in Symn. We generalize this represen-
tation to flag manifolds. Given a type I = (qi)1≤i≤r with r ≥ 3, consider the product manifold

GI :=
∏

Gqi . (4)

Now, the incremental subspaces of a flag are mutually orthogonal. Thus, the flag manifold of type
I is identified with the submanifold F I of GI defined below, which is considered in [27]:

F I :=
{
P = (Pi)1≤i≤r ∈ GI : PiPj = 0, i ̸= j

}
. (5)

Now, consider the action of SO(n) on GI defined by

(Q,P) 7−→ Q · P :=
(
QP1Q

T , ..., QPrQ
T
)
, Q ∈ SO(n),P = (Pi)i ∈ GI. (6)

Let P0 :=
(
P i
0

)
1≤i≤r

be the standard flag, where P i
0 is the following block diagonal matrix:

P i
0 := Diag [0q1 , ..., Iqi , ..., 0qr ] , 1 ≤ i ≤ r. (7)

This action appears in many domains involving flags, but without being formalized: see [1] in
statistics or [16] in perturbation theory. In [27], F I is endowed with the restriction to F I of the
product metric

∑
gi on GI, where for all 1 ≤ i ≤ r, gi is the metric on Gqi defined in [6].

Now, we prove in paragraph 4.1.1 that F I is the orbit of P0, whose isotropy group is SO(I)
defined in (1). Thus, we introduce a new metric on F I, for which F I is a realization of SO(n)/SO(I)
embedded in GI. Indeed, this metric does not coincide with that of [27]: see Remark 5 in Section
4. Therefore, we deduce new explicit formulas for the Levi-Civita connection and the sectional
curvature of F I and Gq which are convenient for computations and can be implemented.

1.6 Application to perturbation theory

In F I, the main orbital map πI
0 : SO(n)−→F I is defined by Q 7−→ Q · P0. Only the existence of a

smooth local section of πI
0 is required in our method for the connection. However, we wish to derive

an explicit form of such a section. This section is based on holonomy maps, which are in turn built
from the Logarithm map on F I. Now, the latter is not available in closed form on F I, but is on
Gq : see [5]. In fact, the embedding of F I into GI allows us to derive an explicit expression for a
section of the orbital map πI : Q ∈ O(n) 7−→ Q · P0, whose restriction to SO(n) is πI

0.
Finally, we develop, from this section of πI, a geometric solution to the problem of perturbation

of eigenvectors. Indeed, the eigenspaces of a symmetric matrix form a flag. Our solution is explicit
and optimal in a certain sense, improving the classical analytic one presented in [16].

1.7 Outline of the paper

In Section 2, following [4], we summarize results on the geometry of naturally reductive spaces, a
class of homogeneous spaces including normal and symmetric ones. Thus, we recall notably the
generic formulas for the Levi-Civita connection and the sectional curvature of normal homogeneous
spaces. Then, in Section 3, we develop our method to derive the effective formulas for realizations of
such spaces. Finally, in Section 4, we study the geometry of flag manifolds by applying the results
of Section 3 and treat geometrically the question of perturbation of eigenvectors.
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2 Survey on homogeneous spaces

In this section, we survey the hierarchy of classes of homogeneous spaces aforementioned. We also
summarize in tables the formulas for their geometry, which illustrate how these formulas follow
from those for naturally reductive spaces. In particular, we locate precisely flag manifolds and
Grassmannians within this hierarchy. These results are used in the following Sections.

The set of all smooth vector fields on a smooth manifold M is denoted by X (M). For X,Y ∈
X (M), their Lie bracket is denoted by [X,Y ]

M
as a vector field. Throughout this section, G is a

connected Lie group with neutral element e and Lie algebra g. G is endowed with a metric gG

whose restriction to g is denoted by ⟨·, ·⟩ := gGe .

2.1 Preliminaries

For u, v ∈ g, their Lie bracket in g is denoted by Ju, vK, where the double brackets allow to distinguish

from the Lie bracket of vector fields on G, denoted by [·, ·]G. Then, by definition,

Ju, vK = [L(u), L(v)]
G
e , (8)

where L(u) is the left invariant vector field on G generated by u. Thus, if G is a matrix Lie group,
then the Lie bracket in g is the commutator of matrices. Let K be a closed subgroup of G and
ψ : G−→G/K the canonical quotient map. The element o := ψ(e) = eK of G/K is called its origin.
Let k be the Lie algebra of K. Then,

k = ker(deψ). (9)

The orbital map at QK ∈ G/K is the map ψQK : G−→G/K defined by

ψQK(Q
′) = Q′ · (QK) = (Q′Q)K, Q′ ∈ G. (10)

Thus, ψo = ψ. For u ∈ g, the fundamental vector field ũ ∈ X (M) is defined by

ũ(QK) = (deψQK) (u), QK ∈ G/K.

Let JQ : G−→G be the map defined by JQ(R) = QRQ−1. For all Q ∈ G, the map Ad(Q) := deJQ
is a Lie algebra automorphism of g. Then, the map Ad : G−→Aut(g) is a morphism of groups
called the adjoint representation of G and the map ad : g−→End(g) defined by ad := deAd is a Lie
algebra homomorphism called the adjoint representation of g. By Theorem 2.8. in [4],

(ad(u))(v) = Ju, vK, u, v ∈ g. (11)

2.2 Naturally reductive spaces

The homogeneous space G/K is called reductive if there exists a decomposition g = k⊕m, where m
is an Ad(K)-invariant subspace called a Lie subspace. Then, the restriction of deψ to m is a linear
isomorphism:

(deψ)|m : m ≃ ToG/K. (12)

Proposition 1. On a reductive space G/K, requiring that the isomorphism in (12) is an isom-
etry establishes a one-to-one correspondence between Ad(K)-invariant scalar products on m and
G-invariant metrics on G/K.
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Proof. See Proposition 22 p.311 in [23].

Definition 1. We say that G/K is naturally reductive if, G/K is reductive and additionally,

⟨Ju, vKm, w⟩+ ⟨v, Ju,wKm⟩ = 0, u, v, w ∈ m. (13)

The following Proposition describes the geometry of naturally reductive spaces.

Proposition 2. Let G/K be a naturally reductive space. Then, its Levi-Civita connection is

(∇ũṽ)o = −1

2
deψ (Ju, vKm) , u, v ∈ m (14)

and its sectional curvature is

Ko (ũ, ṽ) =
1

4
∥Ju, vKm∥

2
+ ⟨JJu, vKk, uKm, v⟩ . (15)

Proof. We refer respectively to Proposition 5.2 and Theorem 5.3 in [4].

2.3 Normal homogeneous spaces

In this subsection, we assume that G is in addition compact and that gG is a bi-invariant metric
on G. Let K be a closed subgroup of G. Then, G/K is called a normal homogeneous space when
G/K is endowed with the quotient metric of gG by the right action of K, denoted by gG. If we
assume additionally that G is semisimple, then one can take for gG the bi-invariant metric induced
by any negative multiple of the Killing form. In this case, we say that G/K is a standard normal
homogeneous space. The following result allows to study normal homogeneous spaces through their
Lie algebras.

Proposition 3. Any bi-invariant metric on a Lie group G is induced by a unique Ad(G)-invariant
scalar product on its Lie algebra g. This last condition is equivalent to

⟨Ju, vK, w⟩ = ⟨u, Jv, wK⟩ , u, v, w ∈ g. (16)

Proof. See Proposition 3.9. in [4].

Corollary 1. (i) A normal homogeneous space G/K is naturally reductive, with Lie subspace mn,
which is the orthogonal of k in g wrt ⟨·, ·⟩ i.e.

mn = k⊥ = {u ∈ g : ⟨u, k⟩ = 0} .

(ii) The quotient metric gG is a G-invariant metric on G/K.

Proof. By Proposition 3, ⟨·, ·⟩ := gGe is Ad(G)-invariant on g. Now, for all Q ∈ K, (Ad(Q))(k) = k.
Therefore, mn is stable under Ad(K), so that G/K is reductive. Then, G/K is indeed naturally
reductive, since (16) implies that (13) holds. Then, we prove the second assertion. By defintion of
the quotient metric gG, the map

(deψ)|mn
:
(
mn, ⟨·, ·⟩|mn

)
−→

(
ToG/K, gG

)
is an isometry. So, by Proposition 1, gG is a G-invariant metric on G/K.
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Since such a space is naturally reductive, its Levi-Civita connection is given by (14), where the Lie
subspace is mn. By definition of mn and (9), we have that g = mn ⊕ k = mn ⊕ ker(deψ). So,

(∇ũṽ)o = −1

2
deψ

(
Ju, vKmn

)
= −1

2
deψ (Ju, vK) . (17)

The sectional curvature is computed by simplifying (15), using that ⟨mn, k⟩ = 0 and (16). So,

Ko(ũ, ṽ) = ∥Ju, vKk∥
2
+

1

4

∥∥Ju, vKmn

∥∥2 . (18)

2.4 Symmetric spaces

2.4.1 Locally symmetric spaces

First, we introduce locally symmetric spaces, although they are not in general homogeneous. For
x ∈ M, denote by injx the injectivity radius at x. The geodesic symmetry through x is the map sx
defined by

sx : B(x, injx)−→B(x, injx), sx(y) = ExpMx

(
−
(
ExpMx

)−1

(y)

)
. (19)

By definition, a locally symmetric space is a Riemannian manifold (M, g) such that for all x ∈ M,
sx is an isometry on a neighbourhood of x.

2.4.2 Symmetric spaces

A Riemannian globally symmetric space is a connected Riemannian manifold (M, g) such that for
all x ∈ M, there exists an isometry sx of M such that sx(x) = x and dxsx = −IdTxM. Such a space,
simply called a symmetric space is a locally symmetric one, and is complete. Let G := Isom0(M) be
the connected component of the identity in the group of isometries of M. Then, G is a connected
Lie group which acts transitively on M. So, M is identified with a homogeneous space G/K. For
fixed x ∈ M, the map σx : G−→G defined by Q 7−→ sx ◦Q ◦ sx is an involutive automorphism of G
called a Cartan involution, such that (Gσx

)0 ⊂ K ⊂ Gσx
, where K is the isotropy group of x and

Gσx
:= Fix(σx) = {u ∈ g : σx(g) = g}. In fact, by results of [23], a symmetric space is equivalent

to a symmetric data (G/K, σ, B) defined below.

Definition 2. A symmetric data is a triple (G/K, σ, B), where:
(i) G is a connected Lie group and K a closed subgroup.
(ii) σ is an involutive automorphism of G such that (Gσ)0 ⊂ K ⊂ Gσ, where Gσ := Fix(σ).
(iii) B is an Ad(K)-invariant scalar product on ms, where

ms := {u ∈ g : deσ(u) = −u} .

Denoting by k the Lie algebra of K, by [23, Lemma 30], k = {u ∈ g : deσ(u) = u}. Now, deσ is
involutive, so that g = k⊕ms. Furthermore, ms is an Ad(K)-invariant subspace, which implies that
G/K is reductive. Finally, the following relations hold:

Jk, kK ⊂ k, Jk,msK ⊂ ms and Jms,msK ⊂ k. (20)

The condition Jms,msK ⊂ k implies that (13) holds. So, a symmetric space is naturally reductive.
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2.4.3 Normal symmetric spaces

We considered two classes of naturally reductive spaces : normal homogeneous spaces and symmetric
spaces. In this subsection, we investigate their intersection.

LetG,K, σ be as in (i) and (ii) of Definition 2. Let B be an Ad(G)-invariant scalar product on g such
that its restriction B|ms

to ms is an Ad(K)-invariant scalar product on ms. If G is compact, then

(G/K, σ, B|ms
) is a symmetric data such that (G/K, B) induces a structure of normal homogeneous

space. We say that G/K is a normal symmetric space. By the Remark p.319 in [23], B|ms
is an

Ad(K)-invariant scalar product on ms provided that B is invariant under deσ. In this case, we say
that the triple (G/K, σ, B|ms

) is a usual normal symmetric space. Thus, ms ⊥ k wrt B and

ms = mn := k⊥. (21)

Remark 1. If G is semisimple, then its Killing form is a scalar product on g which is invariant
under both Ad(G) and deσ.

2.4.4 Geometry of symmetric spaces

The formulas below are derived form the natural reductivity of symmetric spaces. For the Levi-
Civita connection, the condition Jms,msK ⊂ k allows to simplify (14), so that for u, v ∈ ms,

(∇ũṽ)o = 0. (22)

For the sectional curvature, we simplify (15) by using (20), to obtain that for u, v ∈ ms,

Ko (ũ, ṽ) = ⟨JJu, vK, uK, v⟩ (23)

2.5 Summary

2.5.1 Hierarchy of homogeneous spaces

For n > 2, SO(n) is semisimple. Indeed, its Killing form is a negative multiple of the Frobenius
inner product. So, Grassmannians and flag manifolds are standard normal homogeneous spaces. By
Remark 1, Grassmannians are usual normal symmetric spaces. In contrast, flag manifolds are not
locally symmetric. More generally, we have seen that normal homogeneous spaces and symmetric
spaces are naturally reducive. The diagram of Figure 1 describes the hierarchy of homogeneous
spaces aforementioned and locate precisely Grassmannians and flag manifolds within this hierarchy.

In particular, the region in green in this diagram represents the class of standard homogeneous
spaces that are locally but not globally symmetric. Thus, the spaces within this class are, in this
sense, intermediate between Grassmannians and flag manifolds. An example of such a space is
provided in [9]. Namely, let S3 = SO(4)/SO(3) be the sphere of dimension 3. Now, SU(2) is a
closed subgroup of SO(4) which acts transitively and freely on S3. Then, for any discrete subgroup
Γ ⊂ SU(2) with more than 2 elements, the manifold M := SU(2)/Γ belongs to this class. We refer
to [9] for a detailed justification.
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Figure 1: Hierarchy of homogeneous spaces

2.5.2 Table of formulas

Naturally reductive Normal Symmetric

Lie subspace
m such that
g = k⊕m

m is an Ad(K)-invariant
subspace of g

mn := k⊥ ms :=
{u ∈ g : deσ(u) = −u}

Relations
in g

For u, v, w ∈ m,

⟨Ju, vKm, w⟩ = ⟨u, Jv, wKm⟩

For u, v, w ∈ g

⟨Ju, vK, w⟩ = ⟨u, Jv, wK⟩ Jms,msK ⊂ k

Levi-Civita
connection
at origin o

For u, v ∈ m,

(∇ũṽ)o = −1

2
deψ (Ju, vKm)

For u, v ∈ mn,

(∇ũṽ)o = −1

2
deψ (Ju, vK)

For u, v ∈ ms,

(∇ũṽ)o = 0

Sectional
curvature
at origin o

For u, v ∈ m,

Ko (ũ, ṽ) =
1

4
∥Ju, vKm∥

2

+ ⟨JJu, vKk, uKm, v⟩

For u, v ∈ mn,

Ko (ũ, ṽ) =
1

4

∥∥Ju, vKmn

∥∥2
+ ∥Ju, vKk∥

2

For u, v ∈ ms,

Ko (ũ, ṽ) =

⟨JJu, vK, uK, v⟩
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2.5.3 Comparison of formulas

Definition 3. We say that a normal homogeneous space G/K satisfies the Bracket Condition when

Jmn,mnK ⊂ k. (24)

We introduce this condition because, when it holds, it allows to simplify the formulas of the connec-
tion and the curvature of normal homogeneous spaces. Actually, these simplified formulas coincide
with those for usual normal symmetric spaces, as synthetized in the following table.

Normal + [mn,mn] ⊂ k Usual normal symmetric

Levi-Civita
connection
at o

For u, v ∈ mn,

(∇ũṽ)o = 0

For u, v ∈ ms = k⊥,

(∇ũṽ)o = 0

Sectional
curvature
at o

For u, v ∈ mn,

Ko (ũ, ṽ) = ∥Ju, vKk∥
2
= ∥Ju, vK∥2

For u, v ∈ ms = k⊥,

Ko (ũ, ṽ) = ⟨JJu, vK, uK, v⟩ = ∥Ju, vK∥2

Follows from the relation in g for the normal
case.

Remark 2. We notice that usual normal symmetric spaces satisfy the Bracket Condition (24),
which follows by combining the relations mn = ms and Jms,msK ⊂ k. Conversely, this condition is
not sufficient to characterize normal symmetric spaces among normal homogeneous ones. However,
if one assumes additionally that k is a compactly embedded Lie subalgebra of g, then G/K, endowed
with any G-invariant metric, is a symmetric space. We refer to [13] for the concept of compactly
embedded Lie subalgebra.

Remark 3. We check in Section 4 that Grassmannians satisfy indeed the Bracket Condition (24),
contrarily to flag manifolds.

3 Effective formulas for realizations of normal homogeneous
spaces

We recall and precise the notations of the Introduction. M is a smooth manifold, on which a
compact connected Lie group G, with bi-invariant metric gG, acts smoothly. B is the orbit of
b0 ∈ M, with isotropy group K. The main orbital map π0 : G−→B is defined by π0(Q) = Q · b0.

Let ψ : G−→G/K be the canonical quotient map and gG the quotient metric on G/K. So,
G/K is a normal homogeneous space. B is endowed with the metric gB for which the map π̂0 :(
G/K, gG

)
−→

(
B, gB

)
, where π0 = π̂0 ◦ ψ, is an isometry. Let k be the Lie algebra of K. By (9),

k = ker(deψ) = ker(deπ0). We denote by m the Lie subspace of G/K. Then,

m := k⊥ = (ker(deπ0))
⊥
.
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By construction, the main orbital map is a Riemannian submersion. We establish explicit formulas
for the connection and the curvature of B. For the connection, we prove in subsection 3.2, the
existence of a neighborhood of b0 on which any vector field on B is decomposed into a linear
combination of fundamental ones (see (38) below), with smooth coefficients. Such a decomposition
allows to derive, in subsection 3.3, the Levi-Civita connection of B for arbitrary vector fields from
that for G/K recalled in the preceding Section, which hold only for fundamental vector fields on
G/K. We recall the Bracket Condition for G/K, under which these formulas are simplified:

Jm,mK ⊂ k. (25)

3.1 Structure of the main orbital map

In this subsection, we essentially develop some consequences of the Riemannian submersion struc-
ture of π0. However, we state hereafter another result on its rich structure, which is exploited in
subsection 4.5 below.

Lemma 1. (G, π0,B,K) is a principal bundle.

Proof. π0 is a surjective submersion and the Lie group K acts freely on G, by right-multiplication,
such that the orbits of this action are exactly the fibers of π0. So, by Lemma 18.3 in [18], (G, π0,B,K)
is a principal bundle.

3.1.1 Metric and geodesics of B

First, the Riemannian submersion structure of π0 provides readily the description of the metric
and the geodesics of B. For Q ∈ G, let LQ (resp. RQ) be the left (resp. right) multiplication by Q
in G, which are isometries of

(
G, gG

)
. For any R ∈ G and ∆ ∈ TRG, set

LQ[∆] := (dRLQ) (∆) ∈ TQRG and RQ[∆] := (dRRQ) (∆) ∈ TRQG.

For any Q ∈ G, TQG is endowed with the inner product gGQ. Then, set

VQ := ker(dQπ0) and HQ := V ⊥
Q . (26)

Then, (dQπ0)|HQ
is a linear isometry. For b ∈ B, ∆ ∈ TbB and Q ∈ π−1

0 (b), the horizontal lift at Q

of ∆ wrt π0 is
∆♯

Q := (dQπ0)
−1
|HQ

(∆) . (27)

So, the metric gB is defined as follows:

gBb (∆,∆′) = gGQ

(
∆♯

Q, (∆
′)♯Q

)
, ∆,∆′ ∈ TbB. (28)

For any manifold M, we denote by γMx,v the geodesic in M through x in the direction v. Since π0 is
a Riemannian submersion, the geodesics in B are the images by π0 of horizontal geodesics in G, i.e.

γBb,∆ = π0

(
γG
Q,∆♯

Q

)
, b ∈ B,∆ ∈ TbB and Q ∈ π−1

0 (b).

Now, gG is bi-invariant. So, the geodesics in G are left translates of its one parameter subgroups:

γBb,∆ : t 7−→ π0

(
Q expg

(
tLQ−1

[
∆♯

Q

]))
, (29)

where expg : g −→ G is the Lie group exponential map of G.
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3.1.2 Sections of Riemannian submersions

Let Π :
(
E, gE

)
−→

(
B, gB

)
be a Riemannian submersion, with E complete and B connected. Set

Vβ := B \ Cut(β), β ∈ B.

where Cut(β) is the cut locus of β. Since B is also complete, for all b ∈ Vβ , there exists a unique
minimal geodesic γ(β, b) between β and b. For x ∈ Π−1(β), let γ(β, b)♯x be the horizontal lift through
x of γ(β, b). Then, γ(β, b)♯x is a horizontal geodesic in E whose endpoint, denoted by HΠ

(β,b)(x), lies
in the fiber of b. Namely,

HΠ
(β,b)(x) = ExpEx

((
LogBβ(b)

)♯
x

)
, x ∈ Π−1(β). (30)

Then, the map
HΠ

(β,b) : Π
−1(β)−→Π−1(b), x 7−→ HΠ

(β,b)(x) (31)

is a diffeomorphism, called a holonomy map (see [15] or [12]). Thus, we proved the following result.

Lemma 2. Let Π :
(
E, gE

)
−→

(
B, gB

)
be a Riemannian submersion, with E complete and B con-

nected. For fixed β ∈ B, set Vβ := B \ Cut(β) and for xβ ∈ Π−1 (β), consider the map

S
xβ

β : Vβ−→E, S
xβ

β (b) = HΠ
(β,b)(xβ).

Then, S
xβ

β is a smooth local section of Π.

Corollary 2. The map σ0 defined hereafter is a smooth local section of π0 such that σ0(b0) = e.

σ0 : Vb0−→G, σ0(b) = Hπ0

(b0,b)
(e). (32)

Remark 4. Since B is compact, we can consider a finite open cover
(
Vβj

)
j∈J

of B, with |J | <

∞. For any j ∈ J , the map ϕj : Vβj × K−→π−1
0

(
Vβj

)
defined by ϕj (b, k) =

(
S

xβj

βj
(b)
)
k is a

diffeomorphism. Then, the family
(
Vβj , ϕ

−1
j

)
j∈J

is a principal bundle atlas for (G, π0,B,K) : See

the proof of Lemma 18.3 in [18].

3.2 Preliminary results

Set N := dim(B) = dim(m) and K := dim(k). Thus, dim(G) = N +K. In the sequel, we fix an
orthonormal basis (ϵk)1≤k≤N of (m, ⟨·, ·⟩).

3.2.1 Translations in B

We call translations in B the maps
(
LB
Q

)
Q∈G defined by

LB
Q : B−→B,

(
LB
Q

)
(b) = Q · b.

Lemma 3. For any Q ∈ G, LB
Q is an isometry of

(
B, gB

)
.
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Proof. By (ii) of Corollary 1, gG is a G-invariant metric on G/K. So, the result holds because

π̂0 ◦ LG/K
Q = LB

Q ◦ π̂0,

which follows from the definition of a group action.

Throughout the sequel, for b ∈ B and ∆ ∈ TbB, we set

Q · [∆] :=
(
dbLB

Q

)
(∆) ∈ TQ·bB.

Furthermore, we denote by Qb an element of G such that b = LB
Qb

(b0) i.e. b = Qb · b0 = π0(Qb).
Now, the map σ0 : Vb0−→G of Corollary 2 is a smooth section of π0. In the sequel, we assume that

Qb = σ0(b), b ∈ Vb0 . (33)

3.2.2 Orbital maps onto B

For QK ∈ G/K, the orbital map ψQK : G−→G/K defined in (10) of Section 2 is called an orbital
map onto G/K. Similarly, we define orbital maps onto B. Namely, for b ∈ B, let πb : G−→B be the
map defined by

πb(Q) = LB
Q(b) = Q · b, Q ∈ G. (34)

Thus, πb0 = π0. The orbital maps onto G/K and onto B are linked by (35) hereafter:

π̂0 ◦ ψQK = πb, QK ∈ G/K, b = π̂0(QK), (35)

which follows from the definitions. Now, we link the orbital maps πb to the main one π0. On the
one hand,

π0 ◦ RQb
: R 7−→ RQb 7−→ R · b, i.e. πb = π0 ◦ RQb

. (36)

On the other hand, recalling that the map JQ : G−→G is defined by JQ : R 7−→ QRQ−1, we have:

LB
Qb

◦ π0 ◦ JQ−1
b

: R 7−→ Q−1
b RQb 7−→

(
Q−1

b R
)
· b 7−→ R · b, i.e. πb = LB

Qb
◦ π0 ◦ JQ−1

b
. (37)

We differentiate (36) and (37) at e, and we obtain the following key Lemma.

Lemma 4. For all b ∈ B, let Qb ∈ G such that b = Qb · b0. Then,

(i) kb = RQ−1
b

[VQb
] and mb = RQ−1

b
[HQb

].

(ii) kb = Ad(Qb)(k) and mb = Ad(Qb)(m).

Proof. (i) By (36), deπb = dQb
π0 ◦ deRQb

. So, kb = (deRQb
)
−1

(VQb
) = RQ−1

b
[VQb

]. Since RQ−1
b

is

an isometry of
(
G, gG

)
, we deduce that mb = RQ−1

b
[HQb

].

(ii) By (37), deπb = db0LB
Qb

◦ deπ0 ◦ Ad
(
Q−1

b

)
. Therefore, kb = Ad(Qb)(k). By Proposition 3, ⟨·, ·⟩

is Ad(G)-invariant on g, which implies that mb = Ad(Qb)(m).

13



3.2.3 Fundamental vector fields on B

Recall that for u ∈ g, the fundamental vector field ũ ∈ X (G/K) is defined by ũ(QK) = (deψQK) (u),
for QK ∈ G/K. Similarly, we define a fundamental vector field u∗ ∈ X (B) by

u∗(b) = (deπb) (u) ∈ TbB, b ∈ B. (38)

Then, we precise the link between these fundamental vector fields on G/K and on B. Namely,

u∗ = (π̂)∗ ũ, u ∈ g, (39)

which is a direct consequence of the definition of orbital maps and of (35).

3.2.4 Lifts to the Lie subspace

Here, we introduce the maps which relate vector fields on B to the Lie subspace m in g. Set

kb := ker(deπb) and mb := k⊥b , b ∈ B.

Lemma 5. Let U be the set of elements b ∈ B such that m is a complement of kb in g, i.e.

U := {b ∈ B : kb ∩m = {0}} .

Then, U is an open neighborhood of b0 in B.

Proof. See Appendix.

For all b ∈ B, the map deπb : g−→TbB is surjective. Then, by Lemma 6 below, for all b ∈ U, the
restriction (deπb)|m : m−→TbB is an isomorphism.

Lemma 6. Let E and F be vector spaces of finite dimension and f : E−→F a surjective linear
map. Let E′ be a linear subspace of E such that dim(E′) = dim(F ) and E′ is a complement of
ker(f) in E. Then, the restriction f|E′ : E′−→F is an isomorphism.

Then, we may introduce the main definitions of this Section.

Definition 4. For b ∈ U and ∆ ∈ TbB, the m-lift of ∆ wrt πb is the element ωb(∆) ∈ m defined by

ωb(∆) :=
(
(deπb)|m

)−1

(∆) .

In particular, with the notations (26), m = He. Therefore, for any ∆ ∈ Tb0B,

ωb0(∆) =
(
(deπ0)|m

)−1

(∆) = ∆♯
e. (40)

For b ∈ U, the map ωb : TbB−→m is linear. Thus, the map ω : b ∈ U 7−→ ωb is called the
fundamental 1-form.

Definition 5. For X ∈ X (B), the m-lift function of X is the map

X : U−→m, X(b) = ωb(X(b)).
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3.2.5 Expression of the m-lift function

The smoothness of the m-lift function is not clear from its definition. We establish in Proposition 4
below an expression of the m-lift function that allows us to prove its smoothness in a neighborhood
of b0 in Proposition 5 below. First, we introduce preliminary definitions hereafter.

Definition 6. For all b ∈ U and ∆ ∈ TbB, the mb-lift of ∆ is

∆[b] :=
(
(deπb)|mb

)−1

(∆) ∈ mb. (41)

Definition 7. For b ∈ B, let pb : m−→mb be the restriction to m of the orthogonal projection onto
mb in g.

Lemma 6 implies that, for any b ∈ U, pb is an isomorphism. The expression of the m-lift function
X obtained hereafter involves the inverse of pb, which is described in Lemma 7 below.

Proposition 4. For b ∈ U, the mb-lift of ∆ ∈ TbB is given by

∆[b] = RQ−1
b

[
∆♯

Qb

]
. (42)

Then, the m-lift function of X ∈ X (B) is expressed as

X(b) = p−1
b

(
X(b)[b]

)
= p−1

b

(
RQ−1

b

[
X(b)♯Qb

])
, b ∈ V. (43)

Proof. By (i) of Lemma 4, the following diagram is commutative.

mb

deRQb //

(deπb)|mb ''

HQb

dQb
π0

��
TbB

So, for any b ∈ U, (
(deπb)|mb

)−1

= dQb
RQ−1

b
◦
(
(deπ0)|HQb

)−1

.

By evaluating this identity at ∆, we obtain that (42) holds. Now, by definition,

(deπb)
(
∆[b]

)
= (deπb) (ωb(∆)) = ∆.

Thus, (
∆[b] − ωb(∆)

)
∈ kb = m⊥

b and ωb(∆) ∈ m.

In other words,

ωb(∆) = p−1
b

(
∆[b]

)
.

Since X(b) = ωb(X(b)), we derive the expression of X(b) in (43).
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For b ∈ U, the map p−1
b : mb−→m is determined as follows. Recall that (ϵk)1≤k≤N is an orthonormal

basis of (m, ⟨·, ·⟩). Then, by (ii) of Lemma 4, an orthonormal basis of mb is

{ϵ′k(b) := Ad(Qb)(ϵk) : 1 ≤ k ≤ N} . (44)

Now, for all u ∈ m, pb(u) =
N∑

k=1

⟨u, ϵ′k(b)⟩ ϵ′k(b). So, the matrix of the linear map pb : m−→mb wrt

the basis (ϵk)k of m and (ϵ′k(b))k of mb is the N ×N matrix A(b) defined by

A(b) = (αk,ℓ(b))k,ℓ where αk,ℓ(b) = ⟨ϵℓ, ϵ′k(b)⟩ , 1 ≤ k ≤ ℓ ≤ N. (45)

Then, the matrix A(b) is invertible, and we deduce hereafter the expression of p−1
b .

Lemma 7. Let b ∈ U. For any v ∈ mb, set u := p−1
b (v) ∈ m. Then,

u =

N∑
k=1

ukϵk where uk =

N∑
ℓ=1

(
A(b)−1

)
k,ℓ
vℓ =

N∑
ℓ=1

(
A(b)−1

)
k,ℓ

⟨v, ϵ′ℓ(b)⟩ . (46)

3.2.6 Smoothness of the m-lift function

In (43), for X ∈ X (B), we have expressed X in function of horizontal lifts wrt π0 and of Qb. On
the one hand, the Riemannian submersion structure of π0 implies that the horizontal lifts wrt π0
of smooth vector fields on B are smooth vector fields on G. On the other hand, X is defined on
U and we have assumed in (33) that the map b 7−→ Qb coincides with σ0 on Vb0 , where this map
is smooth. Thus, these two arguments are used hereafter to prove that X is smooth on the open
neighborhood V of b0 defined by

V := U ∩ Vb0 .

Proposition 5. For any X ∈ X (B), its m-lift function X is smooth on V.

Proof. For any manifold M, we denote by TM its tangent bundle. Let W0 be the subset of TG
defined by

W0 := {(Q, v) ∈ TG : Q ∈ σ0(V), v ∈ HQ} .

Then, the map X : V−→m is decomposed as follows.

X : b 7−→ σ0(b) = Qb 7−→
(
Qb, X(b)♯Qb

)
7−→

(
b, p−1

b

(
RQ−1

b

[
X(b)♯Qb

]))
7−→ X(b). (47)

By (43), the last map involved in (47) is the projection pr2 onto the second factor. Thus,

X = pr2 ◦Ψ ◦ ΦX♯ ◦ σ0 : V−→σ0(V)−→W0−→V×m−→m

where the maps ΦX♯ and Ψ are defined respectively by

ΦX♯ : G−→TG, ΦX♯ (Q) =
(
Q,X♯(Q)

)
:=
(
Q,X(π0(Q))♯Q

)
and

Ψ : W0−→V×m, Ψ(Q, v) =
(
π0(Q), p−1

π0(Q)

(
RQ−1(v)

))
.
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Firstly, the horizontal lift wrt π0 of X is the vector field X♯ on G whose value at any Q ∈ G is
X♯(Q) := X(π0(Q))♯Q, involved in the definition of the map ΦX♯ . Now, it is well-known that X♯ is
a smooth vector field on G, which means that the map ΦX♯ is smooth. Secondly, the coefficients of
the matrix A(b)−1 involved in (46) are smooth functions of b. This implies readily that the map Ψ
is also smooth, which proves that the map X is.

3.2.7 Decomposition of vector fields on B

For W ∈ X (B) and b ∈ V, W (b) ∈ m, so that

W (b) =

N∑
k=1

wk(b)ϵk, where wk(b) := ⟨W (b), ϵk⟩. (48)

For b ∈ V, applying the linear map deπb to both sides of (48), we obtain that

W (b) =
N∑

k=1

wk(b) ((deπb)(ϵk)) =

N∑
k=1

wk(b)ϵ
∗
k(b). (49)

By Proposition 5, the function W is smooth on V. So, for all 1 ≤ k ≤ n, the coordinate function
wk : V−→R is smooth. Now, the function W is valued in the fixed vector space m. Thus, for all
b ∈ V and ∆ ∈ TbB,

(dbW )(∆) =

N∑
k=1

((dbwk)(∆)) ϵk. (50)

The preceding results are summarized as follows, where the smoothness is an important point.

Proposition 6. Any W ∈ X (B) is decomposed on V into a linear combination of the (ϵ∗k)k, with
smooth coefficients which are the coordinate functions of the m-lift function W in the basis (ϵk)k.

3.3 The Levi-Civita connection

Our aim here is to compute the Levi-Civita connection
(
∇B

XY
)
β
, for arbitrary X,Y ∈ X (B) and

β ∈ B. Since G/K is a normal homogeneous space, we recall that for any u, v ∈ m,(
∇G/K

ũ ṽ
)
o
= −1

2
(deψ) (Ju, vK) . (51)

We give hereunder the scheme for deriving
(
∇B

XY
)
β
from

(
∇G/K

ũ ṽ
)
o
.

(
∇B

XY
)
β
ks (3) (

∇B
ZW

)
b0
ks (2)

(
∇B

ϵ∗k
ϵ∗ℓ

)
b0

ks (1)
(
∇B

ϵ̃k
ϵ̃ℓ
)
o

Arrow (1) provides
(
∇B

ϵ∗k
ϵ∗ℓ

)
b0

in function of
(
∇B

ϵ̃k
ϵ̃ℓ
)
o
, which is in turn given by (51): see paragraph

3.3.1. Arrow (2) describes how to deduce the connection at b0, for any vector fields on V, from that
for fundamental ones: see paragraph 3.3.2. Arrow (3) means that the computation at any β ∈ B is
reduced to that at b0: see paragraph 3.3.3, where the vector fields Z and W are precised. The final
expression of

(
∇B

XY
)
β
is obtained in Theorem 1. A key tool is the compatibility of the Levi-Civita

connection with isometries, stated hereafter.
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Lemma 8. Let ϕ : (M, g)−→ (M′, g′) be an isometry. Then, for all X,Y ∈ X (M′) and p ∈ M,(
∇M′

X Y
)
ϕ(p)

= (dpϕ)

((
∇M

(ϕ−1)∗X
(ϕ−1)∗Y

)
p

)
, (52)

where, for example, (ϕ−1)∗X ∈ X (M) is the pushforward of X by ϕ−1 i.e., for any p ∈ M,(
(ϕ−1)∗X

)
p
=
(
dϕ(p)ϕ

−1
)
(X(ϕ(p))) .

Proof. This is a consequence of Koszul’s formula.

3.3.1 Expression for fundamental vector fields

Lemma 9. For all u, v ∈ m, (
∇B

u∗v∗
)
b0

= −1

2
(deπ0) (Ju, vK) .

Proof. First , (39) implies that
(
π̂−1

)
∗ u

∗ = ũ. So, by Lemma 8 applied to the isometry π̂0,(
∇B

u∗v∗
)
b0

= (doπ̂0)
((

∇G/K
ũ ṽ

)
o

)
= −1

2
(doπ̂0) ((deψ) (Ju, vK)) ,

where the last equality follows from (51). Since π̂0 ◦ ψ = π0, we conclude by the chain rule.

3.3.2 Expression at the origin for arbitrary vector fields

Here, for any Z,W ∈ X (B), we derive
(
∇B

ZW
)
b0

from
(
∇B

ϵ∗k
ϵ∗ℓ

)
b0
. In fact, we obtain an intrinsic

expression of
(
∇B

ZW
)
b0
, i.e. independent of any basis of m. Namely, we decompose Z and W

into combinations of the (ϵ∗k)k and we apply the Leibniz rule to compute
(
∇B

ZW
)
b0

from these
decompositions. Then, we factorize the resulting expression, by identifying therein the right-hand
sides of (48) and (50), which provides hereafter an intrinsic formula for the connection at b0.

Proposition 7. Let Z,W ∈ X (B). Then,(
∇B

ZW
)
b0

= (deπ0)

((
db0W

)
(Z(b0))−

1

2
JZ(b0),W (b0)K

)
. (53)

Proof. First,
(
∇B

ZW
)
b0

can be computed by restricting Z and W to V. Then, on V, by Proposition

6, Z =
N∑

k=1

zkϵ
∗
k andW =

N∑
ℓ=1

wℓϵ
∗
ℓ where zk and wℓ are smooth functions on V. Now, by the Leibniz

rule, for all b ∈ V,

(
∇B

ZW
)
b
=

(
N∑
ℓ=1

(Z · wℓ) ϵ
∗
ℓ + wℓ

(
∇B

Zϵ
∗
ℓ

))
(b) = Db(Z,W ) + Eb(Z,W ), (54)

where

Db(Z,W ) :=

(
N∑
ℓ=1

(Z · wℓ) ϵ
∗
ℓ

)
(b) and Eb(Z,W ) :=

(
N∑
ℓ=1

wℓ

(
∇B

Zϵ
∗
ℓ

))
(b). (55)
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On the one hand, we apply (50) to W =
N∑
ℓ=1

wℓϵ
∗
ℓ with ∆ = Z(b), and we obtain that

Db(Z,W ) = (deπ0)

[
N∑
ℓ=1

[(dbwℓ)(Z(b))] ϵℓ

]
(56)

= (deπ0)
[
(dbW )(Z(b))

]
. (57)

On the other hand,

Eb(Z,W ) =

N∑
k,ℓ=1

zk(b)wℓ(b)
(
∇B

ϵ∗k
ϵ∗ℓ

)
b
.

In particular, for b = b0, by Lemma 9,

Eb0(Z,W ) = −1

2
(deπ0)

 N∑
k,ℓ=1

zk(b0)wℓ(b0)Jϵk, ϵℓK

 (58)

= −1

2
(deπ0)

(
JZ(b0),W (b0)K

)
. (59)

Indeed, by (48), Z(b0) =
N∑
k

zk(b0)ϵk andW (b0) =
N∑
ℓ=1

wℓ(b0)ϵℓ. Finally, we prove (53) by combining

(55), (57) and (59).

3.3.3 Expression at any point for arbitrary vector fields

Here, for any β ∈ B, we derive
(
∇B

XY
)
β
from Proposition 7. Let Vβ be the open neighborhood of

β defined by
Vβ := Qβ · V.

Let Xβ and Yβ be the vector fields on V which are the pushforwards of X|Vβ
and Y|Vβ

by the

isometry LB
Q−1

β

i.e.

Xβ(b) =
(
Q−1

β

)
· [X(Qβ · b)] and Yβ(b) =

(
Q−1

β

)
· [Y (Qβ · b)] , b ∈ V.

Now, we introduce hereafter the maps Vβ and ϕβ and the vector Uβ
0 ∈ g which are elements involved

in the expression of
(
∇B

XY
)
β
in (60) below. First, the map Vβ : V−→g is defined by

Vβ(b) := RQ−1
b

[
(Yβ(b))

♯
Qb

]
∈ mb.

Thus, Vβ(b) is the mb-lift of Yβ(b). So, Proposition 4 implies that for all b ∈ V,

Yβ(b) = p−1
b (Vβ(b)) .

Then, we define the vector Uβ
0 ∈ g by

Uβ
0 := JXβ(b0), Yβ(b0)K.
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Finally, we consider the linear map ϕβ : g−→TβB defined by

ϕβ(u) = Qβ · [(deπ0) (u)] .

The proof of Theorem 1 hereafter uses Proposition 8 below, as an auxiliary result.

Theorem 1. (i) Let X,Y ∈ X (B) and β ∈ B. Then,(
∇B

XY
)
β
= (db0 (ϕβ ◦ Vβ)) (Xβ(b0))−

1

2
ϕβ

(
Uβ
0

)
=

(
d

dt

∣∣∣∣
t=0

(ϕβ ◦ Vβ) (γ(t))
)
− 1

2
ϕβ

(
Uβ
0

)
, (60)

where γ is the geodesic in B through b0 in the direction Xβ(b0), given by (29).

(ii) If the Bracket Condition (25) holds, then Uβ
0 ∈ ker(deπ0), i.e. the second term of (60) vanishes.

Proof. We can compute
(
∇B

XY
)
β
by restricting X and Y to Vβ . By Lemma 8 applied with the

isometry LB
Qβ

, (
∇B

XY
)
β
= Qβ ·

[(
∇B

Xβ
Yβ

)
b0

]
. (61)

By combining (61) with Proposition 7 applied to Z = Xβ and W = Yβ , we obtain that

(
∇B

XY
)
β
= Qβ ·

[
(deπ0)

((
db0Yβ

)
(Xβ(b0))−

1

2
JXβ(b0), Yβ(b0)K

)]
(62)

= ϕβ

((
db0Yβ

)
(Xβ(b0))−

1

2
Uβ
0

)
(63)

= ϕβ

(
(db0Vβ) (Xβ(b0))−

1

2
Uβ
0

)
, (64)

where the last equality follows from Proposition 8 below. Finally, since ϕβ is a linear map,(
∇B

XY
)
β
= (db0 (ϕβ ◦ Vβ)) (Xβ(b0))−

1

2
ϕβ

(
Uβ
0

)
.

Proposition 8. The map Vβ : V−→g is smooth and for any ∆ ∈ Tb0B,(
db0Yβ

)
(∆) = (db0Vβ) (∆) . (65)

Proof. See Appendix.

3.4 The sectional curvature

The following Lemma states that the sectional curvature is invariant under any isometry.

Lemma 10. Let ϕ : (M, g)−→ (M′, g′) be an isometry. Then, for all Z, T ∈ X (M′),

KM′

ϕ(p)(Z, T ) = KM
p

((
ϕ−1

)
∗ Z,

(
ϕ−1

)
∗ T
)
, (66)

where KM and KM′
denote the sectional curvatures on M and M′.
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Proof. This follows readily from Lemma 8.

Since G/K is a normal homogeneous space, we recall that

Ko(ũ, ṽ) = ∥Ju, vKk∥
2
+

1

4
∥Ju, vKm∥

2
. (67)

We deduce hereafter the sectional curvature at any point of B and for any vector field on B.

Proposition 9. (i) Let X,Y ∈ X (B). For any β ∈ B, consider Uβ
0 ∈ g defined in (??) hereabove.

Then,

KB
β (X,Y ) =

∥∥∥(Uβ
0

)
k

∥∥∥2 + 1

4

∥∥∥(Uβ
0

)
m

∥∥∥2 . (68)

(ii) If the Bracket Condition (25) holds, then Uβ
0 ∈ k. So,

KB
β (X,Y ) =

∥∥∥Uβ
0

∥∥∥2 . (69)

Proof. We have that

KB
β (X,Y ) = KB

b0 (Xβ , Yβ) (70)

= KG/K
o

((
π̂0

−1
)
∗
Xβ ,

(
π̂0

−1
)
∗
Yβ

)
(71)

= KG/K
o

(
X̃β (b0) , Ỹβ (b0)

)
. (72)

(70) and (71) follow from Lemma 10, applied to LB
Qβ

and to π̂0. For (72), it is enough to prove that((
π̂0

−1
)
∗
Xβ

)
(o) =

(
X̃β (b0)

)
(o) i.e.

(
db0

(
π̂0

−1
))

(Xβ(b0)) = (deψ)
(
Xβ (b0)

)
. (73)

Indeed, the sectional curvature at any point depends only on the values of the vector fields at this

point. Now, (doπ̂0) ◦
(
(deψ)|m

)
= (deπ0)|m. Thus,

db0

(
π̂0

−1
)
= (doπ̂0)

−1
= (deψ)|m ◦ (deπ0)−1

|m . (74)

Then, (73) is obtained by evaluating both members of (74) atXβ (b0). Finally, by (67), (i) holds.

4 Geometry of flag manifolds

Recall that, for a type I = (qi)1≤i≤r, the compact connected Lie group SO(n) acts smoothly on the
product manifold GI :=

∏
Gqi by

(Q,P) 7−→ Q · P :=
(
QP1Q

T , ..., QPrQ
T
)
, Q ∈ SO(n),P = (Pi)i ∈ GI. (75)

We prove in Corollary 3 below that F I is the orbit of the standard flag
(
P i
0

)
1≤i≤r

defined in (7).

Now, the isotropy group of P0 is SO(I) := SO(n) ∩ O(I). Thus, F I is endowed with the metric
gF such that the map π̂I

0 :
(
SO(n)/SO(I), gO

)
−→

(
F I, gF

)
, induced by πI

0, is an isometry. So, we
may apply the results of Section 3 to F I, which is the object of this Section.
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4.1 Basic geometry of flag manifolds

4.1.1 The main orbital map

Given a type I = (qi)1≤i≤r, we partition any n× n matrix M into blocks of its columns:

M =
(
M (1) ... M (i) ... M (r)

)
.

where M (i) ∈ Rn×qi is called the qi-block of M .

Definition 8. Let P be a flag of type I = (qi). For Q ∈ O(n), we say that its columns generate
P = (Pi)i when for all 1 ≤ i ≤ r, the columns of Q(i) form a qi-frame generating the range of Pi.

Lemma 11. Let P be a flag of type I = (qi)1≤i≤r and Q ∈ O(n). Then, the columns of Q generate
the flag P iff

πI(Q) = P, (76)

where the map πI : O(n)−→F I is defined by πI(Q) = Q · P0, whose restriction to SO(n) is πI
0.

Proof. See Appendix.

Corollary 3. The map πI : O(n)−→F I and its restriction πI
0 to SO(n) are surjective.

Proof. The assertion on πI follows readily from (76). Now, we prove the statement on πI
0. Any

equivalence class QO(I) in O(n)/O(I) contains an element Q′ of SO(n), so that πI(Q′) = πI(Q).
So, πI

0 is also surjective.

4.1.2 Vertical and horizontal spaces

Since SO(n) is a matrix Lie group, the Lie bracket in its Lie algebra so(n) is the commutator of
matrices, i.e. for any A,B ∈ so(n), JA,BK = AB −BA.

Lemma 12. (i) Let P = (Pi)i ∈ F I, Q ∈ SO(n) and QΩ ∈ TQSO(n) with Ω ∈ so(n). Then,

(dQπP) (QΩ) =
(
Q [Ω, Pi]Q

T
)
i
.

We recall that πI
0 is defined as the main orbital map πP0

. Then,

(ii) The vertical space at Q ∈ SO(n) wrt πI
0 is

V
πI
0

Q := ker
(
dQπ

I
0

)
= {QDiag [Ω11, ...,Ωii, ...,Ωrr] : Ωii ∈ so(qi), 1 ≤ i ≤ r} . (77)

(iii) The horizontal space at Q ∈ SO(n) wrt πI
0 is

H
πI
0

Q :=
(
V

πI
0

Q

)⊥
= {QΩ : Ω ∈ so(n), Ωii = 0, 1 ≤ i ≤ r} . (78)

Proof. Let γ : [0, 1] −→ SO(n) be a smooth curve with γ(0) = Q and γ̇(0) = QΩ. Then,

(dQπP) (QΩ) =

(
d

dt

∣∣∣∣
t=0

γ(t)Piγ(t)
T

)
i

=
(
(QΩ)PiQ

T +QPi (QΩ)
T
)
i
=
(
Q [Ω, Pi]Q

T
)
i
.

Indeed, (QΩ)T = −ΩQT , since Ω ∈ so(n). This proves (i). We deduce that

V
πI
0

Q =
{
QΩ ∈ TQO(d) :

[
Ω, P i

0

]
= 0, 1 ≤ i ≤ r

}
.

Then, the computation of
[
Ω, P i

0

]
implies that (ii) holds. Finally, (iii) follows readily from (ii).
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4.1.3 Horizontal lifts of vector fields

Lemma 13. For all Ω ∈ so(n), let Ωm be its horizontal part. Then,

Ωm =
1

2

r∑
i=1

JJΩ, P i
0K, P

i
0K. (79)

Proof. See Appendix.

We deduce the following result, which provides the horizontal lifts of vector fields on F I.

Proposition 10. Let P ∈ F I and ∆ ∈ TPF I. Then, for Q ∈
(
πI
0

)−1
(P), the horizontal lift at Q

of ∆ wrt πI
0 is

∆♯
Q =

1

2

(
r∑

i=1

J∆i, PiK

)
Q. (80)

Proof. There exists a unique Ω̂ ∈ m such that ∆♯
Q = QΩ̂. Thus, ∆ =

(
dQπ

I
0

) (
QΩ̂
)
=
(
QJΩ̂, P i

0KQT
)
i
.

Then, considering the right-hand side of (80),

1

2

(
r∑

i=1

J∆i, PiK

)
Q =

1

2

(
r∑

i=1

JQJΩ̂, P i
0KQ

T , QP i
0Q

T K

)
Q = Q

(
1

2

r∑
i=1

JJΩ̂, P i
0K, P

i
0K

)
.

Now, (79) implies that

Q

(
1

2

r∑
i=1

JJΩ̂, P i
0K, P

i
0K

)
= QΩ̂m = QΩ̂ = ∆♯

Q.

Hereabove, the second equality holds because Ω̂ lies in m.

4.1.4 Metric, geodesics and exponential map

By Lemma 1, the main orbital map πI
0 :
(
SO(n), gO

)
−→

(
F I, gF

)
is a Riemannian submersion. We

deduce readily from the expression of horizontal lifts given in Proposition 10 that for all P ∈ F I,

gFP (∆,∆′) =
1

4

r∑
i,j=1

〈
J∆i, PiK, J∆′

j , PjK
〉
, ∆,∆′ ∈ TPF I.

Remark 5. The metric gF on F I does not coincide with the restriction to F I of the product metric
on GI which is considered in [27]. This is proven by elementary calculations. Intuitively, in so(n),
the horizontal space wrt πI

0 does not agree with those wrt the main orbital maps of the (Gqi)1≤i≤r.

This follows from the mutual orthogonality relations in F I.

Proposition 11. Let P ∈ F I and ∆ ∈ TPF I. Then, the geodesic in
(
F I, gF

)
through P in the

direction ∆ is

t 7−→ πI
0

(
Q expm

(
tQT Ω̃Q

))
where Ω̃ =

1

2

r∑
i=1

J∆i, PiK (81)

and expm is the matrix exponential. So, the Riemannian exponential map on F I is defined by

ExpF
I

P (∆) =
(
expm

(
Ω̃
)
Pi expm

(
−Ω̃
))

i
. (82)
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Proof. We apply (29). Here, expso(n) = expm and by (80), LQ−1

[
∆♯

Q

]
= QT Ω̃Q. So,

ExpF
I

P (∆) = πI
0

(
Q expm

(
QT Ω̃Q

))
=
(
expm

(
Ω̃
)
Pi expm

(
−Ω̃
))

i
.

Hereabove, the second equality follows from the properties of expm and the definition of πI
0.

Remark 6. Given a Riemannian submersion π : G−→B, the expression of the logarithm map of
B can not be deduced in general from that of G. Thus, we do not obtain a closed form for the
logarithm in F I. However, algorithms for approaching it exist: See [17] or [26] for the general case
and [20] for the specific case of F I.

4.2 Levi-Civita connection and curvature of flag manifolds

Let X,Y ∈ X (F I) and P = (Pi)i ∈ F I. For all 1 ≤ i ≤ r, set Xi(P) := (X(P))i ∈ TPi
Gi. Set

ΩP (X,Y ) :=

N∑
i,j=1

JJXi(P), PiK, JYj(P), PjKK ∈ so(n).

In order to derive the Levi-Civita connection of F I from Theorem 1, we perform preliminary com-
putations. By Lemma 12, with the notations of Theorem 1, for any β ∈ F I and Ω ∈ so(n),

ϕβ(Ω) := Qβ ·
[(
deπ

I
)
(Ω)
]
=
(
QβJΩ, P i

0KQ
T
β

)
i
.

On the one hand, by Proposition 10, for all P ∈ V,

Vβ(P) := RQ−1
P

[
(Yβ(P))

♯
QP

]
=

1

2

r∑
j=1

J (Yβ(P))j ,PjK.

Therefore,

(ϕβ ◦ Vβ) (P) =
(
QβJVβ(P), P i

0KQ
T
β

)
i

(83)

=

QβJ
1

2

r∑
j=1

J (Yβ(P))j ,PjK , P i
0KQ

T
β


i

(84)

=
1

2

J
r∑

j=1

JQβ (Yβ(P))j Q
T
β , QβPjQ

T
β K , QβP

i
0Q

T
β K


i

(85)

=
1

2

J
r∑

j=1

JYj (Qβ · P) , (Qβ · P)j K , βiK


i

. (86)

The last line hereabove holds because, by definition of Yβ , for all j,

Qβ (Yβ(P))j Q
T
β = (Qβ · Yβ(P))j =

(
Qβ ·

(
Q−1

β

)
· [Y (Qβ · P)]

)
j
= (Y (Qβ · P))j =: Yj (Qβ · P) .
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On the other hand, for X,Y ∈ X (F I) and β = (βi)i ∈ F I,

Uβ
0 =

1

4
QT

βΩβ(X,Y )Qβ and ϕβ

(
Uβ
0

)
=

1

4
(JΩβ(X,Y ), βiK)i . (87)

We deduce hereafter an expression of the Levi-Civita connection of F I that is independent of Qβ .

Theorem 2. Let X,Y ∈ X (F I). Then, for any β = (βi)i ∈ F I,(
∇FI

X Y
)
β
=

(
JΩ′(β)− 1

8
Ωβ(X,Y ) , βiK

)
i

(88)

where

Ω′(β) =
1

2

d

dt

∣∣∣∣
t=0

 r∑
j=1

JYj (Γ(t)) , (Γ(t))j K

 ∈ so(n)

and Γ is the geodesic in F I through β in the direction X(β).

Proof. By (i) of Theorem 1,(
∇FI

X Y
)
β
=

(
d

dt

∣∣∣∣
t=0

(ϕβ ◦ Vβ) (γ(t))
)
− 1

2
ϕβ

(
Uβ
0

)
, (89)

where γ is the geodesic in F I through P0 in the direction Xβ (P0). By (86),

(ϕβ ◦ Vβ) (γ(t)) =
1

2

J
r∑

j=1

JYj (Qβ · γ(t)) , (Qβ · γ(t))j K , βiK


i

.

Now, LB
Qβ

is an isometry of F I. So, Qβ · γ(t) = Γ(t), where Γ is the geodesic in F I through

Qβ · P0 = β in the direction Qβ · [Xβ (P0)] = X(Qβ · P0) = X(β). Finally, we deduce (88) by
combining (89) and (87).

Finally, the sectional curvature of F I is derived from the results of Section 3 as follows.

Theorem 3. Let X,Y ∈ X (F I). Then, for any β = (βi)i ∈ F I,

KFI

β (X,Y ) =
1

16

∥Ωβ(X,Y )∥2 − 3

16

∥∥∥∥∥
r∑

i=1

JJΩβ(X,Y ), βiK, βiK

∥∥∥∥∥
2
 (90)

Proof. By Proposition 9 and the Pythagorean theorem,

KFI

β (X,Y ) =
∥∥∥Uβ

0

∥∥∥2 − 3

4

∥∥∥(Uβ
0

)
m

∥∥∥2
Recall from (87) that for F I, Uβ

0 = 1
4Q

T
βΩβ(X,Y )Qβ . Then, we conclude by Lemma 13, which

provides the expression of
(
Uβ
0

)
m

in function of Uβ
0 .
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4.3 The case of Grassmannians

As pointed out in Section 2, the Bracket Condition holds for Gq, since Gq is additionally a symmetric
space. This result can also be checked by direct computations from the explicit expressions of the
spaces k and m in the case of Gq given in [6]. As for F I, we derive the expression of the Levi-Civita
connection of Gq by applying Theorem 1. By results of [6], with the notations of Theorem 1, for
any β ∈ Gq and P ∈ V,

(ϕβ ◦ Vβ) (P ) = JJY (Qβ · P ), Qβ · P K, βK.

Thus, by applying (ii) of Theorem 1, we obtain hereafter the Levi-Civita connection of Gq.

Theorem 4. Let X,Y ∈ X (Gq). Then, for any β ∈ Gq,(
∇Gq

X Y
)
β
= JΩ′(β), βK where Ω′(β) =

d

dt

∣∣∣∣
t=0

JY (Γ(t)),Γ(t)K, (91)

and Γ is the geodesic in Gq through β, in the direction X(β).

We readily check that the sectional curvature of Gq derived from our method coincides with that
obtained in [6].

4.4 Explicit local section of the map πI

Since a closed form for the Riemannian Logarithm on F I is not available, we can not derive explicit
local sections of πI by applying Corollary 2 with B = F I. We overcome this lack by using the
embedding of F I into GI. Indeed, closed forms for the cut locus and the Logarithm map on Gq,
are available: See (92) and (93) below.

4.4.1 Preliminaries

For 1 ≤ q ≤ n, let Stq =
{
U ∈ Rn×q : UTU = Iq

}
be the Stiefel manifold of q-frames of Rn. Let

πSG
q : Stq−→Gq be the surjective map which associates to a q-frame U , the projection onto the linear

subspace that it generates. Namely, πSG
q (U) = UUT . Then, the cut locus of any P = UUT ∈ Gq,

with U ∈ Stq, is
Cut(P ) =

{
R = Y Y T ∈ Gq : rank

(
UTY

)
< q
}
. (92)

In other words, R ∈ Cut(P ) iff at least one principal angle between P and R is equal to π
2 .

Furthermore, the Logarithm map on Gq is provided by Theorem 3.3 in [5]: For any P ∈ Gq and
R ∈ Gq \ Cut(P ),

Log
Gq

P (R) = JΩP (R), P K with ΩP (R) =
1

2
logm ((In − 2R)(In − 2P )) ∈ so(n). (93)

In the sequel, Stq is endowed with the Euclidean metric gSt defined by

gStU (D1,D2) = tr
(
DT

1 D2

)
, U ∈ Stq and D1,D2 ∈ TUStq.

Lemma 14. (i) For P ∈ Gq, U ∈
(
πSG
q

)−1
(P ) and ∆ ∈ TPGq, the horizontal lift of ∆ at U wrt(

πSG
q , gSt

)
is

∆♯
U = ∆U. (94)

(ii) πSG
q is a Riemannian submersion from

(
Stq, g

St
)
onto

(
Gq, g

Gq
)
.
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Proof. See Appendix.

Since Stq is complete and Gq connected, Lemma 2 provides local sections of πSG
q based on holonomy

maps between fibers under πSG
q . Recall that for P ∈ Gq, R ∈ Gq \ Cut(P ) and U ∈

(
πSG
q

)−1
(P ),

HπSG
q

(P,R)(U) = ExpStU

((
Log

Gq

P (R)
)♯
U

)
. (95)

The exponential map on
(
Stq, g

St
)
is provided by Section 2.2.2. in [8]: for U ∈ Stq and D ∈ TUStq,

Exp
Stq
U (D) = V

(
expm

(
A −C
Iq A

))(
Iq
0q

)
expm (−A) , (96)

where
V =

(
U D

)
∈ Rn×2q , A = UTD , C = DTD.

So, (93) and (96) provide hereafter an explicit expression for the holonomy map of (95).

Proposition 12. Let P ∈ Gq and R ∈ Gq \ Cut(P ). For U ∈
(
πSG
q

)−1
(P ), set

∆ := Log
Gq

P (R) , V :=
(
U ∆U

)
∈ Rn×2q , A := UT∆U , C := UT∆2U.

Then,

HπSG
q

(P,R)(U) = V

(
expm

(
A −C
Iq A

))(
Iq
0q

)
expm (−A) , (97)

Proof. By (94), ∆♯
U =

(
Log

Gq

P0
(R)
)
U . Then, we derive (97) by applying (96) with D = ∆♯

U =

∆U .

Remark 7. With the notations of (95), let γ(P,R) be the minimal geodesic between P and R in

Gq. By definition, HπSG
q

(P,R)(U) is the endpoint of the horizontal lift through U of γ(P,R). Since πSG
q

is a Riemannian submersion, denoting by dSt
g the geodesic distance in

(
Stq, g

St
)
, [18, Lemma 26.11]

implies that

dSt
g

(
U,HπSG

q

(P,R)(U)

)
= min

{
dSt
g (U,W ) :W ∈

(
πSG
q

)−1
(R)
}
. (98)

Thus, among all q-frames generating the range of R, HπSG
q

(P,R)(U) minimizes the geodesic distance in
Stq to U .

4.4.2 The closed form for a section of πI

Given a type I = (qi)1≤i≤r, any Q ∈ O(n) is partitioned into qi-blocks of its columns:

Q =
(
Q(1) ... Q(i) ... Q(r)

)
,

where for all 1 ≤ i ≤ r, Q(i) ∈ Stqi . For all i, the map πSG
qi : Stqi−→Gqi is denoted by πi. Then,

the maps (πi)1≤i≤r are related to πI as follows.
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Lemma 15. For all Q ∈ O(n), πI(Q) =
(
πi
(
Q(i)

))
1≤i≤r

.

Proof. Let Q ∈ O(n). Notice that for all 1 ≤ i ≤ r, Q(i) = QI
(i)
n and I

(i)
n

(
I
(i)
n

)T
= P i

0. So, for any

1 ≤ i ≤ r,

πi
(
Q(i)

)
= Q(i)

(
Q(i)

)T
= QI(i)n

(
I(i)n

)T
QT = QP i

0Q
T .

Since πI(Q) =
(
QP i

0Q
T
)
1≤i≤r

, this concludes the proof.

For fixed P = (Pi)i ∈ F I, consider the following open neighborhood of P in F I.

ṼP :=
{
R = (Ri)i ∈ F I : Ri ∈ Gqi \ Cut(Pi), 1 ≤ i ≤ r

}
. (99)

Proposition 13. Let P = (Pi)i ∈ F I and QP ∈
(
πI
)−1

(P). For any R ∈ ṼP , let SP (R) ∈ O(n)
be the orthogonal matrix whose qi-block is defined by

(SP (R))
(i)

= Hπi

(Pi,Ri)

(
Q

(i)
P

)
, 1 ≤ i ≤ r. (100)

Then, the map SP : ṼP−→O(n) is a smooth local section of πI. Furthermore, for all 1 ≤ i ≤ r, the

explicit expression of the holonomy map Hπi

(Pi,Ri)
is provided by Proposition 12.

Proof. First, we prove that the map SP is a section of πI on ṼP . For all R ∈ ṼP ,

πI (SP (R)) =
(
πi
(
(SP (R))

(i)
))

i
=
(
πi
(
Hπi

(Pi,Ri)

(
Q

(i)
P

)))
i
= (Ri)i = R.

Indeed, the first equality hereabove follows from Lemma 15 and the second from (100). The third

one holds because the holonomy map Hπi

(Pi,Ri)
is valued in the fiber of Ri under πi. Finally, the

smoothness of SP follows from that of the holonomy maps
(
Hπi

(Pi,Ri)

)
i
.

4.5 Frames generating families of flags

Let J ⊂ R be an open interval and {P(x) : x ∈ J} a family of flags. For any x ∈ J, the type
of P(x) = (Pi(x))i is of the form I(x) = {qi(x) : 1 ≤ i ≤ r(x)}. We suppose that the following
conditions hold, where M(n) denotes the set of all n× n real matrices.

Assumption 1. (F1) The integer r(x) is a constant r independent of x ∈ J.
(F2) For all 1 ≤ i ≤ r, the map Pi(·) : J−→M(n) is continuous.

By [16, Lemma I-4.10], (F2) implies that for all i, qi(x) = rank(Pi(x)) is a constant qi on J. Thus,
Assumption 1 implies that for all x ∈ J, P(x) is of type I = (qi)1≤i≤r, i.e. P(x) ∈ F I.

We aim at finding a map Q(·) : J−→O(n) whose regularity is that of the map P(·) : J−→F I and
such that for all x ∈ J, the columns of Q(x) generate P(x) (See Definition 8). By Lemma 11, this
latter condition is equivalent to

πI (Q(x)) = P(x), x ∈ J. (101)
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This question is motivated by the eigenvector problem in perturbation theory, detailed in paragraph
4.6 below. First, we present the analytic solution of [16], that we only reformulate in terms of flags.
Then, we develop our new geometric solution based on the preceding results of this paper. For both
methods, the solution obtained is implicit. However, in both cases, an explicit solution is available
locally, i.e. on a neighborhood of any fixed x0 ∈ J. Finally, we compare all these methods, which
reveals that our solution, based on the geometry of flag manifolds, improves the analytic one from
[16].

Throughout the sequel, we fix x0 ∈ J and Q0 ∈ O(n) such that πI(Q0) = P(x0).

4.5.1 Analytic solution

Assume that for all 1 ≤ i ≤ r, the map Pi(·) : J−→M(n) is of class C1. We denote by GL(n)
the general linear group of Rn. Then, by solving a linear differential equation, it is proved in [16,
Paragraph II-4.5] that there exists a map K(·) : J−→GL(n) of class C1 such that for all x ∈ J,

K(x)Pi(x0)K(x)−1 = Pi(x), x ∈ J, 1 ≤ i ≤ r. (102)

In fact, by [16, Paragraph II-6.2], for all x ∈ J, K(x) ∈ O(n). So, (102) means in terms of flags
that

K(x) · P(x0) = P(x), x ∈ J. (103)

Then, consider the map QK(·) defined by

QK(·) : J−→O(n), QK(x) := K(x)Q0 ∈ O(n).

The map QK(·) is of class C1, because the map K(·) is. Now, by (103), for all x ∈ J,

πI(QK(x)) = πI (K(x)Q0) = K(x) · πI(Q0) = K(x) · P(x0) = P(x), (104)

where the second equality holds because for any Q ∈ O(n), πI(Q) := Q · P0. Therefore, (104)
implies that for all x ∈ J, the columns of QK(x) generate the flag P(x), which follows from (101)

Remark 8. The family of frames {QK(x) : x ∈ J} is implicit. However, one can derive from [16,
Remark II-4.4] an explicit map K(·), defined only on a neighborhood J0K of x0 and valued in O(n),
such that (103) holds. Thus, an explicit solution Q0

K(·) : J0K−→O(n) is available locally.

4.5.2 Geometric solution

Proposition 14 hereafter provides a geometric solution, based on the principal bundle structure of
the main orbital map πI

0 : SO(n)−→F I, by applying Lemma 16 below.

Proposition 14. Assume that the map P(·) : J−→F I is of class C1. Then, there exists a map
QL(·) : J−→SO(n) of class C1 such that for all x ∈ J, the columns of QL(x) generate the flag P(x).

Proof. By Lemma 1, the main orbital map πI
0 : SO(n)−→F I is a principal bundle. Since the interval

J is contractible, Lemma 16 below implies that there exists a smooth map QL(·) : J−→SO(n) such
that for all x ∈ J,

πI
0

(
QL(x)

)
= P(x).

Since πI
0 is the restriction to SO(n) of πI, the expected conclusion follows from (101).
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Lemma 16. Let Π : E−→B be a principal bundle, M a manifold and F : M−→B a map of class
C1. If M is contractible, then there exists a map L : M−→E of class C1 such that Π ◦ L = F .

Proof. The pullback F ∗Π of Π wrt F is also a principal bundle, over M contractible. So, F ∗Π has
a global section, from which a map L as in the statement is easily derived. See [10], where this
argument is developed in detail.

4.5.3 Local explicit frames by geometric approach

The map QL(·) : J−→SO(n) is implicit. For fixed x0 ∈ J, we obtain in (106) below, an explicit
solution QH(·) but defined only on a neighborhood of x0. The map QH(·) is built from the explicit
local section of πI given in (100). Namely, let J0H be the open interval defined as the connected
component of x0 in the following set JH:

JH :=
{
x ∈ J : P(x) ∈ ṼP(x0)

}
. (105)

Since the map P(·) is continuous on J, JH is an open set, so that J0H is indeed also. Furthermore,
x ∈ JH iff for all 1 ≤ i ≤ r, none of the principal angles between Pi(x) and Pi(x0) is equal to π

2 .
Consider the following map:

QH(·) : J0H−→O(n), QH(x) := SP(x0) (P(x)) . (106)

Then, the map QH(·) is well-defined and (100) provides an explicit expression of QH(x) hereafter:

(QH(x))
(i)

= Hπi

(Pi(x0),Pi(x))

(
Q

(i)
P(x0)

)
, 1 ≤ i ≤ r. (107)

By Propostion 13, the map SP(x0) : ṼP(x0)−→O(n) is a smooth local section of πI. So, on one
hand, the map QH(·) is continuous, since P(·) is. On the other hand, for all x ∈ J0H,

πI (QH(x)) = πI
(
SP(x0) (P(x))

)
= P(x).

Then, (101) implies that for all x ∈ J0H, the columns of QH(x) generate the flag P(x).

4.5.4 Comparison of the solutions

(i) First, we compare the global implicit solutions, i.e. defined on the whole J. Thus, the geometric
solution QL(·) is valued in SO(n), instead of O(n) for QK(·), and is more intrinsic.

(ii) For the local explicit frames
{
QH(x) : x ∈ J0H

}
, we only need to suppose that Assumption 1

holds, while all other solutions require additionally a stronger regularity assumption.

(iii) Finally, the map QH(·) is optimal in the sense of Lemma 17 hereafter.

Lemma 17. For all x ∈ J0H and 1 ≤ i ≤ r, among all qi-frames generating the range of Pi(x),

(QH(x))
(i)

minimizes the geodesic distance in Stqi to Q
(i)
0 .

Proof. Since QH(x) is defined by (107), we conclude by applying Remark 7.
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In particular, for all 1 ≤ i ≤ r, denoting by dig the geodesic distance in Stqi ,

dig

(
(QH(x))

(i)
, Q

(i)
0

)
≤ min

{
dig

(
(QK(x))

(i)
, Q

(i)
0

)
; dig

((
Q0

K(x)
)(i)

, Q
(i)
0

)}
, x ∈ J0H ∩ J0K .

In conclusion, the map QH(·) is the best solution, although it is a local one. Indeed, it is explicit,
requires only Assumption 1 and satisfies the optimal property of Lemma 17.

Remark 9. A local section of the orbital map πI : O(n)−→F I based directly on the holonomy
maps between fibers under πI would provide a more accurate local geometric solution. However, an
explicit expression for such holonomy maps requires a closed form for the Logarithm map in F I,
which is not known yet.

4.6 Application to perturbation of eigenvectors

In the sequel, we fix S0 ∈ Symn. A perturbation of S0 is a map S(·) : J−→Symn, where J ⊂ R is
an open interval containing x0 such that S(x0) = S0. A perturbation of eigenvectors of S0 is a map
QS(·) : J−→O(n) such that for all x ∈ J, QS(x) is a matrix of eigenvectors of S(x). In perturbation
theory, the question of the existence of a map QS(·) with some regularity, inherited from that of
S(·), is called the eigenvector problem.

4.6.1 Flag of eigenspaces of a symmetric matrix

For S ∈ Symn, denote by r(S) the number of distinct eigenvalues of S and by Λ(S) its spectrum:

Λ(S) =
{
λ1(S) > ... > λi(S) > ... > λr(S)(S)

}
,

where, for all 1 ≤ i ≤ r(S), λi(S) is an eigenvalue of S. For all i, let Pi(S) be the eigenprojection
associated to λi(S), i.e. the orthogonal projection onto the eigenspace associated to λi(S). Set

PS := (Pi(S))1≤i≤r(S) .

Then, the spectral theorem implies readily that PS is a flag, called the flag of eigenspaces of S.

Lemma 18. Let S ∈ Symn and I = (qi)1≤i≤r the type of its flag of eigenspaces PS . Let Q ∈ O(n).
Then, Q is a matrix of eigenvectors of S iff πI(Q) = PS .

Proof. Clearly, Q is a matrix of eigenvectors of S iff its columns generate the flag PS , which is
equivalent to πI(Q) = PS , according to Lemma 11.

4.6.2 Geometric solution to the eigenvector problem

In the sequel, we suppose that the following conditions hold.

Assumption 2. (S1) The map S(·) : J−→Symn is analytic.

(S2) The number r(x) of distinct eigenvalues of S(x) is a constant r on J.
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In fact, (S1) implies that r(x) is constant on J, except for exceptional values of x: See p.64 in [16].
Thus, (S2) means that J contains no such point, which is supposed most of the time in [16].

For all x ∈ J, the flag of eigenspaces of S(x) is denoted by PS(x) =
(
PS
i (x)

)
i
. Obviously, (S2)

means that (F1) holds for the family of flags
{
PS(x) : x ∈ J

}
. Now, by [16, Theorem II-6.1], (S1)

implies that for all 1 ≤ i ≤ r, the eigenprojection map PS
i (·) : J−→Symn is also analytic. So, (F2)

of Assumption 1 holds for
(
PS(x)

)
x∈J, to which we can therefore apply the results of subsection

4.5. In particular, the flags
(
PS(x)

)
x∈J have a constant type I = (qi)1≤i≤r, i.e. for all x ∈ J,

PS(x) ∈ F I.

Remark 10. The analyticity of the map S(·) seems to be a too strong assumption to insure that
the eigenprojections are continuous. However, Example 5.3 p.111 in [16] provides a case of a map
T (·) : R−→Sym2 that is even smooth, but for which the eigenprojections are not continuous.

By Lemma 18, a solution to the eigenvector problem is a family of frames generating the flags(
PS(x)

)
x∈J. Now, according to subsection 4.5, the best family of such frames is that given by

(106), where P(·) is replaced by PS(·). So, these frames define a map QS
H(·) valued in O(n):

QS
H(·) := SPS(x0)(·) ◦ P

S(·) (108)

So, the map QS
H(·) is a smooth and explicit local (i.e. not defined on the whole J) perturbation of

eigenvectors of S0, for which the optimal property of Lemma 17 holds, improving that given in [16].
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5 Appendix

5.1 Proofs of Section 3

5.1.1 Proof of Lemma 5

Proof. Let Gr(K, g) be the Grassmannian of all linear subspaces of dimension K in g. Consider the
map

κ : B−→Gr(K, g), κ(b) := Ad(Qb)(k) = kb,

which follows from (ii) of Lemma 4. Now, kb0 = k, so that b0 ∈ U and

U = κ−1 (Um) where Um := {v ∈ Gr(K, g) : v ∩m = {0}} .

It is well-known that Um is an open subset of Gr(K, g). So, it is enough to prove that κ is continuous.
Now
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κ : b �
σ0 // Qb

� Ad // Ad(Qb)
� Ek // Ad(Qb)(k) , i.e. κ = Ek ◦Ad ◦ σ0,

where Ek : Aut(g)−→Gr(K, g) is defined by F 7−→ F (k). First, σ0 and Ad are smooth. Secondly,
Proposition 3 implies that Ad is valued in the orthogonal group O(g) of (g, ⟨·, ·⟩). Thirdly, when
Gr(K, g) is identified with orthogonal projectors, the restriction (Ek)|O(g) : O(g)−→Gr(K, g) is

of the form Q̃ 7−→ Q̃PkQ̃T , where Pk is the projector associated to k. So, (Ek)|O(g) is smooth.
Therefore, κ is smooth.

5.1.2 Proof of Proposition 8

Proof. By Lemma 7,

Yβ(b) = p−1
b (Vβ(b)) =

N∑
k=1

(
N∑
ℓ=1

vk,ℓ(b)

)
ϵk where vk,ℓ(b) =

(
A(b)−1

)
k,ℓ

⟨Vβ(b), ϵ′ℓ(b)⟩ .

So, for any ∆ ∈ Tb0B,

(
db0Yβ

)
(∆) =

N∑
k=1

(
N∑
ℓ=1

(db0vk,ℓ) (∆)

)
ϵk :=

N∑
k=1

(
N∑
ℓ=1

w1
k,ℓ(∆) + w2

k,ℓ(∆) + w3
k,ℓ(∆)

)
ϵk (109)

where, for any 1 ≤ k ≤ ℓ ≤ N ,

w1
k,ℓ(∆) =

(
db0
(
A(·)−1

)
k,ℓ

)
(∆) ⟨Vβ(b0), ϵ′ℓ(b0)⟩ , (110)

w2
k,ℓ(∆) =

(
A(b0)

−1
)
k,ℓ

⟨(db0Vβ) (∆), ϵ′ℓ(b0)⟩ , (111)

w3
k,ℓ(∆) =

(
A(b0)

−1
)
k,ℓ

⟨Vβ(b0), (db0ϵ′ℓ) (∆)⟩ . (112)

Now, recall that for all b ∈ V, ϵ′ℓ(b) = Ad(Qb)(ϵℓ) = Ad(σ(b))(ϵℓ). Thus, ϵ′ℓ(b0) = ϵℓ. Furthermore
σ(b0) = e, so that dσ(b0)Ad = ad. Therefore, by (11), which relates the adjoint representation on g
to the Lie bracket on g,

(db0ϵ
′
ℓ) (∆) = ad ((db0σ) (∆)) (ϵℓ) = J (db0σ) (∆), ϵℓK. (113)

Then, recall that for all b ∈ V, A(b)k,ℓ = ⟨ϵℓ, ϵ′k(b)⟩. Thus, A(b0)k,ℓ = ⟨ϵℓ, ϵ′k(b0)⟩ = ⟨ϵℓ, ϵk⟩ = δk,ℓ,
where δk,ℓ is the Kronecker symbol, and A(b0) = IN . So, the derivative of the inverse of a matrix
provides that (

db0
(
A(·)−1

)
k,ℓ

)
(∆) = −

{
A(b0)

−1 (db0A) (∆)A(b0)
−1
}
k,ℓ

= − (db0Ak,ℓ) (∆)

= −⟨ϵℓ, (db0ϵ′k) (∆)⟩
= −⟨ϵℓ, J (db0σ) (∆), ϵkK⟩
= −⟨Jϵℓ, (db0σ) (∆)K, ϵk⟩ ,
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where the fourth equality follows from (113) and the fifth from (16). By (110), we deduce that

N∑
k=1

(
N∑
ℓ=1

w1
k,ℓ(∆)

)
ϵk = −

N∑
k=1

(
N∑
ℓ=1

⟨Jϵℓ, (db0σ) (∆)K, ϵk⟩ ⟨Vβ(b0), ϵℓ⟩

)
ϵk

= −
N∑
ℓ=1

⟨Vβ(b0), ϵℓ⟩

(
N∑

k=1

⟨Jϵℓ, (db0σ) (∆)K, ϵk⟩ ϵk

)

= −
N∑
ℓ=1

⟨Vβ(b0), ϵℓ⟩ Jϵℓ, (db0σ) (∆)K

= −JVβ(b0), (db0σ) (∆)K.

Then, by (111),

N∑
k=1

(
N∑
ℓ=1

w2
k,ℓ(∆)

)
ϵk =

N∑
k=1

(
N∑
ℓ=1

δk,ℓ ⟨(db0Vβ) (∆), ϵℓ⟩

)
ϵk

=

N∑
k=1

⟨(db0Vβ) (∆), ϵk⟩ ϵk

= (db0Vβ) (∆).

Finally, by (112) and (16),

N∑
k=1

(
N∑
ℓ=1

w3
k,ℓ(∆)

)
ϵk =

N∑
k=1

(
N∑
ℓ=1

δk,ℓ ⟨Vβ(b0), J (db0σ) (∆), ϵℓK⟩

)
ϵk

=

N∑
k=1

⟨JVβ(b0), (db0σ) (∆)K, ϵk⟩ ϵk

= JVβ(b0), (db0σ) (∆)K

= −
N∑

k=1

(
N∑
ℓ=1

w1
k,ℓ(∆)

)
ϵk.

Therefore, we deduce from the preceding equations and (109) that

(
db0Yβ

)
(∆) =

N∑
k=1

(
N∑
ℓ=1

w2
k,ℓ(∆)

)
ϵk = (db0Vβ) (∆).

This concludes the proof of Proposition 8.

5.2 Proofs of section 4

5.2.1 Proof of Lemma 11

Proof. For any 1 ≤ i ≤ r, let pi : Rn−→Rn be the linear map whose matrix in the canonical basis
of Rn is Pi. Thus, pi is the orthogonal projection onto Im(Pi). Now, Q−1PiQ is the matrix of
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pi in the basis of Rn formed by the columns of Q. Consequently: for all 1 ≤ i ≤ r, the columns
of Q(i) form an orthonormal basis of Im(Pi) if and only if, for all 1 ≤ i ≤ r, Q−1PiQ = P i

0 i.e.
QP i

0Q
T = Pi.

5.2.2 Proof of Lemma 13

First, we introduce the following notations. A type I = (qi)1≤i≤r induces a partition of (1, ..., n)
into blocks of indices as follows.

B1 = (1, ..., q1), ... , Bi = (qi−1 + 1, ..., qi−1 + qi), ... , Br = (qr−1 + 1, ..., qr), 1 < i < r.

Let M = (mα,β)1≤α≤β≤n be a n × n matrix. For 1 ≤ i ≤ j ≤ n, we introduce the following
submatrix of M .

M (i,j) := (mα,β)α∈Bi,β∈Bj
. (114)

Now, we come to the proof itself.

Proof. For any 1 ≤ i ≤ r, set
Ω[i] := JJΩ, P i

0K, P
i
0K.

After computations, we obtain that Ω[i] is the skew-symmetric matrix such that for all j ̸= i,

(Ω[i])
(i,j)

= Ω(i,j) and (Ω[i])
(i,i)

= 0, while all other blocks of Ω[i] are zero matrices. So, in
r∑

i=1

Ω[i],

for any i0 ̸= j0, the block Ω(i0,j0) is counted twice: once from the i0-th block of lines of Ω[i0] and
once from the j0-th block of columns of Ω[j0]. By this, we mean that,(

r∑
i=1

Ω[i]

)(i0,j0)

= 2Ω(i0,j0), i0 ̸= j0.

On the other hand,

(
r∑

i=1

Ω[i]

)(i0,i0)

= 0. Therefore,
r∑

i=1

Ω[i] = 2Ωh.

5.2.3 Proof of Lemma 14

Proof. We deduce from results of subsection 2.2 in [6] that the horizontal spaces are the same for
gSt and the canonical metric on Stq. Now, for the latter metric, (94) holds. So (94) also holds for
gSt. This proves (i). For (ii), we notice first that, by results of [6], ΠSG

q is a smooth submersion.

Then, for P ∈ Gq, and ∆, ∆̃ ∈ TPGq,

g
Gq

P

(
∆, ∆̃

)
= tr

((
∆♯

U

)T
∆̃♯

U

)
= gStU

(
∆♯

U , ∆̃
♯
U

)
, U ∈

(
πSG
q

)−1
(P ) .

This follows from (3.2) in [6] and (i). Thus, (ii) is proved.
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