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The geometry of Riemannian submersions from compact Lie groups.

Application to flag manifolds

Dimbihery Rabenoro and Xavier Pennec
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Abstract

We study the geometry of Riemannian manifolds of finite dimension which are isometric to a quotient of

a compact Lie group endowed with the quotient of a bi-invariant metric. Then, we apply the results obtained

to enlight the geometry of flag manifolds.

1 Introduction

In this paper, we study the geometry of Riemannian manifolds of finite dimension which are isometric to a
quotient of a compact Lie group endowed with the quotient of a bi-invariant metric [5], [7]. Such a manifold is
thus a Riemannian submersion from the compact Lie group, over which the latter is a principal bundle [6]. The
initial motivation for our work was to enlight the geometry of flag manifolds.

Flags are properly nested sequences of linear subspaces [1], [9]. They can equivalently be described as
sequences of mutually orthogonal incremental subspaces whose partial sums generates the nested sequence.
Flag manifolds have recently been a rising subject of interest in statistical machine learning for generalizing
Grassmanians and handling multiple subspaces at the same time, as in [11]. It was also recently shown that
Principal Component Analysis (PCA) can be rephrased as an optimization on the Flag. One of the novelty of
[14] is to realize that the nested sequence of linear subspaces actually optimizes a criterion on the flag manifold:
the accumulated unexplained variance (AUV). On this basis, new robust variants like the minimal accumulated
unexplained p-variance have been proposed, even for manifold-valued data [13].

The ubiquitous appearance of flags in other domains such as numerical analysis exemplified in [15] led these
authors to develop the mathematical tools for Riemannian optimization algorithms on the flag manifold. This
landmark paper describes flag spaces in multiple ways with different geometric structures. However, it is not
always easy to disentangle what is due to each structure. In this paper, we clarify the structure of flag manifolds
as Riemannian submersions from the orthogonal group. In that purpose, we develop the general setting described
at the beginning of this introduction and prove that flag manifolds fall within this framework.

For an arbitrary compact Lie group G endowed with a bi-invariant metric gG, the key point is the decomposi-
tion of smooth vector fields as linear combination of left-invariant vector fields with coefficients which are smooth
functions on G. Now, the manifold (B, gB) which we study is a Riemannian submersion from (G, gG). Applying
O’Neill’s formula [12], we derive notably the Levi-Civita connection and the curvature tensors of (B, gB). In
particular, we obtain closed-forms of these Riemannian objects in the case of flag manifolds.

In Section 2, we describe the general framework and the basic geometry of (B, gB). Then, in Section 3, we
prove that flag manifolds can be placed inside this setting. Finally, in Section 4, we establish the formulas for
the Levi-Civita connection and the curcurvature tensors of (B, gB).

2 The general framework

Theorem 1. Let B be a subset of a manifold M . Let G be a compact lie group, endowed with a bi-invariant
metric gG, which acts smoothly from the left on M . For p ∈M , let K(p) be its isotropy group. Assume that
(i) B is the orbit of some p0 ∈M .
(ii) The action of K(p0) on G by right-multiplication is isometric.
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Let ψ : G −→ G/K(p0) be the canonical map and π the map defined by π : G −→ B and π(Q) = Q · p0. Then,
(1) B is an embedded submanifold of M and π induces a diffeomorphism π : G/K(p0) ≃ B such that π ◦ ψ = π.
(2) The quotient metric gG on G/K(p0) is well-defined and π is a Riemannian submersion from (G, gG) onto
(B, gB) ,where gB := π∗g

G.
(3) (G, π,B,K(p0)) is a principal fiber bundle, i.e. with typical fiber the Lie group K(p0).

This is represented by the following diagram.

G

ψ

��

π

&&▲
▲

▲

▲

▲

▲

▲

▲

▲

▲

▲

G/K(p0)
π

∼
// B →֒ M

Proof. (1) is standard: See Proposition A.2. in [3]. For (2), by section 29.21 in [8], (ii) implies that gG is
well-defined and that ψ is a Riemannian submersion from (G, gG) onto (G/K(p0), g

G). Finally, (3) is a direct
consequence of Lemma 18.3 in [8]. Indeed, K(p0) acts freely on G by right-multiplication and the orbits of this
action are the fibers of π.

Remark 1. It is not necessary in the proof of Theorem 1 to assume that gG is bi-invariant. However we use
this condition later, so we suppose it from the beginning.

2.1 Vertical and horizontal parts

Denote by e the neutral element of G and, for Q̃ ∈ G, by LG

Q̃
the left-translation by Q̃ in G: for all Q ∈ G,

LG

Q̃
(Q) = Q̃Q. Let g be its Lie algebra. Set N := dim(g) = dim(G). For all Ω,Ω′ ∈ g, set

JΩ,Ω′K := ge (Ω,Ω
′) .

When G is a matrix Lie group, i.e. G ⊂ GLn(R) for n ≥ 1, g =Mn(R) and

JΩ,Ω′K := ΩΩ′ − Ω′Ω.

For all Q ∈ G, the vertical and horizontal subspaces in TQG are respectively V πQ := ker(dπ)Q and Hπ
Q :=

(
V πQ
)⊥

.
We also introduce the linear projections verπQ : TQG −→ V πQ and horπQ : TQG −→ Hπ

Q. The next lemma states
that the vertical and horizontal parts are invariant wrt left-translations in G.

Lemma 1. For Q, Q̃ ∈ G and ∆ ∈ TQG, set Q̃∗(∆) :=
(
dLG

Q̃

)

Q
(∆). Then, for all Ω ∈ g,

verπ
Q̃Q

((
Q̃Q

)

∗
Ω
)
= Q̃∗ver

π
Q (Q∗Ω) (2.1)

and
horπ

Q̃Q

((
Q̃Q
)

∗
Ω
)
= Q̃∗hor

π
Q (Q∗Ω) . (2.2)

Proof. G acts from the left on B ⊂M , so that for all Q, Q̃ ∈ G, Q̃ · (Q · p0) = (Q̃Q) · p0, i.e. Q̃ · π(Q) = π(Q̃Q).

This means that LB

Q̃
◦ π = π ◦ LG

Q̃
, where, for any p ∈ B, LB

Q̃
(p) := Q̃ · p. This implies that for any Q∗Ω ∈ TQG,

(
dLB

Q̃

)

π(Q)

(
(dπ)Q (Q∗Ω)

)
= (dπ)LG

Q̃
(Q)

((
dLG

Q̃

)

Q
(Q∗Ω)

)
= (dπ)

Q̃Q

(
Q̃∗ (Q∗Ω)

)
.

Since
(
dLB

Q̃

)

π(Q)
is an isomorphism, we deduce that: Q∗Ω ∈ V πQ ⇐⇒ Q̃∗ (Q∗Ω) ∈ V π

Q̃Q
. Since gG is a

left-invariant metric, this latter equivalence implies the following one: Q∗Ω ∈ Hπ
Q ⇐⇒ Q̃∗ (Q∗Ω) ∈ Hπ

Q̃Q
. Now,

Q∗Ω = verπQ (Q∗Ω) + horπQ (Q∗Ω) =⇒
(
Q̃Q

)

∗
Ω =

(
Q̃
)

∗
verπQ (Q∗Ω) +

(
Q̃
)

∗
horπQ (Q∗Ω) . (2.3)

By the preceding equivalences, (2.3) yields the decomposition of
(
Q̃Q

)

∗
Ω into its vertical and horizontal parts

in T
Q̃Q

G, which concludes the proof.
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2.2 Basic geometry of the base

Recall that for p ∈ B and Q ∈ π−1(p), the restriction of (dπ)Q to Hπ
Q is an isomorphism between Hπ

Q and TpB.

For ∆ ∈ TpB, the horizontal lift wrt π of ∆ at Q is denoted by ∆♯
Q. It is the unique vector in Hπ

Q whose image

by (dπ)Q is ∆. Then, gB is defined by

gBp (∆, ∆̃) = gGQ(∆
♯
Q, ∆̃

♯
Q). (2.4)

Proposition 1. (B, gB) is a complete Riemannian manifold and the geodesic in B through p in the direction ∆
is of the form

t 7→ π
(
LG

Q

(
exp

g

(
t
(
Q−1

)
∗
∆♯
Q

)))
,

where Q ∈ π−1(p) and exp
g
: g −→ G is the Lie group exponential map of G.

Proof. Since G is compact, B is complete and by the Hopf-Rinow theorem, (B, gB) is complete. Since gG is
bi-invariant, the geodesics of (G, gG) are left-translates of one-parameter subgroups of G. Now, by Lemma 1,(
Q−1

)
∗
∆♯
Q ∈ Hπ

e . So, the curve t 7→ LG

Q

(
exp

g

(
t
(
Q−1

)
∗
∆♯
Q

))
is the horizontal geodesic in G through Q, in

the direction ∆♯
Q. Thus, its image by π is indeed the geodesic in B through p in the direction ∆.

3 A new representation of flag manifolds

3.1 Some usual representations of flag manifolds

A flag of vector spaces in Rn is a filtration V of subspaces V0 = {0} ⊂ V1, . . . ⊂ Vr = Rn. For all 1 ≤ i ≤ r, let
Wi be the orthogonal complement of Vi−1 in Vi. Then, (Wi)1≤i≤r is a sequence of mutually orthogonal linear
subspaces of Rn, called the incremental subspaces representation of the flag V . The sequence I = (qi)1≤i≤r , where
qi := dim(W i), is called the type of V . The set of all flags of type I is denoted by ΦI.

On one hand, ΦI is represented as follows: see [15]. For 1 ≤ q ≤ n, we denote by Gqn the Grassmannian of all
linear subspaces of dimension q of Rn and we identify Gqn with orthogonal projectors. Then, we define the product

GI of Grassmanians associated to the type I by GI :=
r∏
i=1

Gqin . In this projector perspective, ΦI is identified with

the submanifold F I of GI defined by

F I :=
{
P = (Pi)1≤i≤r ∈ GI : P 2

i = Pi = PTi , PiPj = 0, i 6= j
}
. (3.1)

On the other hand, in [10], the following representation of ΦI is considered. Let (λi)1≤i≤r be distinct real
numbers. Consider the diagonal matrix D0 = Diag [λ1Iq1 , ..., λrIqr ], where Iqi is the identity matrix of order qi,
and the left-action of the orthogonal group O(n) on Symn defined by Q ·S := QSQT . Then, ΦI is identified with
O(n) · D0 ⊂ Symn, i.e. the orbit of D0. Set

O(I) :=
r∏

i=1

O(qi).

Then, through this representation, ΦI is an embedded submanifold of Symn which is diffeomorphic to O(n)/O(I).

A similar formalism is developed in [3] to study the geometry of Gqn. Namely, consider the projector P0 :=
Diag [Iq, 0n−q] ∈ Symn. Then, Gqn is the orbit of P0 under the same action of O(n) on Symn and the map
πq : O(n) −→ Gqn defined by πq : Q 7−→ Q · P0 is a Riemannian submersion. Therefore, the geometry of Gqn is
described in terms of that of O(n).
In this paper, we prove that F I is the orbit a fixed flag P0 under a suitable action of O(n) on GI. Analogously
to the case of Gqn, the combination of the projector perspective and the Riemannian submersion setting allows
to derive results on the geometry of the flag manifold F I.
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3.2 Flag manifolds in the general framework

The compact Lie group O(n) is endowed with the bi-invariant metric gO defined by

gOQ

(
∆, ∆̃

)
:=

1

2
tr
(
∆T ∆̃

)
, Q ∈ G, ∆, ∆̃ ∈ TQO(n).

The group O(n) acts smoothly on GI by (Q,P) 7→ Q · P :=
(
QP1Q

T , ..., QPrQ
T
)
. Introduce the standard flag

P I
0 :=

(
P i0
)
1≤i≤r

∈ F I, where

P i0 := Diag [0q1 , ..., Iqi , ..., 0qr ] , 1 ≤ i ≤ r.

Clearly, the isotropy group of P I
0 is isomorphic to O(I). Now, this action stabilizes F I, so that we may consider

the map πI : O(n) −→ F I defined by

πI (Q) = Q · P I
0 =

(
QP 0

i Q
T
)
1≤i≤r

.

Proposition 2. F I satisfies the conditions of Theorem 1 with M = GI, G = O(n), gG = gO, p0 = P0 and
K(p0) = O(I). So, the map πI is a Riemannian submersion and induces a principal bundle structure over F I.

Proof. We need to prove that (i) and (ii) of Theorem 1 hold. For any P = (Pi)1≤i≤r ∈ F I, let Q ∈ O(n) such
that for all 1 ≤ i ≤ r, its i-th block Q(i) of columns is an orthonormal basis of Im(P i). Then, for all 1 ≤ i ≤ r,
Q−1PiQ = P i0 and

(
QP 1

0Q
T , ..., QP r0Q

T
)
= P . This proves that the orbit of P0 is F I, i.e. (i) holds. Since the

metric gO is right-invariant, (ii) holds.

3.3 Basic geometry of flag manifolds

3.3.1 Tangent spaces

For any P = (Pi)i ∈ F I, the tangent space TPF
I is a linear subspace of TPG

I =
⊕r

i=1 TPi
Gi. By differentiating

the relation PiPj = 0 in (3.1), we obtain that

TPF
I =

{
∆ = (∆i)1≤i≤r ∈ TPG

I : ∀ i 6= j, ∆iP j + P i∆j = 0
}
. (3.2)

Lemma 2. For all Q ∈ O(n) and QΩ ∈ TQO(d) with Ω ∈ so(n),

(
dπI
)
Q
(QΩ) =

(
Q
[
Ω, P i0

]
QT
)
i
.

Proof. Let γ : [0, 1] −→ O(n) be a smooth curve with γ(0) = Q and γ′(0) = QΩ. Then,

(
dπI
)
Q
(QΩ) =

d

dt

∣∣∣∣
t=0

πI (γ(t)) =

(
d

dt

∣∣∣∣
t=0

γ(t)P i0γ(t)
T

)

i

.

Now ΩT = −Ω. So, for all 1 ≤ i ≤ r,

d

dt

∣∣∣∣
t=0

γ(t)P i0γ(t)
T = (QΩ)P i0Q

T +QP i0 (QΩ)
T
= Q

[
Ω, P i0

]
QT .

By Lemma 2, for any Q ∈ O(n), V π
I

Q =
{
QΩ ∈ TQO(d) :

[
Ω, P i0

]
= 0, 1 ≤ i ≤ r

}
. The computation of

[
Ω, P i0

]

implies that

V π
I

Q = {QDiag [Ωii] : Ωii ∈ so(qi), 1 ≤ i ≤ r} .

Therefore,

HπI

Q =
{
QΩ : Ω ∈ so(n), Ω̃ii = 0, 1 ≤ i ≤ r

}
.

In particular, we recover that dim
(
F I
)
= dim

(
HπI

Q

) ∑
i>j

qiqj .
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3.3.2 Horizontal lifts

Lemma 3. For all Ω ∈ so(n),

horπ
I

e (Ω) =
1

2

r∑

i=1

JJΩ, P i0K, P
i
0K.

Proof. This is a consequence of computations of block-matrices in so(n), partitioned wrt the type I.

Proposition 3. For all P = (Pi)i ∈ F I, ∆ = (∆i)i ∈ TPF
I and Q ∈

(
πI
)−1

(P),

∆♯
Q =

1

2

(
r∑

i=1

J∆i, PiK

)
Q.

Proof. This follows from the preceding Lemma and the description of the tangent spaces to F I.

3.3.3 Metric, geodesics and Exponential map

For P = (Pi)i ∈ F I and ∆, ∆̃ ∈ TPF
I,

gF
I

P

(
∆, ∆̃

)
=

1

4

∑

i,j

gOe

(
J∆i, PiK, J∆̃j , PjK

)

Remark 2. This metric should be compared with that of [15], which is the restriction of that of GI.

Proposition 4. For P = (Pi)i ∈ F I and ∆ = (∆i)i ∈ TPF
I, the geodesic of F I starting at P in the direction ∆

is of the form t 7−→ πI
(
Q expm

(
tQTΩQ

))
, where expm is the matrix exponential and

Ω =
1

2

r∑

i=1

J∆i, PiK.

Then,

ExpF
I

P (∆) =
(
expm

(
Ω
)
Pi expm

(
−Ω
))
i
. (3.3)

Proof. Since Ω = QTΩQ and QP 0
i Q

T = Pi, the following computation implies that (3.3) holds:

ExpF
I

P (∆) = πI
(
Q expm

(
QTΩQ

))
= πI

((
expm

(
Ω
))
Q
)
=
(
expm

(
Ω
)
QP 0

i Q
T expm

(
Ω
))
i
.

Remark 3. This should be compared with the Exponential map in [15].

Remark 4. There exist some algorithms for computing the Riemannian Logarithm of Riemannian submersions.

4 Levi-Civita connection and curvature

Throughout the sequel, in order to alleviate the notations, we assume that G is a matrix Lie group, that is

G ⊂ GLn(R), for n ≥ 1. This means that LG

Q̃
and

(
dLG

Q̃

)

Q
are both replaced by left-multiplication by Q̃. The

results obtained under this assumption can easily be generalized to an arbitrary compact Lie group.

We shall make use, at times, of the following assumption.

Assumption 1. For all Ω,Ω′ ∈ Hπ
e , JΩ,Ω′K ∈ V πe .
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4.1 Decomposition of vector fields

The idea is to decompose any smooth vector field on G into a linear combination of left-invariant vector fields
with coefficients which are smooth functions on G. This is possible thanks to the following tool.

Proposition 5. A 1-form ω on a manifold M is smooth if and only if for every smooth vector field X on M,
the function ω(X) is smooth on M .

Proof. We omit the proof. This is standard.

Corollary 1. Let (ǫk)1≤k≤N be any basis of g. Let (Ek)k be the left-invariant vector fields on G, defined by
Ek(Q) = Q∗ǫk, for Q ∈ G. Then, for any U ∈ X (G) and Q ∈ G,

UQ =

N∑

k=1

uk(Q)Ek(Q) = Q∗

(
N∑

k=1

uk(Q)ǫk

)
,

where the uk’s are smooth functions on G. Let U : G −→ g be the map defined by

U(Q) =
(
Q−1

)
∗
UQ =

N∑

k=1

uk(Q)ǫk.

Then, U is a smooth map. Furthermore,

(
dU
)
Q
=

N∑

k=1

(duk)Q ǫk.

Proof. Apply Proposition 5.

4.2 Levi-Civita connection

Proposition 6. Let U, V ∈ X (G). Then,

(
∇G

UV
)
Q
= Q

(
dV
)
Q
(UQ) +

Q

2
JU(Q), V (Q)K. (4.1)

Proof. First, for 1 ≤ k ≤ ℓ ≤ N , Ek and Eℓ are livf’s. So, for any Q ∈ G,

(
∇G

Ek
Eℓ
)
Q
=

1

2
[Ek, Eℓ]

G

Q =
Q

2
Jǫk, ǫℓK. (4.2)

Now, in order to derive (4.1), decompose U and V as U =
N∑
k=1

ukEk and V =
N∑
ℓ=1

vℓEℓ. Then, apply the Leibniz

rule and conclude by (4.2).

Proposition 7. Let X,Y ∈ X (B) and b ∈ B. Then, for any Q ∈ π−1(b),

(
∇B

XY
)
b
= (dπ)Q

(
Q
(
dY ♯

)

Q

(
X♯(Q)

))
+

1

2
(dπ)Q

(
QJX♯(Q), Y ♯(Q)K

)
. (4.3)

Suppose that Assumption 1 holds. Then,

(
∇B

XY
)
b
= (dπ)Q

(
Q
(
dY ♯

)

Q

(
X♯(Q)

))
. (4.4)

Proof. Since π is a Riemannian submersion, we have that
(
∇B
XY
)
b
= (dπ)Q

((
∇G

X♯Y
♯
)
Q

)
. So (4.3) follows from

(4.1). For the second part, Assumption 1 implies that for all Q ∈ G, JX♯(Q), Y ♯(Q)K ∈ Verπe . Now, by Lemma

1, for all Q ∈ G, QJX♯(Q), Y ♯(Q)K ∈ VerπQ.
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4.3 Curvature

Throughout the sequel, we assume that {ǫk : 1 ≤ k ≤ N} is an orthonormal basis of g such that
{
ǫk : 1 ≤ k ≤ Nh

}

is an orthonormal basis of Hπ
e and

{
ǫk : Nh + 1 ≤ k ≤ N

}
is an orthonormal basis of V πe . Since gG is a left-

invariant metric, for all Q ∈ G,
{
Ek(Q) : 1 ≤ k ≤ Nh

}
and

{
Ek(Q) : Nh + 1 ≤ k ≤ N

}
are respectively orthonor-

mal basis of Hπ
Q and V πQ .

4.3.1 (0, 4) curvature tensor

Lemma 4. For any X,Y, Z,W ∈ X (B) and Q ∈ G,

RG

Q

(
X♯, Y ♯, Z♯,W ♯

)
=

1

4
gGe

(
JX♯(Q), Y ♯(Q)K, JZ♯(Q),W ♯(Q)K

)
.

Proof.

Lemma 5. For any X,Y ∈ X (B) and Q ∈ G,

verπQ

([
X♯, Y ♯

]G
Q

)
= Qverπe

(
JX♯(Q), Y ♯(Q)K

)
.

Proof. For any U, V ∈ X (G),

[U, V ]
G
=

N∑

k,ℓ=1

[ukEk, vℓEℓ]
G
=

N∑

k,ℓ=1

uk(Ek · vℓ)Eℓ + uℓ(Eℓ · vk)Ek + ukvℓ [Ek, Eℓ]
G
.

Since X♯ and Y ♯ are horizontal vector fields, the choice of the basis {ǫk : 1 ≤ k ≤ N} of g implies that

[
X♯, Y ♯

]G
=

Nh∑

k,ℓ=1

x♯k(Ek · y
♯
ℓ)Eℓ + x♯ℓ(Eℓ · y

♯
k)Ek + x♯ky

♯
ℓ [Ek, Eℓ]

G .

So, for any Q ∈ G,

verπQ

([
X♯, Y ♯

]G
Q

)
=

Nh∑

k,ℓ=1

x♯k(Q)y♯ℓ(Q)verπQ

(
[Ek, Eℓ]

G

Q

)
.

Now, by Lemma 1,

verπQ

(
[Ek, Eℓ]

G

Q

)
= verπQ (QJǫk, ǫℓK) = Qverπe (Jǫk, ǫℓK) .

Therefore,

verπQ

([
X♯, Y ♯

]G
Q

)
= Q

Nh∑

k,ℓ=1

x♯k(Q)y♯ℓ(Q)verπe (Jǫk, ǫℓK) = Qverπe

(
JX♯(Q), Y ♯(Q)K

)
.

Proposition 8. For any X,Y, Z,W ∈ X (B), set

RB(X,Y, Z,W ) := gG
(
verπ

([
X♯, Y ♯

]G)
, verπ

([
Z♯,W ♯

]G))
.

Then, for all b ∈ B and any Q ∈ π−1(b),

RB

b (X,Y, Z,W ) =
1

4
gGe

(
JX♯(Q), Y ♯(Q)K, JZ♯(Q),W ♯(Q)K

)
+

1

2
RB

b (X,Y, Z,W )−
1

4
RB

b (Y, Z,X,W )−
1

4
RB

b (Z,X, Y,W ).

where
RB

b (X,Y, Z,W ) := gGe

(
verπe

(
JX♯(Q), Y ♯(Q)K

)
, verπe

(
JZ♯(Q),W ♯(Q)K

))
.

Proof. By O’Neill’s formula,

RB (X,Y, Z,W ) = RG
(
X♯, Y ♯, Z♯,W ♯

)
+

1

2
RB(X,Y, Z,W )−

1

4
RB(Y, Z,X,W )−

1

4
RB(Z,X, Y,W ). (4.5)

The first term of (4.5) is provided by Lemma 4. By Lemma 5, the other terms of (4.5) are given by

RB

b (X,Y, Z,W ) = gGe

(
verπe

(
JX♯(Q), Y ♯(Q)K

)
, verπe

(
JZ♯(Q),W ♯(Q)K

))
.
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4.3.2 (1, 3) curvature tensor

Recall that
{
ǫk : 1 ≤ k ≤ Nh

}
is an orthonormal basis of Hπ

e G. Now, for any b ∈ B and fixed Q ∈ π−1(b), set

wk(b) := (dπ)Q(Qǫk) ∈ TbB.

Since the metric gG is left-invariant and π is a Riemannian submersion,
{
wk(b) : 1 ≤ k ≤ Nh

}
is an orthonormal

basis of TbB. So, for the (3, 1) curvature tensor RB (X,Y )Z, for any b ∈ B,

RB

b (X,Y )Z =

Nh∑

k=1

gBb
(
RB

b (X,Y )Z,wk(b)
)
wk(b)

=

Nh∑

k=1

RB

b (X,Y, Z,Wk)wk(b),

whereWk is any vector field such that (Wk)b = wk(b). For any b ∈ B and fixed Q ∈ π−1(b), Proposition 8 provide
the value at b of the tensor RB in function of that of the vector fields:

RB

b (X,Y, Z,Wk) = ρb (Xb, Yb, Zb, (Wk)b) .

Therefore,

RB

b (X,Y )Z =
Nh∑

k=1

ρb (Xb, Yb, Zb, wk(b))wk(b).

4.3.3 Sectional curvature

Proposition 9. Let X,Y ∈ X (B) be orthonormal vector fields. Then, for all b ∈ B and Q ∈ π−1(b),

KB

b (X,Y ) =
1

4

∥∥∥JX♯(Q), Y ♯(Q)K
∥∥∥
2

e
+

3

4

∥∥∥verπe
(
JX♯(Q), Y ♯(Q)K

)∥∥∥
2

e
. (4.6)

Suppose that Assumption 1 holds. Then, for all b ∈ B and Q ∈ π−1(b),

KB

b (X,Y ) =
∥∥∥JX♯(Q), Y ♯(Q)K

∥∥∥
2

e
. (4.7)

Proof. By O’Neill’s formula,

KB

b (X,Y ) = KG

P (X,Y ) +
3

4

∥∥∥verπQ
([
X♯, Y ♯

]G
Q

)∥∥∥
2

Q
.

Then, Lemmas 5 and 4 combined to the left-invariance of the metric gG imply (4.6), and (4.7) follows readily.

4.4 The case of Grassmannians and flag manifolds

First, notice that the Frobenius metric is bi-invariant, so that the metric considered on O(d) is.

Let X,Y ∈ X (F I). For any P ∈ F I and Q ∈ (πI)−1(P),

JX♯(Q), Y ♯(Q)K =
1

4
QTΩX,YP Q,

where

ΩX,YP :=




∑

i,j

JJXi(P), PiK, JYj(P), PjKK



 ∈ so(n).

Lemma 6. Assumption 1 holds for Gqn but not for F I.

Proof. This follows from simple computations in so(n).
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4.4.1 Levi-Civita connection of Grassmannians and flag manifolds

Proposition 10. For any X,Y ∈ X (Gqn) and P ∈ Gqn, Q ∈ (πm)−1(P ),

(
∇
Gq

n

X Y
)

P
= (dπm)Q

(
Q
(
dY ♯

)

Q

(
X♯(Q)

))
,

where X♯(Q) = JX(πm(Q)), πm(Q)KQ and Y ♯(Q) = QT JY (πm(Q)), πm(Q)KQ ∈ so(n).

Proof. Since Assumption 1 holds for Gqn, the result follows readily from (4.4).

We obtain an expression of the latter when X and Y are defined through charts of Gqn.

Proposition 11. For any X,Y ∈ X (F I) and P ∈ F I, Q ∈
(
πI
)−1

(P),

(
∇F I

X Y
)

P
=
(
dπI
)
Q

(
Q
(
dY ♯

)

Q

(
X♯(Q)

))
+

1

8
(dπI)Q

(
ΩX,YP Q

)
.

where X♯(Q) = 1
2

(
r∑
i=1

JXi(π
I(Q)), πI(Q)K

)
Q and Y ♯(Q) = 1

2Q
T

(
r∑
i=1

JYi(π
I(Q)), πI(Q)K

)
Q ∈ so(n).

Proof. Apply Proposition 7.

4.4.2 Curvature of Grassmannians and flag manifolds

This general framework allows us to recover the sectional curvature of Grassmannians, given in Proposition 4.1.
of [3].

Proposition 12. Let X,Y ∈ X (Gqn) be orthonormal vector fields. Then, for all P ∈ Gqn and Q ∈ π−1(P ),

K
Gq

n

P (X,Y ) = ‖JXP , YP K‖
2
e .

Proof. First, notice that the statement makes sense. Indeed, for all P ∈ Gqn, JXP , YP K ∈ so(n). Now, the result
follows from (4.7), since Assumption 1 holds for Grassmannians.

Proposition 13. Let X,Y ∈ X (F I). Then, for all P ∈ F I,

KF
I

P (X,Y ) =
1

16

(∥∥∥ΩX,YP

∥∥∥
2

e
+ 3

∥∥∥verπ
I

e

(
ΩX,YP

)∥∥∥
2

e

)
,

where for any Ω ∈ so(n),

verπ
I

e (Ω) = Ω−
1

2

r∑

i=1

JJΩ, P i0K, P
i
0K.

Proof. This is a consequence of (4.6).
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