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ABSTRACT

The main objective of the ADMIRE project! is the creation of an
active I/O stack that dynamically adjusts computation and storage
requirements through intelligent global coordination, the elasticity
of computation and I/O, and the scheduling of storage resources
along all levels of the storage hierarchy, while offering quality-
of-service (QoS), energy efficiency, and resilience for accessing
extremely large data sets in very heterogeneous computing and
storage environments. We have developed a framework prototype
that is able to dynamically adjust computation and storage require-
ments through intelligent global coordination, separated control,
and data paths, the malleability of computation and I/O, the sched-
uling of storage resources along all levels of the storage hierarchy,
and scalable monitoring techniques. The leading idea in ADMIRE is
to co-design applications with ad-hoc storage systems that can be
deployed with the application and adapt their computing and I/O
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behaviour on runtime, using malleability techniques, to increase the
performance of applications and the throughput of the applications.

CCS CONCEPTS

« Software and its engineering — Development frameworks
and environments; Massively parallel systems; - Computer
systems organization — Multiple instruction, multiple data.

KEYWORDS

High-Performance I/O, Malleability, , Monitoring, Scheduling algo-
rithms, Predictive models
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1 INTRODUCTION

The growing need to process vast data sets is one of the main dri-
vers for building Exascale HPC systems today. However, the flat
storage hierarchies found in classic HPC architectures no longer sat-
isfy the performance requirements of data-processing applications.
Uncoordinated file access in combination with limited bandwidth
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makes the centralized back-end parallel file system a severe bot-
tleneck. At the same time, emerging multi-tier storage hierarchies
can potentially remove this barrier. But maximizing performance
still requires careful control to avoid congestion and balance com-
putational with storage performance. Unfortunately, appropriate
interfaces and policies for managing such an enhanced I/O stack
are still lacking.

The main objective of the ADMIRE project is to establish this
control by creating an adaptive I/O stack that dynamically adjusts
computation and storage requirements through intelligent global
coordination, the malleability of computation and I/O, and the
scheduling of storage resources along all levels of the storage hi-
erarchy. To achieve this, we have developed a software-defined
framework based on the principles of scalable monitoring and con-
trol, separated control and data paths, and the orchestration of
critical system components and applications through embedded
control points. The leading idea is to co-design applications with
ad-hoc storage systems that can be deployed with the application
and adapt the computing and I/O behaviour at runtime by using
malleability techniques. Our software-only solution will allow the
throughput of HPC systems and the performance of individual
applications to be substantially increased — and consequently, en-
ergy consumption to be decreased — by taking advantage of fast
and power-efficient node-local storage tiers using novel, European
ad-hoc storage systems and in-transit/in-situ processing facilities.
Furthermore, our enhanced I/O stack will offer quality-of-service
(QoS) and resilience.

The ADMIRE project consortium includes 14 partners, some of
them are major supercomputing centers such as BSC, JSC, CINECA,
KTH, and PNSC.

2 ADMIRE FRAMEWORK ARCHITECTURE

Figure 1 shows the primary components of the framework and
the use cases that we will co-design to assess the feasibility of our
solutions. It also shows how the information, data, and controls, are
exchanged between the components. As may be seen, the heart of
the framework is the intelligent controller, a distributed control sys-
tem integrating monitoring data from the system and applications
and applying performance models and predictive Al techniques
to make decisions to reshape the application and ad-hoc storage
systems configuration on runtime. The Data Scheduler is respon-
sible for the deployment and configuration of the Ad-hoc Storage
System, the specification of Quality-of-Service metrics, and the
implementation of I/O and data scheduling policies. The Malleabil-
ity Manager determines and suggests malleable actions related to
each running application and ad-hoc storage system. These actions
may produce the reconfiguration of processes/threads of a specific
application or the deployment/removal of one or more instances of
the Ad-hoc Storage System to better balance the computation and
I/O requirements.

The storage subsystem is represented in the upper part of the
figure and consists of the Ad-hoc and Backend Storage Systems.
The former is responsible for providing each application with an ad-
hoc high-performance storage system tailored to the application’s
characteristics. The latter one (Backend Storage) represents the
parallel file system used by the HPC platform (e.g., Lustre).
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The applications that are being executed in the platform are
shown in the left part of Figure 1. ADMIRE-enabled applications
can provide user-defined application-specific information to the
system to aid the identification of I/O patterns and reconfiguration-
safe states in which malleability commands can be executed.

Both applications and storage systems are monitored by the Sens-
ing and Profiling component, which is responsible for collecting
system-wide performance metrics at the compute node level that
will be stored in an internal database. This component is responsible
for generating the performance model of each application, which
will be used to support the Malleability Manager and Intelligent
Controller in finding the most appropriate scheduling policy. A
Monitoring Manager leverages the information stored in the data-
base to generate performance models related to (1) each running
application, (2) all storage systems (both ad-hoc and backend), and
(3) the compute nodes.
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Figure 1: High-level architecture of ADMIRE framework.

3 THE INTELLIGENT CONTROLLER

The heart of ADMIRE is the Intelligent Controller (IC) that allows
joining cross-layer information from systems, applications, and
users to optimise the throughput of the system and the perfor-
mance of the applications. The IC communicates with other system
components (such as the monitor, applications, job scheduler, etc.)
through control points defined for each. It is in charge of coordinat-
ing their tasks. The control plane will then steer the main active
components.

The IC has different roles. The first one is to collect the cur-
rent system status using the information collected from Slurm, the
Monitoring Manager, the storage systems, and the applications.
It includes combined information about the hardware status, the
existing running applications, and the storage. The second role
of the IC is to generate performance models of these components
and use them to predict potential performance bottlenecks in the
system. These models will be used to design a schedule solution,
which will also consider the suggestions provided by the Malleabil-
ity Manager and the Data Scheduler. Finally, the other central role
of the IC is coordinating the actions taken by other ADMIRE com-
ponents. Examples of these actions are (1) to activate/deactivate
each application monitoring and (2) to send the malleable decisions
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to the Data Scheduler or the applications in case of I/O-related
or application-related decisions, respectively. Figure 2 shows the
control flow of applications in the ADMIRE framework and the role
of the Intelligent Controller.

To accomplish the former roles, the IC is designed as a multi-
criteria distributed component that integrates cross-layer data to
have a holistic view of the system. The IC will also make intelligent
analyses to adapt dynamically the system to current and future
workloads to increase its throughput. It will enable the global or-
chestration of the Exascale system components through an intelli-
gent dynamic control plane. In this way, the IC interoperates with
the Monitoring Manager, the Applications, the Resource Manager
(Slurm), the Malleability Manager, the Data Scheduler, and the data
plane through predefined control points and interfaces.

The analytics component improves Computing and I/O sys-
tem behaviour and facilitates anticipatory decisions for resource
allocation based on the knowledge collected from the I/O systems,
applications, and the batch system. The IC will collect information
provided by the monitoring system, which will be analyzed using
novel data-centric machine-learning techniques to predict applica-
tion and system behaviour. It also obtains additional information
from the historical job records of previous runs. In this context, the
analytics component of the IC will holistically integrate and analyze
cross-layer system data to dynamically and intelligently steer the
system to tune I/O performance at the system scale. The strategy
of this component consists of training model classifiers that can
handle jobs with heterogeneous I/O patterns, detect congestion,
perform resource provisioning, and perform anomaly detection that
will help the IC to identify and predict potential risks and failures
of applications.

The IC scheduler leverages and combines (1) the performance
models generated by the Analytic component, (2) the malleability
suggestions provided by the Malleability Manager, and (3) the I/O
scheduling solutions obtained from the Data Scheduler component.
It generates a new scheduling solution using multi-criteria objective
trade-offs such as response time vs throughput vs energy consump-
tion (utilizing machine learning algorithms) and considering the
current state of the platform, the processes, and their near future
state. The multi-criteria goals will be provided either by the system
administrator or by the job when submitted.

The IC also provides application support to achieve an intelli-
gent tuning of parallel applications on runtime through the control
points. Some services designed are: dynamically enable/disable
control domains by activating/deactivating control agents; provide
an open API for the implementation of new control algorithms;
call the monitoring and profiling service to find out system and
applications I/O state information; allowing insertion of process-
ing rules on incoming data such as filters for supporting dynamic
in-situ/in-transit processing. Each active component will expose
a series of parameters that are to be configured in a control point
(e.g., the number of servers to stripe a file, the block size, etc.). The
algorithm in each control point will perform a series of actions
targeted to drive the system towards the desired goal. These ac-
tions include: finding out the system state based on the monitoring
service, inserting processing rules on incoming data such as filters,
communicating with control agents, and taking reconfiguration
decisions.
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The Malleability Manager component and the Data Scheduler
are presented in more detail in the next sections.

All communications between the IC, ADMIRE components, and
applications are implemented in libicc with remote procedure calls
(RPCs), a paradigm that local calls are executed on remote resources
using Mercury and Margo frameworks, both well in use in the HPC
community. Mercury is an RPC library specifically designed for
high-performance computing (HPC) systems. Margo is a newer C
library built on top of Mercury and the Argobots user-level thread-
ing framework. Both Mercury and Margo are actively developed
under the umbrella of the Mochi project, a collaboration between
Argonne National Laboratory, Los Alamos National Laboratory,
Carnegie Mellon University, and the HDF Group. These libraries
have been chosen for the ADMIRE project because they couple a
low overhead with portability and abundant documentation. Both
of them are also available under a free license.

4 HOLISTIC MONITORING

Figure 3 shows the architecture of the monitoring facilities de-
veloped in ADMIRE. In order to create a feedback loop between
the application state and its expression on a parallel machine, it
is crucial to deploy a dedicated measurement infrastructure. For
this reason, early in the Admire project, a new measurement in-
frastructure was devised, specifically targeting the malleability use
case. Its first peculiarity is being always-on, constantly observing
how programs run. Consequently, measurements have to be low-
overhead and performance data must be carefully chosen to avoid
data-management issues. To match these requirements, node-level
monitoring is done with the LIMITLESS monitoring tool which
features a Tree-Based Overlay Network. Such a network enables the
runtime reduction of performance data, tracking a whole machine
at a single point, in close to real-time. On the application side, we
performed our instrumentation (1) at the level of the programming
interfaces (API) and (2) inside the various ad-hoc storage featured
in the project. As far as POSIX I/Os are concerned, we relied on
strace to perform dynamic attach and detach when more verbose
data are needed.

As malleability is all about the temporal behaviour of a given pro-
gram, we retained primarily temporal measurements. To do so, we
leveraged a proven cloud technology: the Prometheus Time-Series
Data-Base (TSDB), that allows to aggregate counters from multiple
data sources (exporters). These counters are then aggregated over
time in the TSDB, which then features a rich REST interface for
data consumption. Prometheus periodically pulls data from the
various exporters by issuing HTTP requests. As HTTP was not
practical to track a large changing set of MPI processes, we devel-
oped a specifically tailored aggregating push gateway, relying on
UNIX sockets. This push gateway, called the TAU metric proxy, acts
as a proxy between the data sources and the Prometheus TSDB.
Prometheus only polls the proxy and thus a single endpoint. Deal-
ing with the MPI process they however push their data in the proxy
- simplifying the wiring process.

Due to the verbosity of temporal data, we only generate such time
series at node level — conversely to per job level. Yet, job-level data
are also important, particularly to generate per-job models such
as scaling. To this purpose, we implemented a systematic profiling
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Figure 3: Monitoring framework in ADMIRE.

engine that stores, for each job, the complete set of afferent counters.
Eventually, counters are also reduced thanks to the LIMITLESS
TBON, enabling close to real-time tracking of machine-wide values.

5 AD-HOC STORAGE SYSTEMS

Due to the appearance of data-demanding high-performance appli-
cations, multiple software solutions have been introduced to cope
with challenges along the entire I/O software stack [4], such as
high-level I/O libraries, parallel file systems (PFS), and I/O mid-
dleware. They aim to reduce challenging I/O accesses to the main
storage backend and increase application I/O performance. Such
techniques range from general file system optimizations, capturing
I/O requests first in an I/O forwarding layer [1] , to employing en-
tirely separate ephemeral file systems that are deployed ad-hoc [2].
Ad-hoc file systems have been proposed as a feasible solution as
they can exploit local storage resources on the compute nodes and
adapt to the needs of a particular application [6, 7].

ADMIRE I/O optimizations are based mostly on using ad-hoc
file systems to efficiently use node-local storage technologies, e.g.,
SSDs or future non-volatile memories (NVMs), to reduce the pres-
sure and cross-application interferences on the central PFSs that
are used in HPC systems, e.g., Lustre or GPFS. The ad-hoc file
systems are further developed and integrated into the ADMIRE
ecosystem adding support for fast storage technologies and new
data placement algorithms. Resilience mechanisms are added to the
ad-hoc file systems so that they can run for longer periods, e.g. in
application workflows consisting of multiple consecutive compute
jobs that can use the same shared namespace without moving data.

The ad-hoc file systems are transparently used by applications,
and they provide connections to the Data Scheduler. In this context,
the Data Scheduler manages the ad-hoc file system instances and
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redistributing data to better fit the application access patterns, or
entirely changing POSIX requirements and relaxing cache consis-
tency guarantees, for instance. For the latter, it is worth noting
that HPC applications generally do not require all POSIX-provided
features [8, 9].

Currently, three ad-hoc file systems are provided in ADMIRE:
GekkoFS, Hercules, and Expand. All of them are highly scalable dis-
tributed file systems for HPC clusters and run entirely in user space.
GekkoFS [7] can aggregate the local I/O capacity and performance
of compute nodes to produce an ephemeral high-performance stor-
age space for applications. Using GekkoFS, HPC applications can
run isolated from each other regarding I/O, which reduces interfer-
ences and improves application I/O performance. Further, GekkoFS
has been designed with configurability in mind and allows users to
fine-tune several of the default POSIX file system semantics, e.g.,
support for symbolic links, strict bookkeeping of file access times-
tamps and other metadata, or even modifying entire file system
protocols relaxing POSIX semantics. Hercules [6] is a distributed ad-
hoc in-memory ephemeral file system, following the client-server
approach, that can be deployed with the servers attached to the
same nodes of the application or detached in independent nodes.
The Hercules API provides a set of deployment methods where the
number of servers conforming the instance, as well as their loca-
tions, buffer sizes, and their coupled or decoupled nature, can be
tuned. To maximize parallelism, Hercules follows a multi-threaded
design architecture, provides distributed metadata management,
and multiple data location policies that can be tuned at the dataset
level for each deployment, avoiding the need for global data map-
ping and providing benefits such as data locality exploitation and
load balancing. The Expand (Expandable Parallel File System) [3]
ad-hoc file system combines multiple data servers to create dis-
tributed partitions where files are striped using standard protocols,
such as MPI or NFS, for the client-server communications, so that
it does not need to modify applications for its deployment. Expand
can create permanent storage relying on the underlying storage
levels and can be connected easily with external NFS or cloud stor-
age services. Hercules and Expand are fully POSIX-compliant file
systems.
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6 MALLEABILITY AT COMPUTING AND I/O
LEVEL

ADMIRE is working towards a solution that combines both compu-
tational malleability and I/O malleability, with the goal of achieving
a balance between the computation and the I/O requirements of
compute jobs. In order to apply malleability at both application and
resource management levels (node, OS, and runtime system), we
offer applications a programming model that allows them to define
a set of so-called scheduling points, each representing the possible
opportunities for applying malleable operations. At node level, we
interact with the Slurm Resource Management System (RMS) to
fetch/release resources dynamically, as traditional Slurm assumes
all compute jobs to be rigid.

Nevertheless, since this usage of Slurm is often not sufficient for
ADMIRE goals, we are also implementing a Malleability Manager
to suggest scheduling solutions based on a set of malleability mech-
anisms. Figure 4 shows the interaction of the ADMIRE framework
with Slurm in order to support malleable resource allocation. As
shown, the IC sends an expand/shrink order through libicc to the
FlexADM application manager. The application manager then may
request or return resources to Slurm and reorders the application’s
world to expand/shrink the restructured processes.

— Intelligent i
urm
m Controller
1. expand/ 2. Resource
shrink order request
3.Job
expansion/
P shrinking
job -

Figure 4: Resource allocation by SLURM.

With this approach, an application can be executed on a dynam-
ically increasing/decreasing number of compute nodes. By means
of malleability, it is thus possible to change both an application’s
CPU performance and I/O bandwidth usage. Algorithm 1 shows the
Malleability Manager workflow for the general case of inter-node
malleability using Slurm. While this will be the more typical appli-
cation of the mechanism, we are also considering other options like
having a pre-allocated pool of resources and applying intra-node
malleability if CPU cores are available.

The Data Scheduler’s (DS) goals are supporting ad-hoc storage
systems as fundamental pieces of ADMIRE’s HPC ecosystem and
providing mechanisms to apply malleability strategies in terms of
I/O resources. To achieve this, the DS’s main responsibility is to
coordinate input information from the IC, Slurm, and the MM in
order to efficiently orchestrate the movement of datasets (i.e., files or
objects) between the ad-hoc storage systems and the PFS. It is also
responsible for dynamically reconfiguring existing ad-hoc storage
instances (e.g., by adding/reducing the number of I/O servers) so
as to adapt to I/O malleability decisions from the IC/MM.

As shown in Figure 5, ADMIRE’s DS is connected to the control
points of user processes indirectly via the IC, which serves to gather
information from applications and other ADMIRE components to
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Algorithm 1 Malleability Manager workflow for inter-node mal-
leability using Slurm.

1: The Malleability Manager is executed

2: for each running application do

3:  Slurm: job execution

4:  Intelligent Controller: system status notification including applica-
tion performance

5. Malleability Manager: application performance analysis
6:  Malleability Manager: malleable action
7:  Intelligent Controller: malleable action analysis
8:  if malleable action is performed then
9: Intelligent Controller: for malleable expansion, allocate new re-
sources via Slurm
10: Intelligent Controller: wait for the application
11: Intelligent Controller: malleable action forwarding
12: Intelligent Controller: wait for completion
13: Intelligent Controller: for malleable shrinking, release existing
resources via Slurm
14: Intelligent Controller: application status update
15 endif
16: end for

ADMIRE Partition

Margo RPCs
hints, malleability,
system state
Intelligent
Controller

General Purpose Partition

data transfer
orchestration

data

scheduler
Iogln node
Margo RPCs

| compute node ncde ‘compute node | node

/I /f/

Lustre caps the general partition
1/0 to ensure QoS for ADMIRE

Lustre

Figure 5: Orchestrating I/O resources in ADMIRE.

properly steer data transfers. It is also directly connected to the
control points in ad-hoc storage systems in order to deploy and
reconfigure them as needed, and to provide them with malleability
solutions coming from the IC/MM tandem. The DS also offers a MPI-
based Data Mover sub-component to ADMIRE, that is responsible
for actually copying data in parallel. Similarly to applications, the
goal is for its ranks to be flexibly adapted to the system conditions,
so that it can transfer data as efficiently as required by the IC.

Since dataset transfers correspond to actual PFS accesses, prop-
erly orchestrating them is crucial to minimize congestion and max-
imize I/O performance. This is challenging because: 1) ad-hoc stor-
age space is limited, which means that any scheduling algorithm
controlling the transfers should strive to keep enough free space to
ensure applications do not run out of space; 2) applications should
be able to progress as long as they have the data they need, i.e., data
should be staged in concurrently with application computations
and should ideally be available just before an application needs to
access it; and 3) data that is meant to be persistent should be staged
out to the PFS as soon as it is no longer needed.
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Thus, for data staging to happen on time, the DS leverages the
application I/O models provided by the IC to predict the frequency
and volumes of an application I/O phases, extrapolating them as
needed to different node and process configurations. Moreover,
since the ADMIRE framework is capable of determining the datasets
used by applications (either via user hints or by the extrapolation
of historical profiles), the DS can precisely estimate the volumes
of data that need to be transferred between tiers. This, coupled
with the Data Mover I/O patterns corresponding to large sequential
transactions, eases the estimation of the bandwidth and target
deadlines.

Note that despite the DS’s best I/O prediction and orchestration
efforts, it is still possible for applications operating outside the AD-
MIRE framework to overload the PFS so as to render it unusable
for certain periods of time. In order to prevent this to a certain
extent, and since it’s currently not possible to force all applica-
tions in the system to use the ADMIRE services, the DS will steer
Lustre’s QoS/SLA facilities in order to separate ADMIRE-class ap-
plications from General Purpose-class applications. This will allow
non-conforming applications to continue working as usual, while
placing restrictions on how negatively their I/O patterns might
affect well-behaved ADMIRE applications.

Finally, to further steer applications away from the PFS as much
as possible, ADMIRE’s DS also provides APIs to facilitate the exe-
cution of in-situ and in-transit operations on data, such as visuali-
sation, analysis and transformation.

7 USE CASES CO-DESIGN

Application co-design is an iterative, developmental methodology,
whose origin can be traced back to the field of embedded systems.
In the context of ADMIRE, the iterative aspect of the co-design
process is shown in Figure 6. It is initiated and sustained through
the documentation of application requirements. Once this has been
done, the characterisation of applications is obtained via profiling.
To this end, tools such as Darshan and TAU are utilized. Through
profiling, it is possible to gain an in-depth understanding of each
of the six application’s I/O and compute usage statistics, either on
a cumulative scale or by analysing the consumption of resources
on a function-level scale to find and mitigate bottlenecks. Post-
profiling analysis helps to identify parts of the application which
are to be exposed for integration with the ADMIRE framework. The
integrated version is profiled yet again to validate the projected
improvements and, also, to identify new performance-related issues.
This cycle can be repeated any number of times, till the desired
level of porting is achieved.

The current use cases are targeted in the co-design process of
ADMIRE: Environment (A1 - ENV), marine and weather forecasts
and simulations; Molecule Simulation - Quantum-Espresso (A2 - QE),
describes complex electronic interactions; Turbulence Simulation -
Nek5000 (A3 - NEK), simulations of large-scale turbulent flows; Re-
mote sensing (A4 - RS), analysis of remotely sensed images; Life
Sciences - SRRF (A5 - SRRF), live-cell Super-Resolution Microscopy;
and Software Heritage Analytics (A6 - SHA), software stack that
enables Data Analytics on Software Heritage.

As an example, the Environment Study application [5] WaComM++
kernel has been co-designed by exploiting ADMIRE technologies
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Figure 6: Application co-design iterative life cycle.

to apply malleability to increase the number of processors each
simulated hour, targeting an almost constant number of computed
particles per unit of time.

8 CONCLUSION

The ADMIRE project is currently ongoing, but it has already con-
tributed with the three ad-hoc files systems developed for HPC
environments, a monitoring framework to capture system and data
information, a performance model of HPC applications, an API for
malleable applications co-design, runtime tools and methodologies
for co-design of HPC applications with the Admire framework.
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