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#### Abstract

This paper deals with the controllability of linear one-dimensional hyperbolic systems. Reformulating the problem in terms of linear difference equations and making use of infinite-dimensional realization theory, we obtain both necessary and sufficient conditions for approximate and exact controllability, expressed in the frequency domain. The results are applied to flows in networks.
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## 1 Introduction

Linear one-dimensional hyperbolic systems are frequently used to model many systems such as traffic flows or electronic circuits (see, e.g., the monograph [26]). The properties of such hyperbolic systems, such as their stability, stabilizability, and controllability, have been studied intensively in the literature $[1,3,9,10,16]$. In this paper, we focus on their approximate and exact controllability. More precisely, we consider the linear one-dimensional hyperbolic system

$$
\begin{cases}\partial_{t} R(t, x)+\Lambda(x) \partial_{x} R(t, x)+D(x) R(t, x)=0, & t>0, \quad x \in(0,1)  \tag{1a}\\ \binom{R^{+}(t, 0)}{R^{-}(t, 1)}=M\binom{R^{+}(t, 1)}{R^{-}(t, 0)}+B u(t), & t \geq 0,\end{cases}
$$

[^0]where the $n \times n$ matrices $\Lambda(x)$ and $D(x)$ are diagonal and, for $\Lambda(x)$, with nonzero diagonal entries whose sign is independent of $x ; R^{+}$(respectively, $R^{-}$) gathers the components of $R$ whose corresponding diagonal element in $\Lambda(x)$ is positive (respectively, negative); $u: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}^{m}$ denotes the control law; $B$ is an $n \times m$ real matrix; and $M$ is an $n \times n$ real matrix accounting for the boundary conditions.

Our goal is to provide controllability results for System (1) in the space $L^{q}\left([0,1], \mathbb{R}^{n}\right)$ for $q \in[1,+\infty)$. There are mostly two approaches to undertake the investigation of such systems. One classical strategy is to use semigroup theory, as done in [12,22,23,27]. Another strategy consists in exploiting controllability results about difference equations [2, 3, 6, 9]. In fact, as detailed in Section 3.1, we apply the characteristic method to transform System (1) into a linear difference equation of the form

$$
\left(\begin{array}{c}
y_{1}(t)  \tag{2}\\
\vdots \\
y_{n}(t)
\end{array}\right)=K\left(\begin{array}{c}
y_{1}\left(t-\tau_{1}\right) \\
\vdots \\
y_{n}\left(t-\tau_{n}\right)
\end{array}\right)+B u(t), \quad t \geq 0
$$

where the state variable $\left(y_{1}(t), \ldots, y_{n}(t)\right)$ is related to the boundary values of $R(t, \cdot)$, the matrix $K$ is obtained from $M, \Lambda(\cdot)$, and $D(\cdot)$, and $\tau_{1}, \ldots, \tau_{n}$ are obtained from $\Lambda(\cdot)$. We then prove (see Proposition 3.19) that approximate or exact controllability of (1) in $L^{q}\left([0,1], \mathbb{R}^{n}\right)$ is equivalent to the same kind of controllability of (2) in the state space $\Sigma^{q}:=\prod_{i=1}^{n} L^{q}\left(\left[-\tau_{i}, 0\right]\right.$, $\mathbb{R}$ ).

System (2) can be seen as a special case of the more general linear difference equation

$$
\begin{equation*}
x(t)=\sum_{j=1}^{N} A_{j} x\left(t-\Lambda_{j}\right)+\widetilde{B} u(t), \quad t \geq 0 \tag{3}
\end{equation*}
$$

where the positive real numbers $\Lambda_{1}, \ldots, \Lambda_{N}$ are the delays, $A_{1}, \ldots, A_{N}$ are $d \times d$ real matrices, $\widetilde{B}$ is a $d \times m$ real matrix, and $t \mapsto u(t)$ is a $\mathbb{R}^{m}$-valued control law. The exponential stability of systems of the form (3) in the uncontrolled case $\widetilde{B}=0$ has been completely characterized (cf. the monograph [18]), while controllability issues are less classical.

In the paper [5], we gave necessary and/or sufficient conditions for the controllability of System (3) in the state space $L^{q}\left(\left[-\Lambda_{\max }, 0\right], \mathbb{R}^{d}\right), q \in[1,+\infty)$, where $\Lambda_{\max }=\max _{j=1, \ldots, N} \Lambda_{j}$. These results are expressed in the frequency domain and are of Hautus type. The results of [5] provide necessary and/or sufficient conditions for controllability of System (2) in $L^{q}\left(\left[-\tau_{\max }, 0\right], \mathbb{R}^{n}\right)$, where $\tau_{\max }=\max _{j=1, \ldots, m} \tau_{j}$. Controllability of System (2) in $L^{q}\left(\left[-\tau_{\max }, 0\right]\right.$, $\left.\mathbb{R}^{n}\right)$ implies controllability in $\Sigma^{q}\left(\right.$ which is equivalent to controllability of $(1)$ in $L^{q}\left([0,1], \mathbb{R}^{n}\right)$ ), and then the results of [5] allow one to obtain sufficient controllability conditions for (1). However, these results only yield conservative sufficient controllability conditions and, moreover, relying only on the results of [5] does not allow one to derive necessary conditions, since controllability of System (2) in $\Sigma^{q}$ does not imply controllability in $L^{q}\left(\left[-\tau_{\max }, 0\right], \mathbb{R}^{n}\right)$, as shown by the following example.

Consider (2) in the case $n=2,\left(\tau_{1}, \tau_{2}\right)=(1, \tau)$ with $\tau \in(0,1)$, and

$$
K=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad B=\binom{0}{1}
$$

that is,

$$
\left\{\begin{array}{l}
y_{1}(t)=y_{2}(t-\tau)  \tag{4}\\
y_{2}(t)=y_{1}(t-1)+u(t)
\end{array}\right.
$$

It follows from [5, Theorem 3.6] that (4) is never approximately controllable in $L^{q}\left([-1,0], \mathbb{R}^{2}\right)$. This can also be verified by a direct argument given next. For $t \geq 0$, let $y_{[t]}$ denote the history function of (4), i.e., $y_{[t]}(s)=y(t+s)$ for $s \in[-1,0]$. Then the first equation of (4) shows that, for all $t \geq 1-\tau,\left.y_{[t], 1}\right|_{[\tau-1,0]}(\cdot+\tau)=\left.y_{[t], 2}\right|_{[-1,-\tau]}$, and hence (4) cannot be exactly nor approximately controllable in $L^{q}\left([-1,0], \mathbb{R}^{2}\right)$.

On the other hand, let us check that (4) is exactly controllable in $\Sigma^{q}$ in time $1+\tau$. Given an initial condition $\left(\phi_{0}, \psi_{0}\right)$ and a target state $\left(\phi_{1}, \psi_{1}\right)$, both in $\Sigma^{q}$, if $y_{1}(s)=\phi_{0}(s)$ for $s \in[-1,0]$ and $y_{2}(s)=\psi_{0}(s)$ for $s \in[-\tau, 0]$, by choosing $u(t)=\phi_{1}(t-1)-\phi_{0}(t-1)$ for $t \in[0,1]$ and $u(t)=\psi_{1}(t-1-\tau)-\psi_{0}(t-1-\tau)$ for $t \in[1,1+\tau]$, it is immediate to check that $y_{1}(1+\tau+s)=\phi_{1}(s)$ for $s \in[-1,0]$ and $y_{2}(1+\tau+s)=\psi_{1}(s)$ for $s \in[-\tau, 0]$, yielding exact controllability in $\Sigma^{q}$ in time $1+\tau$.

At the light of the previous example, the results of [5] are not sufficient for an extensive comprehension of the controllability of System (1) and require additional work, which is the purpose of the present paper. Our first result is that approximate (respectively, exact) controllability from the origin of System (2) is equivalent to its approximate (respectively, exact) controllability in time $\tau_{1}+\cdots+\tau_{n}$, thus providing an upper bound for the minimal time for controllability. This result is the counterpart of [5, Theorem 4.7] and requires a finer analysis, exploiting the particular structure of the difference equation (2) with respect to the general one given in (3). We then base our analysis on the realization theory for infinite dimensional linear systems developed by Y. Yamamoto [28-30]. The key point for applying this framework is the identification of an input-output system equivalent to (2) that is compatible with the functional space $\Sigma^{q}$. As a consequence, we are able to obtain a necessary and sufficient condition for the approximate controllability in time $\tau_{1}+\cdots+\tau_{n}$ of System (1) in $L^{q}\left([0,1], \mathbb{R}^{n}\right), q \in[1,+\infty)$. We also derive a necessary and sufficient condition for the exact controllability in time $\tau_{1}+\cdots+\tau_{n}$ of System (1) in $L^{1}\left([0,1], \mathbb{R}^{n}\right)$.

In the final part of the paper, as a special case of linear one-dimensional hyperbolic system, we consider flows in networks, namely dynamical graphs where the edges are seen as transport equations with suitable linear static conditions at the vertices (see [11, 12, 19, 25]). Note that all these works rely on semigroup theory and not on a difference equation approach like ours. Applying our controllability results for System (1) to flows in networks, we improve the existing results in the literature in two directions. On the one hand, we identify a topological obstruction for controllability, namely the graph must be the finite union of cycle graphs for (approximate or exact) controllability to hold true. On the other hand, when the graph is a finite union of cycle graphs, we also precise the Hautus criteria for controllability, noticing that it reduces to a Kalman criterion in the case where the delays are commensurable.

The paper is organized as follows. In Section 2, we gather the main notation used throughout the paper. Section 3 provides first the complete description of System (1) and of the one-to-one correspondence with System (2), enabling one to define a general concept of solution for System (1). We then introduce a representation formula for solutions of System (2), which is used in Section 4 to derive the upper bound $\tau_{1}+\cdots+\tau_{n}$ for the minimal time of controllability. We finally give several definitions of controllability both for System (1) and

System (2), which are equivalent thanks to the transformation defined previously. Section 5 is devoted to the controllability criteria, obtained by applying Yamamoto's realization theory. Finally, Section 6 focuses on the case of flows in networks, introducing their general formulation, obtaining the topological obstruction for their controllability, and applying to them the general Hautus test.

## 2 Notation

In this paper, $\mathbb{N}$ represents the set of nonnegative integers. The sets of real, complex, nonnegative and nonpositive real numbers are denoted by $\mathbb{R}, \mathbb{C}, \mathbb{R}_{+}$and $\mathbb{R}_{-}$respectively. For $p \in \mathbb{C}, \Re(p)$ and $\Im(p)$ represent the real and imaginary parts of $p$. For two integers $a, b$ with $a \leq b$, we use $\llbracket a, b \rrbracket$ to denote the interval of integers between $a$ and $b$, i.e., $\llbracket a, b \rrbracket=[a, b] \cap \mathbb{Z}$, and, if $a>b, \llbracket a, b \rrbracket$ is understood to be the empty set.

Given two positive integers $n$ and $m, \mathcal{M}_{n, m}(\mathbb{K})$ is the set of $n \times m$ matrices with coefficients in $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$. For $A \in \mathcal{M}_{n, m}(\mathbb{K})$, we denote by $A^{*}$ its conjugate transpose matrix. We use $\|\cdot\|$ to denote a norm for every finite-dimensional space (over $\mathbb{K}$ ).

Elements $x \in \mathbb{K}^{n}$ are considered as column vectors, hence the transposition $x^{T}$ of $x$ is a row vector. Given $x, y \in \mathbb{K}^{n}$, we denote $x \cdot y=x^{T} y$. For $x \in \mathbb{K}^{n}$, we use $\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)$ to denote the diagonal matrix whose diagonal entries are the components of $x$, and we extend this notation for block-diagonal matrices when $x_{1}, \ldots, x_{n}$ are square matrices. The identity matrix in $\mathcal{M}_{n, n}(\mathbb{K})$ is denoted by $I_{n}$. For $M \in \mathcal{M}_{n, m}(\mathbb{K}), \operatorname{rank} M$ denotes the rank of $M$, i.e., the dimension of the linear space over $\mathbb{K}$ spanned by its columns. Given a positive integer $k, A \in \mathcal{M}_{n, m}(\mathbb{K})$, and $B \in \mathcal{M}_{n, k}(\mathbb{K})$, the bracket $[A, B]$ denotes the juxtaposition of the two matrices, which hence belongs to $\mathcal{M}_{n, m+k}(\mathbb{K})$.

Given $q \in[1,+\infty]$, we endow $L_{\text {loc }}^{q}\left(\mathbb{R}_{+}, \mathbb{R}^{k}\right)$ with the topology induced by the semi-norms

$$
\|\phi\|_{[0, a], q}:=\left\{\begin{array}{ll}
\left(\int_{0}^{a}\|\phi(t)\|^{q} d t\right)^{1 / q}, & \text { if } q \in[1,+\infty), \\
\operatorname{ess} \sup \{\|\phi(t)\| \mid t \in[0, a]\}, & \text { if } q=+\infty,
\end{array} \quad \text { for } a>0\right.
$$

Similarly, given an interval $I$ of $\mathbb{R}, L^{q}\left(I, \mathbb{R}^{k}\right)$ is endowed of the norm $\|\cdot\|_{I, q}$. The space $\Sigma^{q}=\prod_{j=1}^{n} L^{q}\left(\left[-\tau_{i}, 0\right], \mathbb{R}\right)$, with $\tau_{1}, \ldots, \tau_{n}>0$, is endowed with the product norm, denoted by $\|\cdot\|_{\Sigma^{q}}$.

For a linear operator $L$, we denote by Ran $L$ its range and by $\overline{\operatorname{Ran} L}$ the closure of its range. Similarly, if $F$ is a matrix-valued holomorphic function, we use $F(\mathbb{C})$ and $F(\mathbb{C})$ to denote its image and the closure of its image, respectively.

We define $M_{+}(\mathbb{R})$ to be the space of Radon measures on $\mathbb{R}$ whose support left-bounded, and we let $M\left(\mathbb{R}_{-}\right)$denote the subset of $M_{+}(\mathbb{R})$ made of the Radon measures whose support is compact and contained in $\mathbb{R}_{-}$. We denote by $*$ the convolution in $M_{+}(\mathbb{R})$, which is then seen as a convolution algebra. Given a Radon measure $\mu \in M_{+}(\mathbb{R})$, we denote by $\widehat{\mu}(p)$ the Laplace transform of $\mu$ at the frequency $p \in \mathbb{C}$, that is,

$$
\begin{equation*}
\widehat{\mu}(p)=\int_{-\infty}^{+\infty} d \mu(t) e^{-p t} \tag{5}
\end{equation*}
$$

provided that the previous integral exists. The Dirac distribution at $x \in \mathbb{R}$ is denoted by $\delta_{x} \in M_{+}(\mathbb{R})$. Notice that the Laplace transform of $\delta_{x}$ is the holomorphic map

$$
\begin{equation*}
\widehat{\delta}_{x}(p)=e^{-p x}, \quad p \in \mathbb{C} . \tag{6}
\end{equation*}
$$

## 3 Controllability problems for linear one-dimensional hyperbolic systems

We consider System (1) where
$-\Lambda(x)=\operatorname{diag}\left\{\lambda_{1}(x), \ldots, \lambda_{n}(x)\right\}$ and there exists $\tilde{n} \in\{0, \ldots, n\}$ such that

$$
\lambda_{i}(x)>0>\lambda_{j}(x) \quad \text { for every } i \in\{1, \ldots, \tilde{n}\}, j \in\{\tilde{n}+1, \ldots, n\}, x \in[0,1]
$$

and, in addition, $\lambda_{i}$ and $\frac{1}{\lambda_{i}}$ belong to $L^{\infty}((0,1), \mathbb{R})$ for every $i \in\{1, \ldots, n\}$;

- the components of the solution $R$ are split into those corresponding to positive and negative velocities, i.e.,

$$
\begin{gathered}
R=\binom{R^{+}}{R^{-}} \text {with }\left\{\begin{array}{l}
R^{+}=\left(R_{1}, \ldots, R_{\tilde{n}}\right)^{T} \\
R^{-}=\left(R_{\tilde{n}+1}, \ldots, R_{n}\right)^{T} .
\end{array}\right. \\
-D(x)=\operatorname{diag}\left\{d_{1}(x), \ldots, d_{n}(x)\right\} \text { and } d_{i} \in L^{1}((0,1), \mathbb{R}) \text { for every } i \in\{1, \ldots, n\} .
\end{gathered}
$$

Notice that the choice of taking every transport equation on the interval $[0,1]$ corresponds to a choice of normalization. One could equivalently consider each transport equation on an arbitrary space interval and recover (1) by rescaling the speeds $\lambda_{1}, \ldots, \lambda_{n}$.

### 3.1 Transformation into linear difference equations and well-posedness

In this section we start by providing a definition of solution to System (1), directly inspired by the method of characteristics and which does not require any a priori regularity on the solution. The definition below is an immediate generalization of [6, Definition 4.1].

Definition 3.1. Let $T>0, u:[0, T] \rightarrow \mathbb{R}^{m}$, and $\bar{R}:[0,1] \rightarrow \mathbb{R}^{n}$. We say that $R:[0, T] \times$ $[0,1] \rightarrow \mathbb{R}^{n}$ is a solution of (1) in $[0, T]$ with initial condition $\bar{R}$ and control $u$ if $R(0, x)=\bar{R}(x)$ for every $x \in[0,1]$, (1b) is satisfied for every $t \geq 0$, and, for every $i \in \llbracket 1, n \rrbracket, t \in[0, T]$, and $x \in[0,1]$, we have

$$
\begin{equation*}
R_{i}\left(t+\int_{x}^{x+h} \frac{d \xi}{\lambda_{i}(\xi)}, x+h\right)=e^{-\int_{x}^{x+h} \frac{d_{i}(\xi)}{\lambda_{i}(\xi)} d \xi} R_{i}(t, x) \tag{7}
\end{equation*}
$$

for every $h \in \mathbb{R}$ such that $t+\int_{x}^{x+h} \frac{d \xi}{\lambda_{i}(\xi)} \in[0, T]$ and $x+h \in[0,1]$.
Remark 3.2. A similar concept of solution for systems under a form more general than (1) has been given in [10, Definition 3.1], where it is referred to as broad solution.

Remark 3.3. The motivation for the notion of solution provided in Definition 3.1 is that (7) characterizes classical solutions of (1a). More precisely, given any $T>0$, if $R \in C^{1}((0, T) \times$ $\left.(0,1), \mathbb{R}^{n}\right) \cap C^{0}\left([0, T] \times[0,1], \mathbb{R}^{n}\right)$ satisfies (7) for every $i \in \llbracket 1, n \rrbracket, t \in[0, T]$, and $x \in[0,1]$, then, by differentiating (7) with respect to $h$ at $h=0$, we deduce that (1a) is satisfied on $(0, T) \times(0,1)$. Conversely, if $R \in C^{1}\left((0, T) \times(0,1), \mathbb{R}^{n}\right) \cap C^{0}\left([0, T] \times[0,1], \mathbb{R}^{n}\right)$ satisfies (1a) on $(0, T) \times(0,1)$, an application of the method of characteristics shows that (7) is satisfied for every $i \in \llbracket 1, n \rrbracket, t \in[0, T]$, and $x \in[0,1]$.

We now relate solutions of (1) with those of the linear difference equation (2). For that purpose, set

$$
K=M \operatorname{diag}\left\{e^{-\int_{0}^{1} \frac{d_{1}(x)}{\left|\lambda_{1}(x)\right|} d x}, \ldots, e^{-\int_{0}^{1} \frac{d_{n}(x)}{\left|\lambda_{n}(x)\right|} d x}\right\}
$$

and, for $i \in \llbracket 1, n \rrbracket$, define $\psi_{i}:[0,1] \rightarrow \mathbb{R}$ by

$$
\psi_{i}(x)= \begin{cases}\int_{0}^{x} \frac{d \xi}{\lambda_{i}(\xi)} & \text { if } i \in \llbracket 1, \tilde{n} \rrbracket \\ \int_{x}^{1} \frac{d \xi}{\left|\lambda_{i}(\xi)\right|} & \text { if } i \in \llbracket \tilde{n}+1, n \rrbracket\end{cases}
$$

Note that $\psi:[0,1] \rightarrow\left[0, \tau_{i}\right]$ is an homeomorphism for $i \in \llbracket 1, n \rrbracket$, where one sets

$$
\begin{equation*}
\tau_{i}=\int_{0}^{1} \frac{d x}{\left|\lambda_{i}(x)\right|}, \quad i \in \llbracket 1, n \rrbracket . \tag{8}
\end{equation*}
$$

We use here the definition of solution of (2) from [7, Definition 2.1] and [21, Definition 2.1], which, similarly to Definition 3.1, does not require any a priori regularity on the solution. More precisely, the family $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, is said to be a solution of $(2)$ in $[0, T]$ with a given control $u:[0, T] \rightarrow \mathbb{R}^{m}$ if (2) is satisfied for every $t \in[0, T]$. In that case, the family $\bar{y}_{i}:\left[-\tau_{i}, 0\right) \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, where $\bar{y}_{i}$ is the restriction of $y_{i}$ to $\left[-\tau_{i}, 0\right)$, is said to be the initial condition of the solution $\left(y_{i}\right)_{i \in \llbracket 1, n \rrbracket}$.

We thus have the following result.
Proposition 3.4. Let $R:[0, T] \times[0,1] \rightarrow \mathbb{R}^{n}$ be a solution of (1) in $[0, T]$ with initial condition $\bar{R}$ and control $u:[0, T] \rightarrow \mathbb{R}^{m}$. For $i \in \llbracket 1, \tilde{n} \rrbracket$, define $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}$ by

$$
y_{i}(t)= \begin{cases}R_{i}(t, 0) & \text { if } t \geq 0  \tag{9a}\\ e^{\int_{0}^{\psi_{i}^{-1}(-t)} \frac{d_{i}(\xi)}{\lambda_{i}(\xi)} d \xi} \bar{R}_{i}\left(\psi_{i}^{-1}(-t)\right) & \text { if }-\tau_{i} \leq t<0\end{cases}
$$

and, for $i \in \llbracket \tilde{n}+1, n \rrbracket$, define $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}$ by

$$
y_{i}(t)= \begin{cases}R_{i}(t, 1) & \text { if } t \geq 0  \tag{9b}\\ e^{\int_{\psi_{i}^{-1}(-t)}^{1} \frac{d_{i}(\xi)}{\lambda_{i}(\xi)} d \xi} \bar{R}_{i}\left(\psi_{i}^{-1}(-t)\right) & \text { if }-\tau_{i} \leq t<0\end{cases}
$$

Then $\left(y_{1}, \ldots, y_{n}\right)$ is a solution of (2) in $[0, T]$ with control $u$.

Conversely, let the family $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, be a solution of (2) in $[0, T]$ with control $u:[0, T] \rightarrow \mathbb{R}^{m}$. For $i \in \llbracket 1, \tilde{n} \rrbracket$, define $R_{i}:[0, T] \times[0,1] \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
R_{i}(t, x)=e^{-\int_{0}^{x} \frac{d_{i}(\xi)}{\lambda_{i}(\xi)} d \xi} y_{i}\left(t-\psi_{i}(x)\right), \tag{10a}
\end{equation*}
$$

and, for $i \in \llbracket \tilde{n}+1, n \rrbracket$, define $R_{i}:[0, T] \times[0,1] \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
R_{i}(t, x)=e^{-\int_{x}^{1} \frac{d_{i}(\xi)}{\mid \lambda_{i}(\xi)} d \xi} y_{i}\left(t-\psi_{i}(x)\right) . \tag{10b}
\end{equation*}
$$

Then $R$ is a solution of (1) in $[0, T]$ with control $u$.
Proposition 3.4 extends [6, Proposition 4.2], which corresponds to the particular case $u=0, \Lambda(\cdot)$ constant, and $D=0$. The proof of the latter can be immediately adapted to the present setting, and we omit it here for conciseness.

Remark 3.5. Under additional regularity assumptions on $\Lambda$ and $D$, other works have also addressed the equivalence between weak notions of solution of (1) and (2) (see, e.g., [17]).

It is known (see, e.g., [7, Proposition 2.2] or [21, Proposition 2.2]) that, for every $T>0$, every family $\bar{y}_{i}:\left[-\tau_{i}, 0\right) \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, and every $u:[0, T] \rightarrow \mathbb{R}^{m}$, there exists a unique solution $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, of (2) with initial condition $\left(\bar{y}_{i}\right)_{i \in \llbracket 1, n \rrbracket}$ and control $u$. The next result is an immediate consequence of this fact and the correspondence between solutions of (1) and those of (2) from Proposition 3.4.

Proposition 3.6. Let $T>0, \bar{R}:[0,1] \rightarrow \mathbb{R}^{n}$, and $u:[0, T] \rightarrow \mathbb{R}^{m}$. Then (1) admits a unique solution $R:[0, T] \times[0,1] \rightarrow \mathbb{R}^{n}$ in $[0, T]$ with initial condition $\bar{R}$ and control $u$.

Our subsequent goal is to provide controllability results in $L^{q}$-type spaces for $q \in[1,+\infty]$, and hence one needs to address the correspondence between solutions of (1) and (2) from Proposition 3.4 also in an $L^{q}$ framework. For that purpose, we define, for $q \in[1,+\infty]$, the space

$$
\Sigma^{q}=\prod_{i=1}^{n} L^{q}\left(\left(-\tau_{i}, 0\right), \mathbb{R}\right)
$$

and the map $\mathcal{T}_{q}: \Sigma^{q} \rightarrow L^{q}\left((0,1), \mathbb{R}^{n}\right)$ which associates, with every $y \in \Sigma^{q}$, the element $r \in L^{q}\left((0,1), \mathbb{R}^{n}\right)$ given, for $x \in(0,1)$, by

$$
r_{i}(x)= \begin{cases}e^{-\int_{0}^{x} \frac{d_{i}(\xi)}{\lambda_{i}(\xi)} d \xi} y_{i}\left(-\psi_{i}(x)\right), & \text { if } i \in \llbracket 1, \tilde{n} \rrbracket, \\ e^{-\int_{x}^{1} \frac{d_{i}(\xi)}{\mid \lambda_{i}(\xi)} d \xi} y_{i}\left(-\psi_{i}(x)\right), & \text { if } i \in \llbracket \tilde{n}+1, n \rrbracket .\end{cases}
$$

Note that, since $\frac{d_{i}}{\lambda_{i}} \in L^{1}((0,1), \mathbb{R})$, it follows from [13, Theorem 3.9] that $r_{i} \in L^{q}((0,1), \mathbb{R})$ and $\mathcal{T}_{q}$ is a well-defined bounded linear operator. In addition, since $\frac{1}{\lambda_{i}} \in L^{\infty}((0,1), \mathbb{R})$, once again using [13, Theorem 3.9], we deduce that the operator $\mathcal{T}_{q}$ is invertible, and its inverse $\mathcal{T}_{q}^{-1}: L^{q}\left((0,1), \mathbb{R}^{n}\right) \rightarrow \Sigma^{q}$ is the bounded linear operator associating, with every $r \in L^{q}\left((0,1), \mathbb{R}^{n}\right)$, the element $y \in \Sigma^{q}$ given, for $i \in \llbracket 1, n \rrbracket$ and $t \in\left(-\tau_{i}, 0\right)$, by

$$
y_{i}(t)= \begin{cases}e^{\int_{0}^{\psi_{i}^{-1}(-t)} \frac{d_{i}(\xi)}{\lambda_{i}(\xi)} d \xi} r_{i}\left(\psi_{i}^{-1}(-t)\right) & \text { if } i \in \llbracket 1, \tilde{n} \rrbracket, \\ e^{\int_{\psi_{i}^{-1}(-t)}^{1} \frac{d_{i}(\xi)}{\backslash \lambda_{i}(\xi) \mid} d \xi} r_{i}\left(\psi_{i}^{-1}(-t)\right) & \text { if } i \in \llbracket \tilde{n}+1, n \rrbracket .\end{cases}
$$

Given a family $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, and $t \in[0, T]$, we use $y_{[t]}$ to denote the family of functions $y_{[t], i}:\left[-\tau_{i}, 0\right) \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, defined by

$$
y_{[t], i}(s)=y_{i}(t+s), \quad s \in\left[-\tau_{i}, 0\right)
$$

Using the maps $\mathcal{T}_{q}$ and $\mathcal{T}_{q}{ }^{-1}$, we can now state an analogue of Proposition 3.4 for $L^{q}$ solutions of (1) and (2).

Proposition 3.7. Let $q \in[1,+\infty]$. Consider a solution $R:[0, T] \times[0,1] \rightarrow \mathbb{R}^{n}$ of (1) in $[0, T]$ with initial condition $\bar{R}$ and control $u:[0, T] \rightarrow \mathbb{R}^{m}$, and assume that $R(t, \cdot) \in L^{q}\left((0,1), \mathbb{R}^{n}\right)$ for every $t \in[0, T]$. Let $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, be the solution of (2) in $[0, T]$ with control $u$ defined by (9). Then, for every $t \in[0, T]$, we have

$$
y_{[t]} \in \Sigma^{q} \quad \text { and } \quad y_{[t]}=\mathcal{T}_{q}^{-1} R(t, \cdot)
$$

Conversely, let the family $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, be a solution of (2) in $[0, T]$ with control $u:[0, T] \rightarrow \mathbb{R}^{m}$, and assume that $y_{[t]} \in \Sigma^{q}$ for every $t \in[0, T]$. Let $R:[0, T] \times[0,1] \rightarrow$ $\mathbb{R}^{n}$ be the solution of (1) in $[0, T]$ with control $u$ defined by (10). Then, for every $t \in[0, T]$, we have

$$
R(t, \cdot) \in L^{q}\left((0,1), \mathbb{R}^{n}\right) \quad \text { and } \quad R(t, \cdot)=\mathcal{T}_{q} y_{[t]} .
$$

Proof. The first part of the proposition follows by rewriting $y_{[t], i}(s)=y_{i}(t+s)$ in terms of $R(t, \cdot)$ and by using (7) in the expression of $y_{[t], i}(s)$ given by (9). The second part of the proposition is an immediate consequence of (10).

Concerning existence of solutions in an $L^{q}$ framework, [21, Remark 2.3] states that, for every $T>0$, every family $\bar{y}_{i} \in L^{q}\left(\left(-\tau_{i}, 0\right), \mathbb{R}\right), i \in \llbracket 1, n \rrbracket$, and every $u \in L^{q}\left((0, T), \mathbb{R}^{m}\right)$, the unique solution $y_{i}:\left[-\tau_{i}, T\right] \rightarrow \mathbb{R}, i \in \llbracket 1, n \rrbracket$, of (2) with initial condition $\left(\bar{y}_{i}\right)_{i \in \llbracket 1, n \rrbracket}$ and control $u$ satisfies $y_{i} \in L^{q}\left(\left(-\tau_{i}, T\right), \mathbb{R}\right)$ for every $i \in \llbracket 1, n \rrbracket$. Relying on Proposition 3.7, we obtain as immediate consequence the following result.

Proposition 3.8. Let $q \in[1,+\infty]$, $T>0, \bar{R} \in L^{q}\left((0,1), \mathbb{R}^{n}\right)$, and $u \in L^{q}\left((0, T), \mathbb{R}^{m}\right)$. Then (1) admits a unique solution $R:[0, T] \times[0,1] \rightarrow \mathbb{R}^{n}$ in $[0, T]$ with initial condition $\bar{R}$ and control $u$, which satisfies $R(t, \cdot) \in L^{q}\left((0,1), \mathbb{R}^{n}\right)$ for every $t \in[0, T]$.

Remark 3.9. Definition 3.1 still makes sense and Propositions 3.4 and 3.6 remain true under the weaker assumption on $\Lambda$ that $\frac{1}{\lambda_{i}} \in L^{1}((0,1), \mathbb{R})$ for every $i \in \llbracket 1, n \rrbracket$. The stronger assumption that $\lambda_{i}$ and $\frac{1}{\lambda_{i}}$ belong to $L^{\infty}((0,1), \mathbb{R})$ are needed only to deal with solutions in $L^{q}$ in order for the operators $\mathcal{T}_{q}$ and $\mathcal{T}_{q}^{-1}$ to be well-defined, and, in the case $q=+\infty$, they can be relaxed to $\lambda_{i}$ and $\frac{1}{\lambda_{i}}$ belonging to $L^{1}((0,1), \mathbb{R})$.

### 3.2 Recursive representation formula

Motivated by the links between solutions of (1) and (2) established in the previous section, we now provide a representation formula for the solutions of (2), which is an immediate adaptation of the representation formula for solutions of linear difference equations of the form (3) from $[7,21]$. For that purpose, we first provide the following definition.

Definition 3.10. The family of matrices $\Xi_{\ell} \in \mathcal{M}_{n, n}(\mathbb{R}), \ell \in \mathbb{Z}^{n}$, is defined recursively as

$$
\Xi_{\ell}= \begin{cases}0 & \text { if } \ell \in \mathbb{Z}^{n} \backslash \mathbb{N}^{n}  \tag{11}\\ I_{n} & \text { if } \ell=0 \\ \sum_{k=1}^{n} K e_{k} e_{k}^{T} \Xi_{\ell-e_{k}} & \text { if } \ell \in \mathbb{N}^{n} \text { and }|\ell|>0\end{cases}
$$

where $e_{1}, \ldots, e_{n}$ denotes the canonical basis of $\mathbb{R}^{n}$.
Remark 3.11. We remark that $K e_{k} e_{k}^{T}$ represents the $n \times n$ matrix whose $k$ th column coincides with that of $K$ and such that all other elements are zero. Its appearance is motivated by the identity ${ }^{1}$

$$
K\left(\begin{array}{c}
y_{1}\left(t-\tau_{1}\right) \\
\vdots \\
y_{n}\left(t-\tau_{n}\right)
\end{array}\right)=\sum_{k=1}^{n} K e_{k} e_{k}^{T} y\left(t-\tau_{k}\right),
$$

where $y(\cdot)=\left(y_{1}(\cdot), \ldots, y_{n}(\cdot)\right)$.
Using the matrices $\Xi_{\ell}, \ell \in \mathbb{Z}^{n}$, defined above, we provide the following definitions of the flow and endpoint operators for (2).

Definition 3.12. Let $T \geq 0$ and $q \in[1,+\infty]$.

1. The flow operator $\Upsilon_{q}(T): \Sigma^{q} \rightarrow \Sigma^{q}$ is defined, for $\phi \in \Sigma^{q}$ and $i \in \llbracket 1, n \rrbracket$, by

$$
\left(\Upsilon_{q}(T) \phi\right)_{i}(s)=e_{i}^{T} \sum_{\substack{(\ell, j) \in \mathbb{N}^{n} \times \llbracket 1, n \rrbracket \\-\tau_{j} \leq T+s-\tau \cdot \ell<0}} \Xi_{\ell-e_{j}} K e_{j} \phi_{j}(T+s-\tau \cdot \ell), \quad s \in\left[-\tau_{i}, 0\right] .
$$

2. The endpoint operator $E_{q}(T): L^{q}\left([0, T], \mathbb{R}^{m}\right) \rightarrow \Sigma^{q}$ is defined, for $u \in L^{q}\left([0, T], \mathbb{R}^{m}\right)$ and $i \in \llbracket 1, n \rrbracket$, by

$$
\left(E_{q}(T) u\right)_{i}(t)=e_{i}^{T} \sum_{\substack{\ell \in \mathbb{N}^{n} \\ \tau \cdot \ell \leq T+t}} \Xi_{\ell} B u(T+t-\tau \cdot \ell), \quad t \in\left[-\tau_{i}, 0\right] .
$$

It follows immediately from their expressions that $\Upsilon_{q}(T)$ and $E_{q}(T)$ are bounded linear operators. The main motivation for introducing them is that they can be used to express the solutions of (2), as stated in the following result, which is based on the recursive application of (2) in order to express $y_{1}(t), \ldots, y_{n}(t)$ in terms of the initial condition and the control only (cf. [7, Proposition 2.4] or [21, Proposition 2.7]).

Proposition 3.13. For $T \geq 0, q \in[1,+\infty]$, $u \in L^{q}\left([0, T], \mathbb{R}^{m}\right)$, and $\phi \in \Sigma^{q}$, the unique solution $y$ of (2) with initial condition $\phi$ and control $u$ satisfies, for every $t \in[0, T]$,

$$
\begin{equation*}
y_{[t]}=\Upsilon_{q}(t) \phi+E_{q}(t) u . \tag{12}
\end{equation*}
$$

[^1]Remark 3.14. As a consequence of (12), the operator $E_{q}(T)$ associates with a control $u$ the state at time $T$ of the corresponding trajectory starting at $0 \in \Sigma^{q}$ at time 0 . In particular, $T \mapsto \operatorname{Ran} E_{q}(T)$ is non-decreasing, since $E_{q}\left(T_{1}\right) u_{1}=E_{q}\left(T_{1}+T_{2}\right) u_{2}$ whenever $u_{2}$ is equal to zero on $\left[0, T_{2}\right)$ and to $u_{1}\left(\cdot-T_{2}\right)$ on $\left[T_{2}, T_{1}+T_{2}\right]$.

In order to provide controllability characterizations of System (2), one may consider the dual operator $E_{q}(T)^{*}$ of $E_{q}(T)$, whose explicit expression, in the case $q<\infty$, is given next (see [7, Lemma 2.9]).

Proposition 3.15. Let $T \geq 0, q \in[1,+\infty)$, and denote by $q^{\prime}$ the conjugate exponent of $q$. The dual $E_{q}(T)^{*}$ of the operator $E_{q}(T)$ is the linear operator from $\Sigma^{q^{\prime}}$ into $L^{q^{\prime}}\left([0, T], \mathbb{R}^{m}\right)$ given by

$$
\begin{equation*}
\left(E_{q}(T)^{*} y\right)_{i}(t)=e_{i}^{T} \sum_{\substack{(\ell, j) \in \mathbb{N}^{n} \times \llbracket 1, n \rrbracket \\-\tau_{j} \leq t-T+\tau \cdot \ell<0}} B^{*} \Xi_{\ell}^{*} e_{j} y_{j}(t-T+\tau \cdot \ell), \quad y \in \Sigma^{q^{\prime}}, t \in[0, T] . \tag{13}
\end{equation*}
$$

We also prove a useful property on the coefficients $\Xi_{\ell}, \ell \in \mathbb{Z}^{n}$, which is an improved version of [5, Lemma 4.6].

Lemma 3.16. Let $\Xi_{\ell}$, $\ell \in \mathbb{Z}^{n}$, be the matrices introduced in Definition 3.10. There exist real coefficients $\alpha_{k}$ for $k \in\{0,1\}^{n}$ such that for every $j \in \llbracket 1, n \rrbracket$ and $\ell \in\left\{\ell^{\prime} \in \mathbb{N}^{n} \mid \max _{i \in \llbracket 1, n \rrbracket} \ell_{i}^{\prime} \geq\right.$ 2 or $\left.\ell_{j}^{\prime}=1\right\}$, we have

$$
\begin{equation*}
e_{j}^{T} \Xi_{\ell}=-\sum_{k \in\{0,1\}^{n} \backslash\{(0, \ldots, 0)\}} \alpha_{k} e_{j}^{T} \Xi_{\ell-k} . \tag{14}
\end{equation*}
$$

Proof. For $t=\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}^{n}$, set

$$
K(t)=K \operatorname{diag}\left(t_{1}, \ldots, t_{n}\right)=t_{1} K e_{1} e_{1}^{T}+\cdots+t_{n} K e_{n} e_{n}^{T}
$$

By Definition 3.10 and an immediate induction argument, one deduces that

$$
\begin{equation*}
K(t)^{j}=\sum_{\substack{\ell \in \mathbb{N}^{n} \\|\ell|=j}} \Xi_{\ell} t^{\ell}, \quad j \in \mathbb{N}, \quad t \in \mathbb{R}^{n}, \tag{15}
\end{equation*}
$$

where $t^{\ell}:=t_{1}^{\ell_{1}} \cdots t_{n}^{\ell_{n}}$. Using Neumann series, we deduce from Equation (15) that, for $t$ small enough,

$$
\begin{equation*}
\left(I_{n}-K(t)\right)^{-1}=\sum_{j \in \mathbb{N}} K(t)^{j}=\sum_{\ell \in \mathbb{N}^{n}} \Xi_{\ell} t^{\ell} \tag{16}
\end{equation*}
$$

Notice that $P(t)=\operatorname{det}\left(I_{n}-K(t)\right)$ is a multivariate polynomial of degree $n$. Since $t_{j}$ appears only in the $j$ th column of $I_{n}-K(t)$, the variable $t_{j}$ does not appear in any $(i, j)$-minor of $I_{n}-K(t)$ for $i \in \llbracket 1, n \rrbracket$. Hence, we have

$$
\begin{equation*}
P(t)=\sum_{k \in\{0,1\}^{n}} \alpha_{k} t^{k} \tag{17}
\end{equation*}
$$

for some real numbers $\alpha_{k}$ defined for $k \in\{0,1\}^{n}$, with $\alpha_{0}=1$ and $\alpha_{(1, \ldots, 1)}=(-1)^{n} \operatorname{det} K$.
Let Adj $\left(I_{n}-K(t)\right)$ be the adjugate matrix of $I_{n}-K(t)$. Reasoning as for $P(t)$, we deduce that there exist matrices $M_{\ell} \in \mathcal{M}_{n, n}(\mathbb{R})$ for $\ell \in\{0,1\}^{n}$, with $M_{0}=\operatorname{Adj}\left(I_{n}\right)=I_{n}$, such that

$$
\begin{equation*}
\operatorname{Adj}\left(I_{n}-K(t)\right)=\sum_{\ell \in\{0,1\}^{n}} M_{\ell} t^{\ell} \tag{18}
\end{equation*}
$$

Moreover, for every $j \in \llbracket 1, n \rrbracket$, the $j$ th row of $\operatorname{Adj}\left(I_{n}-K(t)\right)$ does not depend on $t_{j}$, and thus

$$
\begin{equation*}
e_{j}^{T} M_{\ell}=0 \quad \text { if } \quad \ell_{j}=1 \tag{19}
\end{equation*}
$$

In particular, $M_{(1, \ldots, 1)}=0$. On the other hand, Equations (16) and (17) lead to

$$
\begin{equation*}
\operatorname{Adj}\left(I_{n}-A(t)\right)=P(t)\left(I_{n}-A(t)\right)^{-1}=\sum_{k \in\{0,1\}^{n}} \sum_{\ell \in \mathbb{N}^{n}} \alpha_{k} \Xi_{\ell} t^{k+\ell}=\sum_{\ell \in \mathbb{N}^{n}} \sum_{k \in\{0,1\}^{n}} \alpha_{k} \Xi_{\ell-k} t^{\ell} \tag{20}
\end{equation*}
$$

where we also use the fact that $\Xi_{k}=0$ if $k \in \mathbb{Z}^{n} \backslash \mathbb{N}^{n}$. Comparing Equations (18) and (20), we deduce that, for $\ell \in \mathbb{N}^{n}$,

$$
\sum_{k \in\{0,1\}^{n}} \alpha_{k} \Xi_{\ell-k}= \begin{cases}M_{\ell} & \text { if } \ell \in\{0,1\}^{n} \\ 0 & \text { otherwise }\end{cases}
$$

Since $\alpha_{0}=1$, we have

$$
e_{j}^{T} \Xi_{\ell}= \begin{cases}e_{j}^{T} M_{\ell}-\sum_{k \in\{0,1\}^{n} \backslash\{(0, \ldots, 0)} \alpha_{k} e_{j}^{T} \Xi_{\ell-k} & \text { if } \ell \in\{0,1\}^{n}, \\ -\sum_{k \in\{0,1\}^{n} \backslash\{(0, \ldots, 0)} \alpha_{k} e_{j}^{T} \Xi_{\ell-k} & \text { otherwise. }\end{cases}
$$

The conclusion follows from (19).

### 3.3 Controllability notions

Let us now introduce the controllability notions for Systems (1) and (2) considered in this paper.

Definition 3.17. Let $T>0$ and $q \in[1,+\infty]$. System (1) is said to be

1) $L^{q}$-approximately controllable in time $T$ if, for every $\epsilon>0$ and $\phi, \psi \in L^{q}\left([0,1], \mathbb{R}^{n}\right)$, there exists $u \in L^{q}\left([0, T], \mathbb{R}^{m}\right)$ such that the solution $R$ of (1) with initial condition $\phi$ and control $u$ satisfies $\|R(T, \cdot)-\psi\|_{[0,1], q}<\epsilon$.
2) $L^{q}$-exactly controllable in time $T$ if, for every $\phi, \psi \in L^{q}\left([0,1], \mathbb{R}^{n}\right)$, there exists $u \in$ $L^{q}\left([0, T], \mathbb{R}^{m}\right)$ such that the solution $R$ of (1) with initial condition $\phi$ and control $u$ satisfies $R(T, \cdot)=\psi$.

Definition 3.18. Let $T>0$ and $q \in[1,+\infty]$. System (2) is said to be

1) $L^{q}$-approximately controllable in time $T$ if, for every $\epsilon>0$ and $\phi, \psi \in \Sigma^{q}$, there exists $u \in L^{q}\left([0, T], \mathbb{R}^{m}\right)$ such that the solution $y$ of (2) with initial condition $\phi$ and control $u$ satisfies $\left\|y_{[T]}-\psi\right\|_{\Sigma^{q}}<\epsilon$.
2) $L^{q}$-exactly controllable in time $T$ if, for every $\phi, \psi \in \Sigma^{q}$, there exists $u \in L^{q}\left([0, T], \mathbb{R}^{m}\right)$ such that the solution $y$ of (2) with initial condition $\phi$ and control $u$ satisfies $y_{[T]}=\psi$.
3) $L^{q}$-approximately controllable from the origin if, for every $\epsilon>0$ and $\psi \in \Sigma^{q}$, there exist $T_{\epsilon, \psi}>0$ and $u \in L^{q}\left(\left[0, T_{\epsilon, \phi}\right], \mathbb{R}^{m}\right)$ such that the solution $y$ of (2) with initial condition 0 and control $u$ satisfies $\left\|y_{\left[T_{\epsilon, \psi}\right]}-\psi\right\|_{\Sigma^{q}}<\epsilon$.
4) $L^{q}$-exactly controllable from the origin if, for every $\psi \in \Sigma^{q}$, there exist $T_{\psi}>0$ and $u \in L^{q}\left(\left[0, T_{\psi}\right], \mathbb{R}^{m}\right)$ such that the solution $y$ of (2) with initial condition 0 and control $u$ satisfies $y_{\left[T_{\psi}\right]}=\psi$.

Even if we are interested in approximate and exact controllability in a given time $T>0$, we also introduce controllability from the origin in free time since this notion is the main one that is considered in realization theory.

Based on Proposition 3.7, the notions of approximate and exact controllability for (1) are equivalent to the corresponding ones for (2), as stated in the following proposition.

Proposition 3.19. Let $T>0$ and $q \in[1,+\infty]$. System (1) is $L^{q}$-approximate (respectively, exactly) controllable in time $T$ if and only if the same is true for System (2).

Thanks to Proposition 3.19, we consider from now on controllability issues mainly within the framework of linear difference equations, as defined in System (2).

By linearity of System (2), its approximate and exact controllability in time $T$ can be characterized in terms of the operator $E_{q}(T)$ and its dual operator $E_{q}(T)^{*}$ (that is, reducing to the case where the initial condition is zero), as stated below.

Proposition 3.20. Let $T>0$ and $q \in[1,+\infty)$. Then

1. The following assertions are equivalent:
(1.a) System (2) is $L^{q}$-approximately controllable in time $T$;
(1.b) $\operatorname{Ran} E_{q}(T)$ is dense in $\Sigma^{q}$;
(1.c) The operator $E_{q}(T)^{*}$ is injective.
2. The following assertions are equivalent:
(2.a) System (2) is $L^{q}$-exactly controllable in time $T$;
(2.b) $\operatorname{Ran} E_{q}(T)=\Sigma^{q}$;
(2.c) The operator $E_{q}(T)^{*}$ is bounded below, i.e., there exists $c>0$ such that

$$
\begin{equation*}
\left\|E_{q}(T)^{*} y\right\|_{[0, T], q^{\prime}} \geq c\|y\|_{\Sigma^{q^{\prime}}}, \quad y \in \Sigma^{q^{\prime}} \tag{21}
\end{equation*}
$$

where $q^{\prime}$ denotes the conjugate exponent of $q$.

Proof. On the one hand, the equivalences between (1.a) and (1.b), and between (2.a) and (2.b), follow directly from (12). On the other hand, the equivalences between (1.b) and (1.c), and between (2.b) and (2.c) follow from classical functional analysis arguments: the first one is a consequence of [4, Corollary 2.18], while the second one follows from [4, Theorem 2.20].

Inequalities such as (21) are usually known as observability inequalities due to their link with the observability problem of the corresponding dual system, and they are one of the most common tools used to characterize the controllability of linear PDEs [8, 27]. In particular, in [7], the controllability of the linear difference equation (3) in dimension 2 with $N=2$ delays is characterized thanks to an inequality of the form (21). However, an extension of such an approach to systems in higher dimension or with more delays seems difficult due to the combinatorics underneath the operator $E_{q}(T)$. This is why we adopt here another approach, based on Hautus-type criteria in the frequency domain, as done in [5] for the linear difference equation (3).

Remark 3.21. In the case where the delays $\tau_{1}, \ldots, \tau_{n}$ are commensurable (i.e., all their pairwise ratios are rational), it is well-known that it is possible to reformulate (2) as an equivalent difference equation with a single delay, at the price of augmenting the dimension of the state space (see, e.g., [7, Section 3]). Once this is performed, it easily follows that $L^{q}$-approximate and exact controllability are equivalent (and independent of $q \in[1,+\infty]$ ) and can be checked by a Kalman criterion.

## 4 Upper bound on the controllability time

We prove in this section that controllability from the origin and controllability in finite time $\tau_{1}+\cdots+\tau_{n}$ are equivalent. This property is obtained adapting the proof of [5, Theorem 4.7] and relies on Lemma 3.16.

Theorem 4.1. Set $T_{*}:=\tau_{1}+\cdots+\tau_{n}$. For all $T \geq T_{*}$ and $q \in[1,+\infty)$, we have

$$
\begin{equation*}
\operatorname{Ran} E_{q}(T)=\operatorname{Ran} E_{q}\left(T_{*}\right) \tag{22}
\end{equation*}
$$

In particular, System (2) is approximately (respectively, exactly) controllable from the origin if and only if it is approximately (respectively, exactly) controllable in time $T$ for every $T \geq T_{*}$.

Proof. Note that the last part of the statement follows straightforwardly from (22) and Remark 3.14.

The proof of Equation (22) is divided in two steps. We first prove that (22) is satisfied for $T \in\left[T_{*}, T_{*}+\tau_{\text {min }}\right]$, where $\tau_{\min }=\min _{j=1, \ldots, m} \tau_{j}$. We then deduce from the flow formula (12) that (22) is actually satisfied for all $T \geq T_{*}$.

Let $T>T_{*}$ and $u \in L^{q}\left([0, T], \mathbb{R}^{m}\right)$. We define

$$
\begin{equation*}
u_{1}(s):=u\left(s+T-T_{*}\right), \quad s \in\left[0, T_{*}\right] \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{2}(s):=-\sum_{\substack{k \in\{0,1\}^{n} \backslash\{(0, \ldots, 0)\} \\ s<\tau \cdot k \leq s+T-T_{*}}} \alpha_{k} u\left(s-\tau \cdot k+T-T_{*}\right), \quad s \in\left[0, T_{*}\right], \tag{24}
\end{equation*}
$$

where the coefficients $\alpha_{k}$ are defined as in Proposition 3.16.
For $j \in \llbracket 1, n \rrbracket$ and $t \in\left[-\tau_{j}, 0\right]$, we have

$$
\begin{align*}
\left(E_{q}(T) u\right)_{j}(t) & =\sum_{\substack{\ell \in \mathbb{N}^{n} \\
\tau \cdot \ell \leq T+t}} e_{j}^{T} \Xi_{\ell} B u(T+t-\tau \cdot \ell) \\
& =\sum_{\substack{\ell \in \mathbb{N}^{n} \\
\tau \cdot \ell \leq T_{*}+t}} e_{j}^{T} \Xi_{\ell} B u(T+t-\tau \cdot \ell)+\sum_{\substack{\ell \in \mathbb{N}^{n} \\
T_{*}+t<\tau \cdot \ell \leq T+t}} e_{j}^{T} \Xi_{\ell} B u(T+t-\tau \cdot \ell) . \tag{25}
\end{align*}
$$

The first sum of the right-hand side of (25) satisfies

$$
\begin{equation*}
\sum_{\substack{\ell \in \mathbb{N}^{n} \\ \tau \cdot \ell \leq T_{*}+t}} e_{j}^{T} \Xi_{\ell} B u(T+t-\tau \cdot \ell)=\left(E_{q}\left(T_{*}\right) u_{1}\right)_{j}(t) \tag{26}
\end{equation*}
$$

Note that, if $\tau \cdot \ell>T_{*}+t$, since $t \in\left[-\tau_{j}, 0\right]$, then $\tau \cdot \ell>T_{*}-\tau_{j}$, and thus we have $\max _{i \in \llbracket 1, n \rrbracket} \ell_{i} \geq 2$ or $\ell_{j}=1$. We deduce from Lemma 3.16 that the second sum of (25) can be written as

$$
\begin{align*}
& \sum_{\substack{\ell \in \mathbb{N}^{n} \\
T_{*}+t<\tau \cdot \ell \leq T+t}} e_{j}^{T} \Xi_{\ell} B u(T+t-\tau \cdot \ell) \\
&=-\sum_{\substack{\ell \in \mathbb{N}^{n} \\
T_{*}+t<\tau \cdot \ell \leq T+t}} \sum_{k \in\{0,1\}^{n} \backslash\{(0, \ldots, 0)\}} \alpha_{k} e_{j}^{T} \Xi_{\ell-k} B u(T+t-\tau \cdot \ell) . \tag{27}
\end{align*}
$$

The substitution $\ell^{\prime}=\ell-k$ in Equation (27) yields

$$
\begin{align*}
& \sum_{\substack{\ell \in \mathbb{N}^{n} \\
T_{*}+t<\tau \cdot \ell \leq T+t}} e_{j}^{T} \Xi_{\ell} B u(T+t-\tau \cdot \ell) \\
&=-\sum_{k \in\{0,1\}^{n} \backslash\{(0, \ldots, 0)\}} \sum_{\substack{\ell^{\prime} \in \mathbb{N}^{n} \\
T_{*}+t<\tau \cdot\left(\ell^{\prime}+k\right) \leq T+t}} \alpha_{k} e_{j}^{T} \Xi_{\ell^{\prime}} B u\left(T+t-\tau \cdot\left(\ell^{\prime}+k\right)\right) . \tag{28}
\end{align*}
$$

Note that, for all $T \in\left[T_{*}, T_{*}+\tau_{\text {min }}\right], k \in\{0,1\}^{n} \backslash\{(0, \ldots, 0)\}$, and $\ell^{\prime} \in \mathbb{N}^{n}$, if $\tau \cdot\left(\ell^{\prime}+k\right) \leq$ $T+t$, then $\tau \cdot \ell^{\prime} \leq T_{*}+t$. Hence, for $T \in\left[T_{*}, T_{*}+\tau_{\min }\right]$, we can rewrite Equation (28) as

$$
\begin{align*}
& \sum_{\substack{\ell \in \mathbb{N}^{N} \\
T_{*}+t<\tau \cdot \ell \leq T+t}} e_{j}^{T} \Xi_{\ell} B u(T+t-\tau \cdot \ell) \\
&=-\sum_{\substack{\ell^{\prime} \in \mathbb{N}^{n} \\
\tau \cdot \ell^{\prime} \leq T_{*}+t}} e_{j}^{T} \Xi_{\ell^{\prime}} B \sum_{\substack{k \in\{0,1\}^{n}\left\{\{(0, \ldots, 0)\} \\
T_{*}+t<\tau \cdot\left(\ell^{\prime}+k\right) \leq T+t\right.}} \alpha_{k} u\left(T+t-\tau \cdot\left(\ell^{\prime}+k\right)\right) \\
&=\left(E_{q}\left(T_{*}\right) u_{2}\right)_{j}(t) . \tag{29}
\end{align*}
$$

Equations (25), (26), and (29) prove that, for $T \in\left[T_{*}, T_{*}+\tau_{\min }\right]$ and $t \in\left[-\tau_{j}, 0\right]$,

$$
\begin{equation*}
\left(E_{q}(T) u\right)_{j}(t)=\left(E_{q}\left(T_{*}\right) u_{1}\right)_{j}(t)+\left(E_{q}\left(T_{*}\right) u_{2}\right)_{j}(t)=\left(E_{q}\left(T_{*}\right)\left(u_{1}+u_{2}\right)\right)_{j}(t), \tag{30}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\operatorname{Ran} E_{q}(T)=\operatorname{Ran} E_{q}\left(T_{*}\right), \quad T \in\left[T_{*}, T_{*}+\tau_{\min }\right] \tag{31}
\end{equation*}
$$

Let us now extend Equation (31) to all $T \in\left[T_{*},+\infty\right)$. Let $V=\operatorname{Ran} E_{q}\left(T_{*}\right)$ and $x \in V$. Fix $u \in L^{q}\left(\left[0, T_{*}\right], \mathbb{R}^{m}\right)$ such that $x=E_{q}\left(T_{*}\right) u$. For $t \in\left[0, \tau_{\text {min }}\right]$, define $\tilde{u} \in L^{q}\left(\left[0, T_{*}+t\right], \mathbb{R}^{m}\right)$ by setting $\left.\tilde{u}\right|_{\left[0, T_{*}\right]}=u$ and $\tilde{u}(s)=0$ for $s \in\left[T_{*}, T_{*}+t\right]$. From formula (12), we have

$$
\Upsilon_{q}(t) x=E_{q}\left(T_{*}+t\right) \tilde{u} \in \operatorname{Ran} E_{q}\left(T_{*}+t\right) .
$$

Thanks to Equation (31) we have proved that

$$
\begin{equation*}
\Upsilon_{q}(t) x \in V \quad \text { for all } t \in\left[0, \tau_{\text {min }}\right], x \in V \tag{32}
\end{equation*}
$$

Let $y \in \operatorname{Ran} E_{q}(T)$ for $T \in\left[T_{*}+\tau_{\min }, T_{*}+2 \tau_{\min }\right]$ and $u \in L^{q}\left([0, T], \mathbb{R}^{m}\right)$ such that $y=E_{q}(T) u$. Define $z=\left.E_{q}\left(T_{*}+\tau_{\min }\right) u\right|_{\left[0, T_{*}+\tau_{\min }\right]} \in V$. Equation (12) gives

$$
\begin{equation*}
y=\Upsilon_{q}\left(T-T_{*}-\tau_{\min }\right) z+E_{q}\left(T-T_{*}-\tau_{\min }\right) \check{u} \tag{33}
\end{equation*}
$$

where $\check{u}(\alpha)=u\left(\alpha+T_{*}+\tau_{\min }\right)$ for $\alpha \in\left[0, T-T_{*}-\tau_{\text {min }}\right]$. We deduce from (31) and (32) that $y \in \operatorname{Ran} E_{q}\left(T_{*}\right)$, proving that

$$
\begin{equation*}
\operatorname{Ran} E_{q}\left(T_{*}\right)=\operatorname{Ran} E_{q}(T), \quad T \in\left[T_{*}+\tau_{\min }, T_{*}+2 \tau_{\min }\right] . \tag{34}
\end{equation*}
$$

The iteration of the same process proves that Equation (34) actually holds for all $T \geq T_{*}$.

## 5 Controllability criteria

### 5.1 Statement of the controllability criteria

We are now in position to state our main results about the approximate and exact controllability of System (1). Denote by $H: \mathbb{C} \rightarrow \mathcal{M}_{n, n}(\mathbb{C})$ the function defined by

$$
\begin{equation*}
H(p)=\operatorname{diag}\left(e^{p \tau_{1}}, \ldots, e^{p \tau_{n}}\right)-K, \quad p \in \mathbb{C} . \tag{35}
\end{equation*}
$$

Theorem 5.1. Let $q \in[1,+\infty)$. System (1) is $L^{q}$-approximately controllable in time $\tau_{1}+$ $\cdots+\tau_{n}$ if and only if $\operatorname{rank}[K, B]=n$ and one of the following equivalent assertions holds true:

1. $\operatorname{rank}[H(p), B]=n$ for every $p \in \mathbb{C}$;
2. For every $p \in \mathbb{C}$, one has

$$
\inf \left\{\left\|g^{T} H(p)\right\|+\left\|g^{T} B\right\| \mid g \in \mathbb{C}^{n},\left\|g^{T}\right\|=1\right\}>0
$$

3. For every $p \in \mathbb{C}$, one has

$$
\operatorname{det}\left(H(p) H(p)^{*}+B B^{*}\right)>0
$$

Theorem 5.2. System (1) is $L^{1}$-exactly controllable in time $\tau_{1}+\cdots+\tau_{n}$ if and only if one of the following equivalent assertions holds true:

1. $\operatorname{rank}[M, B]=n$ for every $M \in \overline{H(\mathbb{C})}$;
2. There exists $\alpha>0$ such that, for every $p \in \mathbb{C}$,

$$
\inf \left\{\left\|g^{T} H(p)\right\|+\left\|g^{T} B\right\| \mid g \in \mathbb{C}^{n},\left\|g^{T}\right\|=1\right\} \geq \alpha
$$

3. There exists $\alpha>0$ such that, for every $p \in \mathbb{C}$,

$$
\operatorname{det}\left(H(p) H(p)^{*}+B B^{*}\right) \geq \alpha
$$

Theorem 5.1 gives necessary and sufficient conditions for the $L^{q}$-approximate controllability of linear one-dimensional hyperbolic systems for $q \in[1,+\infty)$, while Theorem 5.2 states necessary and sufficient conditions for the $L^{1}$-exact controllability. The necessary condition $\operatorname{rank}[K, B]=n$ stated in Theorem 5.1 for the approximate controllability is implied by each item of Theorem 5.2, by letting the real part of $p$ tend to $-\infty$ in (35). We conjecture that the conditions given in Theorem 5.2 are also necessary and sufficient to characterize the $L^{q}$-exact controllability for $q \in(1,+\infty)$.

The remaining of the paper is devoted to the proofs of Theorems 5.1 and 5.2. The equivalence between Items 1-3 in Theorem 5.1 is trivial by simply looking at the negation of each statement. Regarding now the equivalence between Items $1-3$ in Theorem 5.2, it immediately follows from the following lemma.

## Lemma 5.3. The following assertions are equivalent:

1. There exists $M \in \overline{H(\mathbb{C})}$ such that $\operatorname{rank}[M, B]<n$;
2. There exist sequences $\left(p_{k}\right)_{k \in \mathbb{N}} \in \mathbb{C}^{\mathbb{N}}$ and $\left(g_{k}\right)_{k \in \mathbb{N}} \in\left(\mathbb{C}^{n}\right)^{\mathbb{N}}$ such that $\left\|g_{k}\right\|=1$ for every $k \in \mathbb{N}$ and

$$
g_{k}^{T} H\left(p_{k}\right) \rightarrow 0 \text { and } g_{k}^{T} B \rightarrow 0 \quad \text { as } k \rightarrow+\infty
$$

3. There exists a sequence $\left(p_{k}\right)_{k \in \mathbb{N}} \in \mathbb{C}^{\mathbb{N}}$ such that

$$
\operatorname{det}\left(H\left(p_{k}\right) H\left(p_{k}\right)^{*}+B B^{*}\right) \rightarrow 0 \quad \text { as } k \rightarrow+\infty .
$$

Proof. Assume that Item 1 holds true, i.e., there exist $M \in \overline{H(\mathbb{C})}$ and $g \in \mathbb{C}^{n}$ of norm one so that $g^{T} M=0$, and $g^{T} B=0$. Let $\left(p_{k}\right)_{k \in \mathbb{N}}$ be such that $H\left(p_{k}\right) \rightarrow M$ as $k \rightarrow+\infty$. Item 2 follows by taking $g_{k} \equiv g$, while Item 3 follows from the fact that $\operatorname{det}\left(M M^{*}+B B^{*}\right)=0$ and the continuity of the determinant function.

Assuming now either Item 2 or Item 3, let us deduce Item 1. We first show that the real part of the sequences $\left(p_{k}\right)_{k \in \mathbb{N}}$ from Items 2 and 3 must have real part bounded from above. Reasoning by contradiction we have that, up to extracting a subsequence, $\Re\left(p_{k}\right)$ tends to $+\infty$ as $k$ tends to $+\infty$. Noticing that $H\left(p_{k}\right)=\operatorname{diag}\left(e^{p_{k} \tau_{1}}, \ldots, e^{p_{k} \tau_{n}}\right)\left(I_{n}-\right.$ $\left.\operatorname{diag}\left(e^{-p_{k} \tau_{1}}, \ldots, e^{-p_{k} \tau_{n}}\right) K\right)$, it follows that $\left\|g_{k}^{T} H\left(p_{k}\right)\right\| \rightarrow+\infty$ and $\operatorname{det}\left(H\left(p_{k}\right) H\left(p_{k}\right)^{*}+B \underline{B^{*}}\right)=$ $(1+o(1)) \prod_{j=1}^{n} e^{2 \Re\left(p_{k}\right) \tau_{j}} \rightarrow+\infty$ as $k \rightarrow+\infty$. Hence, we deduce that there exists $M \in \overline{H(\mathbb{C})}$
such that, up to extracting a subsequence, $H\left(p_{k}\right) \rightarrow M$ as $k \rightarrow+\infty$, and in this case Item 2 would imply, up to extracting a converging subsequence of $\left(g_{k}\right)_{k \in \mathbb{N}}$, the existence of $g \in \mathbb{C}^{n}$ with $\|g\|=1$ and $g^{T}[M, B]=0$, while Item 3 would imply that $\operatorname{det}\left(M M^{*}+B B^{*}\right)=0$, both yielding Item 1.

It remains to prove that $L^{q}$-approximate (respectively, $L^{1}$-exact) controllability is equivalent to $\operatorname{rank}[K, B]=n$ and one of Items 1-3 of Theorem 5.1 (respectively, Items 1-3 of Theorem 5.2). To get such a result, our approach is based on realization theory.

### 5.2 Realization theory approach

We now explain how to reformulate controllability problems for (2) within the framework of the realization theory developed by Y. Yamamoto in [28,32], cf. also [5, Section 5]. In such a framework, a control system is defined through an input-output relation (with zero initial condition), where the input is a function whose support is compact and included in $\mathbb{R}_{\text {- }}$ and the output is observed for all nonnegative times. In order to apply such a framework to our controllability problem, we should fulfill the following conditions:

1. the input $u$ is taken in the space $\Omega^{q}$ of all functions of $L^{q}\left(\mathbb{R}, \mathbb{R}^{k}\right)$ whose support is compact and contained in the interval $(-\infty, 0]$;
2. The initial state is equal to zero, i.e., for $t$ smaller than the infimum of the support of $u$, we have $y_{j}(t)=0$ for all $j \in \llbracket 1, n \rrbracket$, and $y$ satisfies

$$
\left(\begin{array}{c}
y_{1}(t)  \tag{36}\\
\vdots \\
y_{n}(t)
\end{array}\right)=K\left(\begin{array}{c}
y_{1}\left(t-\tau_{1}\right) \\
\vdots \\
y_{n}\left(t-\tau_{n}\right)
\end{array}\right)+B u(t), \quad t \in \mathbb{R}
$$

3. The output $z: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ is computed from the trajectory $y$ of System (36) and must belong to

$$
\begin{equation*}
X^{Q, q}:=\left\{z \in L_{\mathrm{loc}}^{q}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \mid \pi(Q * z)=0\right\} \tag{37}
\end{equation*}
$$

where $\pi$ is the operator of truncation on $\mathbb{R}_{+}$and $Q$ is a convolution kernel defined so that the relation $\pi(Q * z)=0$ expresses the dynamics of System (36) for $t \geq 0$.
We next aim at characterizing the output $z$ and the convolution kernel $Q$ for trajectories $y$ of System (36) associated with controls $u \in \Omega^{q}$. Note that our controllability issues amount to control $y_{[T]} \in \Sigma^{q}, T \geq 0$, and for $t \geq 0, y$ is a trajectory of System (2) if and only if $\pi(\tilde{Q} * y)=0$, where $\tilde{Q}$ is given by

$$
\tilde{Q}=I_{n} \delta_{0}-\sum_{j=1}^{n} K e_{j} e_{j}^{T} \delta_{\tau_{j}}
$$

To fit Item 3, the output $z$ should represent $y_{[T]}, T \geq 0$, while being defined for $t \geq 0$. We then define it as

$$
z(t)=\left(\begin{array}{c}
z_{1}(t)  \tag{38}\\
\vdots \\
z_{n}(t)
\end{array}\right)=\left(\begin{array}{c}
y_{1}\left(t-\tau_{1}\right) \\
\vdots \\
y_{n}\left(t-\tau_{n}\right)
\end{array}\right), \quad t \in[0,+\infty)
$$

and the relation $\pi(\tilde{Q} * y)=0$ becomes $\pi(Q * z)=0$, where the convolution kernel $Q$ is given by

$$
\begin{equation*}
Q=\operatorname{diag}\left(\delta_{-\tau_{1}}, \ldots, \delta_{-\tau_{n}}\right)-K \delta_{0} . \tag{39}
\end{equation*}
$$

With $Q$ defined as above, the set $X^{Q, q}$ from (37) can be easily identified with the space $\Sigma^{q}$. Indeed, one first sees that $X^{Q, q}$ is identified with $\prod_{j=1}^{n} L^{q}\left(\left[0, \tau_{j}\right], \mathbb{R}\right)$ since $z \in X^{Q, q}$ if and only if, for each $j=1, \ldots, n$, the restriction $\left.z_{j}\right|_{\left[0, \tau_{j}\right]}$ is in $L^{q}\left(\left[0, \tau_{j}\right], \mathbb{R}\right)$ and $z$ is the unique extension of $\left(\left.z_{1}\right|_{\left[0, \tau_{1}\right]}, \ldots,\left.z_{n}\right|_{\left[0, \tau_{n}\right]}\right)^{T}$ on the half-line $[0,+\infty)$ satisfying the condition $\pi(Q * z)=0$. In a second step, one identifies $\prod_{j=1}^{n} L^{q}\left(\left[0, \tau_{j}\right], \mathbb{R}\right)$ with $\Sigma^{q}$ by a translation of each component.

With the above definitions, the input-output system described by (36) and (38) can be written as

$$
Q * z=P * u \quad \text { on } \quad \mathbb{R},
$$

where $P=B \delta_{0}$ and $z$ is extended on $\mathbb{R}_{-}$by computing it from $y$ according to (38).
We can reformulate the controllability of System (2) in terms of the input-output delay system (36)-(38) as follows.

Lemma 5.4. Let $q \in[1,+\infty)$. System (2) is

1) $L^{q}$-approximately controllable from the origin if and only if for each $\phi \in X^{Q, q}$ there exists a sequence of inputs $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $\Omega^{q}$ whose associated sequence of outputs $\left(z_{n}\right)_{n \in \mathbb{N}}$ satisfies

$$
z_{n} \underset{n \rightarrow+\infty}{\longrightarrow} \phi \quad \text { in } L_{\mathrm{loc}}^{q}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) ;
$$

2) $L^{q}$-exactly controllable from the origin if and only if for each $\phi \in X^{Q, q}$ there exists $u \in \Omega^{q}$ such that $z=\phi$.

Note that, in the above formulation of the controllability problem for System (2) in terms of realization theory, the main differences with respect to [5] lie in the state space (here equal to $\Sigma^{q}=\prod_{i=1}^{n} L^{q}\left(\left[-\tau_{i}, 0\right], \mathbb{R}\right)$ instead of $L^{q}\left(\left[-\tau_{\max }, 0\right], \mathbb{R}^{n}\right)$ in $\left.[5]\right)$, and the definition of the distribution $Q$ in (39) (which was equal to $\delta_{-\Lambda_{N}} I_{d}-\sum_{j=1}^{N} \delta_{-\Lambda_{N}+\Lambda_{j}} A_{j}$ in [5]). Moreover, notice that here $H=\widehat{Q}$, leading to some simplification with respect to [5].

We are now in position to complete the proof of Theorems 5.1 and 5.2.
Proof of Theorem 5.1. Recall that, thanks to Theorem 4.1, $L^{q}$-approximate controllability in time $\tau_{1}+\cdots+\tau_{n}$ is equivalent to $L^{q}$-approximate controllability from the origin. The latter, in turn, is equivalent to $L^{2}$-approximate controllability from the origin, as follows by continuity of the input-output maps $\Omega^{q} \ni u \mapsto z \in X^{Q, q}, q \in[1,+\infty)$ (see the proof of [5, Theorem 5.7] for details). To conclude, it suffices to apply the characterization of $L^{2}$-approximate controllability from the origin from [32, Corollary 4.10] (where the latter property is referred to as quasi-reachability).

Proof of Theorem 5.2. We first claim that $L^{1}$-exact controllability of (1) in time $\tau_{1}+\cdots+\tau_{n}$ is equivalent to the existence of two matrix-valued Radon measures $R, S$ with entries in $M\left(\mathbb{R}_{-}\right)$ such that

$$
\begin{equation*}
Q * R+P * S=\delta_{0} I_{n} . \tag{40}
\end{equation*}
$$

Equation (40) is referred to as a Bézout identity. Indeed, the necessity of (40) follows from the same ideas as those used in the proof of [5, Theorem 5.13] but, due to some nontrivial notational adaptations to our setting, we provide a complete argument in the Appendix. The converse implication is obtained by proceeding exactly as in the arguments of [5, Proposition 5.10 and Corollary 5.12].

If (40) is satisfied for some matrix-valued Radon measures $R, S$ with entries in $M\left(\mathbb{R}_{-}\right)$, then, by proceeding as in the proof of [5, Proposition 5.17], we deduce that Item 2 holds true. The latter is equivalent to Items 1 and 3 by Lemma 5.3.

To prove the converse, let us first introduce, for $T>0$, the subspace $\Omega_{-}^{T}$ of $M\left(\mathbb{R}_{-}\right)$made of the elements $h \in M\left(\mathbb{R}_{-}\right)$of the form

$$
\begin{equation*}
h=\sum_{j=0}^{N} h_{j} \delta_{-\lambda_{j}} \quad \text { for some } N \in \mathbb{N} \text { and } \lambda_{j} \in[0, T], h_{j} \in \mathbb{R} \text { for } j \in \llbracket 0, N \rrbracket . \tag{41}
\end{equation*}
$$

We want to prove that Item 2 of the statement implies the existence of matrix-valued Radon measures $R, S$ with entries in $M\left(\mathbb{R}_{-}\right)$such that (40) holds true. By proceeding as in [15] (see also the discussion before Conjecture 5.18 in [5]), it is enough to prove that the following corona problem admits a solution: given $k \in \mathbb{N}^{*}, T>0, \alpha>0$, and $f_{1}, \ldots, f_{k}$ in $\Omega_{-}^{T}$ satisfying

$$
\sum_{i=1}^{k}\left|\widehat{f}_{i}(p)\right| \geq \alpha \quad \text { for all } p \in \mathbb{C}
$$

find $g_{1}, \ldots, g_{k}$ in $M\left(\mathbb{R}_{-}\right)$such that

$$
\sum_{i=1}^{k} f_{i} * g_{i}=\delta_{0}
$$

It is proved in [14, Theorem 4.2] that this corona problem admits a solution, yielding the conclusion.

## 6 Application to flows in networks

In this section, we apply the controllability results from Section 5 to systems of transport equations describing flows in networks (see, e.g., $[11,19]$ ).

### 6.1 Statement of the problem

Consider a directed graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}=\left\{v_{1}, \ldots, v_{k}\right\}$ and $\mathcal{E}=\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$ denote, respectively, the sets of vertices and edges of $\mathcal{G}$. Given an edge $\varepsilon_{j} \in \mathcal{E}$, we denote its endpoints by $\varepsilon_{j}(0)$ and $\varepsilon_{j}(1)$, and we assume that the edge is oriented from $\varepsilon_{j}(1)$ to $\varepsilon_{j}(0)$. We say that $\varepsilon_{j}$ is an outgoing edge of the vertex $\varepsilon_{j}(1)$ and an incoming edge of the vertex $\varepsilon_{j}(0)$.

The outgoing and incoming incidence matrices of the graph $\mathcal{G}$ are the $k \times m$ matrices $\mathcal{I}^{-}$ and $\mathcal{I}^{+}$, whose coefficients are, respectively,

$$
i_{i j}^{-}=\left\{\begin{array}{ll}
1, & \text { if } v_{i}=\varepsilon_{j}(1), \\
0, & \text { otherwise },
\end{array} \quad i_{i j}^{+}=\left\{\begin{array}{ll}
1, & \text { if } v_{i}=\varepsilon_{j}(0), \\
0, & \text { otherwise },
\end{array} \quad i \in \llbracket 1, k \rrbracket, j \in \llbracket 1, n \rrbracket .\right.\right.
$$

Note that each column of $\mathcal{I}^{-}$and of $\mathcal{I}^{+}$has exactly one nonzero element.
With each $(i, j) \in \llbracket 1, k \rrbracket \times \llbracket 1, n \rrbracket$ we associate a weight $w_{i, j}^{-} \in[0,1]$, with the assumption that

$$
\begin{equation*}
\sum_{j=1}^{n} w_{i j}^{-}=1, \quad i \in \llbracket 1, k \rrbracket, \tag{42}
\end{equation*}
$$

and that $w_{i j}^{-}=0$ if and only if $i_{i j}^{-}=0$. We define the weighted outgoing incidence matrix $\mathcal{I}_{w}^{-}=\left(w_{i j}^{-}\right)_{i \in \llbracket 1, k \rrbracket, j \in \llbracket 1, n \rrbracket}$.

We now define a controlled flow on the graph $\mathcal{G}$ following the approach of $[11,19]$. Each edge $\varepsilon_{j}$ is identified with a real interval which, up to a normalization, can be assumed to be the interval $[0,1]$, with the values 0 and 1 corresponding to the endpoints $\varepsilon_{j}(0)$ and $\varepsilon_{j}(1)$ of $\varepsilon_{j}$, respectively. On each such edge, there is a flow from the endpoint 1 to the endpoint 0 of the corresponding interval, and such a flow is described by a transport equation. At each vertex $v_{i} \in \mathcal{V}$ of the graph, we assume that the total incoming flow is distributed to the outgoing edges $\varepsilon_{j}$ according to the weights $w_{i j}^{-}$. In addition, we also have $m$ scalar controls $u_{1}, \ldots, u_{m}$ acting on the vertices of the graph. The action of the control $u_{l}$ at the vertex $v_{i}$ is leveraged by a real coefficient $\gamma_{i l}$, and the total control acting on a vertex $i$ is distributed to the outgoing edges $\varepsilon_{j}$ according to the weights $w_{i j}^{-}$. Condition (42) can then be interpreted as the conservation of the mass at the vertices. This interpretation motivates the following assumption on the graph $\mathcal{G}$, which is used in [19] and which is implied by the strong connectivity assumption of [11].
$(\mathrm{K})$ For every $v_{i} \in \mathcal{V}$, there exist $\varepsilon_{j}, \varepsilon_{j^{\prime}} \in \mathcal{E}$ such that $\varepsilon_{j}(0)=v_{i}$ and $\varepsilon_{j^{\prime}}(1)=v_{i}$.
In other words, Assumption (K) states that every vertex has at least one outgoing and one incoming edge. In particular, $k \leq n$. We shall consider that Assumption (K) holds true in the sequel of the section.

The above description of the flow in the graph $\mathcal{G}$ is represented mathematically by the system

$$
\begin{cases}\partial_{t} z_{j}(t, x)+\lambda_{j}(x) \partial_{x} z_{j}(t, x)+d_{j}(x) z_{j}(t, x)=0, & t>0, x \in(0,1),  \tag{43}\\ i_{i j}^{-} z_{j}(t, 1)=w_{i j}^{-} \sum_{e=1}^{n} i_{i e}^{+} z_{e}(t, 0)+w_{i j}^{-} \sum_{l=1}^{m} \gamma_{i l} u_{l}(t), & i \in \llbracket 1, k \rrbracket, j \in \llbracket 1, n \rrbracket,\end{cases}
$$

where $d_{1}, \ldots, d_{n}$ belong to $L^{1}([0,1], \mathbb{R})$ and $\lambda_{1}, \ldots, \lambda_{n}, \frac{1}{\lambda_{1}}, \ldots, \frac{1}{\lambda_{n}}$ belong to $L^{\infty}\left([0,1], \mathbb{R}_{-}\right)$. Even though the second line of (43) formulates $k n$ equations, it provides only $n$ nontrivial conditions, namely the ones corresponding to pairs $(i, j) \in \llbracket 1, k \rrbracket \times \llbracket 1, n \rrbracket$ with $\varepsilon_{j}(1)=v_{i}$.

Let us now write System (43) under the form (1). For $x \in[0,1]$, let

$$
\Lambda(x)=\operatorname{diag}\left(\lambda_{1}(x), \ldots, \lambda_{n}(x)\right), \quad D(x)=\operatorname{diag}\left(d_{1}(x), \ldots, d_{n}(x)\right), \quad \Gamma=\left(\gamma_{i l}\right)_{i \in \llbracket 1, k \rrbracket, l \in \llbracket 1, m \rrbracket} .
$$

Setting $z(t, x)=\left(z_{1}(t, x), \ldots, z_{n}(t, x)\right)^{T}$, we can rewrite System (43) as

$$
\left\{\begin{array}{l}
\partial_{t} z(t, x)+\Lambda(x) \partial_{x} z(t, x)+D(x) z(t, x)=0,  \tag{44}\\
z(t, 1)=\left(\mathcal{I}_{w}^{-}\right)^{T} \mathcal{I}^{+} z(t, 0)+\left(\mathcal{I}_{w}^{-}\right)^{T} \Gamma u(t),
\end{array} \quad t>0, x \in(0,1)\right.
$$

According to the results from Section 3.1, System (44) can be transformed into the linear difference equation (2) with

$$
\begin{equation*}
K=\left(\mathcal{I}_{w}^{-}\right)^{T} \mathcal{I}^{+} Z, \quad B=\left(\mathcal{I}_{w}^{-}\right)^{T} \Gamma, \quad \tau_{j}=\int_{0}^{1} \frac{d x}{\left|\lambda_{j}(x)\right|}, j \in \llbracket 1, n \rrbracket, \tag{45}
\end{equation*}
$$

where

$$
Z=\operatorname{diag}\left(e^{-\zeta_{1}}, \ldots, e^{-\zeta_{n}}\right) \quad \text { and } \quad \zeta_{j}=\int_{0}^{1} \frac{d_{j}(x)}{\left|\lambda_{j}(x)\right|} d x \quad \text { for } j \in \llbracket 1, n \rrbracket .
$$

Remark 6.1. In [11], the authors considered (43) in the case $\tau_{1}=\cdots=\tau_{n}$ and $D \equiv 0$, stating a Kalman-type criterion for the $L^{2}$-approximate controllability. Thanks to Remark 3.21, in this case, we obtain at once that $L^{q}$-approximate and exact controllability are equivalent (and independent of $q \in[1, \infty]$ ) and that they can be characterized by the Kalman criterion on the matrices $K$ and $B$ from (45). In addition, we will also show (see Proposition 6.2 below) that a necessary condition for controllability is that $\mathcal{G}$ is a finite union of directed cycle graphs, in which case $K$ and $B$ are given by (48) below.

### 6.2 A topological necessary condition for controllability

We next provide our first controllability result, which introduces a strong restriction on the topology of the graph for (43) to be controllable.

Proposition 6.2. Assume that System (43) is $L^{q}$-approximate controllable for some $q \in$ $[1, \infty)$. Then the directed graph $\mathcal{G}$ must be the finite union of directed cycle graphs.

To prove the above proposition, we need the two following technical results.
Lemma 6.3. Let the matrices $K$ and $B$ be as in (45). Then the columns of $B$ are linear combinations of the columns of $K$. In particular, the range of the matrix $[K, B]$ is equal to that of $K$.

Proof. Define first a map $J: \llbracket 1, k \rrbracket \rightarrow \llbracket 1, n \rrbracket$ associating with each $i \in \llbracket 1, k \rrbracket$ a label $j=$ $J(i) \in \llbracket 1, n \rrbracket$ of an edge $\varepsilon_{j}$ incoming at the vertex $v_{i}$, i.e., such that $\varepsilon_{j}(0)=v_{i}$. Such a map is well-defined by Assumption (K). The key point is to notice that, for $i \in \llbracket 1, k \rrbracket$ and $j \in \llbracket 1, n \rrbracket$,

$$
\begin{equation*}
K_{j J(i)}=\sum_{l=1}^{k} w_{l j}^{-} i_{l J(i)}^{+} e^{-\zeta_{J(i)}}=w_{i j}^{-} e^{-\zeta_{J(i)}} \tag{46}
\end{equation*}
$$

Moreover, by definition of the matrix $B$, for $j \in \llbracket 1, n \rrbracket$ and $r \in \llbracket 1, m \rrbracket$,

$$
B_{j r}=\sum_{i=1}^{k} w_{i j}^{-} \gamma_{i r},
$$

implying that

$$
\begin{equation*}
B_{r}=\sum_{i=1}^{k} \gamma_{i r} e^{\zeta_{J(i)}} K_{J(i)}, \tag{47}
\end{equation*}
$$

where $B_{r}$ and $K_{J(i)}$ denote the $r$ th column of $B$ and the $J(i)$ th column of $K$, respectively.

Lemma 6.4. If a vertex of $\mathcal{G}$ admits at least two incoming edges, then the corresponding matrix $K$ introduced in (45) admits two proportional columns.

Proof. Let $v_{i} \in \mathcal{V}$ and $\varepsilon_{j_{1}}, \varepsilon_{j_{2}} \in \mathcal{E}$ be such that $\varepsilon_{j_{1}}(0)=\varepsilon_{j_{2}}(0)=v_{i}$. The same computation as in (46) shows that the $j_{1}$ th and $j_{2}$ th column of $K$ are given respectively by $K_{j_{1}}=e^{-\zeta_{j_{1}}}\left(w_{i j}^{-}\right)_{j \in \llbracket 1, n \rrbracket}$ and $K_{j_{2}}=e^{-\zeta_{j_{2}}}\left(w_{i j}^{-}\right)_{j \in \llbracket 1, n \rrbracket}$ and hence $K_{j_{1}}=e^{\zeta_{j_{2}}-\zeta_{j_{1}}} K_{j_{2}}$.

We can now prove Proposition 6.2.
Proof of Proposition 6.2. By Theorem 5.1, a necessary condition for the $L^{q}$-approximate controllability of (43), for some $q \in[1, \infty)$, is that $\operatorname{rank}[K, B]=n$ and the latter implies, according to Lemmas 6.3 and 6.4, that every vertex has exactly one incoming edge.

Let $\Omega: \mathcal{E} \rightarrow \mathcal{E}$ be the map associating with an edge $\varepsilon_{j_{1}} \in \mathcal{E}$ the unique edge $\varepsilon_{j_{2}} \in \mathcal{E}$ such that $\varepsilon_{j_{2}}(0)=\varepsilon_{j_{1}}(1)$. We claim that $\Omega$ is surjective. Indeed, given an edge $\varepsilon_{j} \in \mathcal{E}$, let $v_{i}=\varepsilon_{j}(0)$. By Assumption (K), there exists $\varepsilon_{j^{\prime}} \in \mathcal{E}$ such that $\varepsilon_{j^{\prime}}(1)=v_{i}$, and the uniqueness of the incoming edge at $v_{i}$ proves that $\Omega\left(j^{\prime}\right)=j$.

Since $\Omega$ is a surjective map from the finite set $\mathcal{E}$ into itself, then $\Omega$ is a bijection, and hence a permutation of $\mathcal{E}$. Henceforth, $\Omega$ can be decomposed in the product of disjoint cycles, each of them corresponds to a directed cycle graph, and the disjoint union of these directed cycle graphs is equal to $\mathcal{G}$.

### 6.3 Hautus-Yamamoto tests for controllability of flows in networks

In this section, we investigate the $L^{q}$-approximate and exact controllability of System (43). By taking into account Proposition 6.2, this amounts to applying Theorems 5.1 and 5.2 to the case where $\mathcal{G}$ is the disjoint union of directed cycle graphs.

To proceed with the second step, we need the following notation. Given $h \in \mathbb{N}^{*}$, we denote in this section by $C_{h}$ the cyclic permutation matrix of size $h \times h$, defined by

$$
C_{h}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 0 \\
0 & \ddots & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & 0 & 0 \\
0 & \cdots & 0 & 1 & 0
\end{array}\right)
$$

(with the convention $C_{1}=(1)$ ). Note that $C_{h} e_{h}=e_{1}$ and $C_{h} e_{j}=e_{j+1}$ for $j \in \llbracket 1, h-1 \rrbracket$, where $\left(e_{1}, \ldots, e_{h}\right)$ denotes the canonical basis of $\mathbb{R}^{h}$.

When dealing with a graph $\mathcal{G}$ that is the disjoint union of directed cycle graphs, we will denote by $L$ the number of directed cycle graphs in $\mathcal{G}$. For $l \in \llbracket 1, L \rrbracket$, let $h_{l}$ denote the number of edges of the $l$ th cycle of $\mathcal{G}$, and set

$$
\mathcal{J}_{l}=\llbracket 1+\sum_{r=1}^{l-1} h_{r}, \sum_{r=1}^{l} h_{r} \rrbracket .
$$

We relabel the edges of $\mathcal{G}$ in such a way that $\varepsilon_{j}$ belongs to the $l$ th cycle of $\mathcal{G}$ if and only if $j \in \mathcal{J}_{l}$, and we assume in addition that, for each $l \in \llbracket 1, L \rrbracket$, we have $\varepsilon_{j}(0)=\varepsilon_{j+1}(1)$ for
every $j \in \mathcal{J}_{l} \backslash\left\{\max \mathcal{J}_{l}\right\}$ and $\varepsilon_{\max \mathcal{J}_{l}}(0)=\varepsilon_{\min \mathcal{J}_{l}}(1)$, i.e., if one follows the edges of a cycle, their indices increase by 1 when one goes from one edge to the next one, until the last edge of the cycle, which leads back to the first one.

Any graph $\mathcal{G}$ made of a disjoint union of directed cycles has necessarily as many vertices as edges, i.e., $k=n$. In this case, up to relabeling the vertices of $\mathcal{G}$, we assume that $\varepsilon_{j}(1)=v_{j}$ for every $j \in \llbracket 1, n \rrbracket$, and this relabeling yields $\mathcal{I}^{-}=I_{n}$ and $\mathcal{I}^{+}=\operatorname{diag}\left(C_{h_{l}}\right)_{l=1}^{L}$. In addition, Equation (42) implies that $\mathcal{I}_{w}^{-}=\mathcal{I}^{-}$, and hence we have from (45) that

$$
\begin{equation*}
K=\operatorname{diag}\left(C_{h_{l}} Z_{l}\right)_{l=1}^{L}, \quad B=\Gamma \tag{48}
\end{equation*}
$$

where $Z_{l}=\operatorname{diag}\left(e^{-\zeta_{j}}\right)_{j \in \mathcal{J}_{j}}$.
Let us provide the following result, which deals with the first condition for controllability in Theorems 5.1 and 5.2, namely the rank condition on $[K, B]$.

Lemma 6.5. With the notations above, $\operatorname{rank}[K, B]=n$ if and only if $\mathcal{G}$ is the disjoint union of directed cycle graphs.

Proof. Taking into account Lemma 6.3 and the argument of Proposition 6.2, it remains to prove that $\operatorname{rank} K=n$ if $\mathcal{G}$ is the disjoint union of directed cycle graphs. The conclusion follows using (48) and the fact that each matrix $C_{h_{l}}$ is invertible.

We next provide a technical result which will be used to refine the spectral condition given in Item 1 from Theorem 5.1 in the case where $\mathcal{G}$ is a disjoint union of directed cycle graphs. For that purpose, we recall that the matrix $H(p)$ defined in (35) is now given by

$$
H_{\text {net }}(p)=\operatorname{diag}\left(\mathcal{T}_{l}(p)-C_{h_{l}} Z_{l}\right)_{l=1}^{L}
$$

where $\mathcal{T}_{l}(p)=\operatorname{diag}\left(e^{p \tau_{j}}\right)_{j \in \mathcal{J}_{l}}$.
Lemma 6.6. Let $\mathcal{D}_{l}$ for $l \in \llbracket 1, L \rrbracket$ and $\mathcal{R}_{\mathcal{G}}$ be the subsets of the complex plane $\mathbb{C}$ defined by

$$
\mathcal{D}_{l}=\left\{\left.-\frac{\sum_{j \in \mathcal{J}_{l}} \zeta_{j}}{\sum_{j \in \mathcal{J}_{l}} \tau_{j}}+i \frac{2 k \pi}{\sum_{j \in \mathcal{J}_{l}} \tau_{j}} \right\rvert\, k \in \mathbb{Z}\right\}, \quad \mathcal{R}_{\mathcal{G}}=\bigcup_{l=1}^{L} \mathcal{D}_{l}
$$

Then the following holds true.

1. The matrix $\mathcal{T}_{l}(p)-C_{h_{l}} Z_{l}$ is invertible if and only if $p \notin \mathcal{D}_{l}$. As a consequence, the matrix $H_{\text {net }}(p)$ is invertible if and only if $p \notin \mathcal{R}_{\mathcal{G}}$.
2. For $p \in \mathcal{D}_{l}$, the rank of $\mathcal{T}_{l}(p)-C_{h_{l}} Z_{l}$ is equal to $h_{l}-1$ and its range is equal to the orthogonal space to the vector $y_{l}(p)=\left(y_{l j}(p)\right)_{j=1}^{h_{l}}$ whose components are given by

$$
\begin{equation*}
y_{l j}(p)=\prod_{t=\min \mathcal{J}_{l}}^{j-2+\min \mathcal{J}_{l}} e^{p \tau_{t}+\zeta_{t}}, \quad j \in \llbracket 1, h_{l} \rrbracket . \tag{49}
\end{equation*}
$$

Proof. Fix $l \in \llbracket 1, L \rrbracket$. The subset of $\mathbb{C}$ for which the matrix $\mathcal{T}_{l}(p)-C_{h_{l}} Z_{l}$ is singular consists of the complex numbers $p$ so that there exists a nonzero vector $x \in \mathbb{C}^{h_{l}}$ such that $\mathcal{T}_{l}(p) x=$ $C_{h_{l}} Z_{l} x$. Easy computations yield that

$$
x_{j}=\left(\prod_{t=1+\min \mathcal{J}_{l}}^{j-1+\min \mathcal{J}_{l}} e^{-\left(\zeta_{t-1}+p \tau_{t}\right)}\right) x_{1}, \quad j \in \llbracket 2, h_{l} \rrbracket, \quad x_{1}=e^{-\left(\zeta_{\max } \mathcal{J}_{l}+p \tau_{\min } \mathcal{J}_{l}\right)} x_{h_{l}} .
$$

One deduces that $\mathcal{T}_{l}(p)-C_{h_{l}} Z_{l}$ is singular if and only if $p \in \mathbb{C}$ solves the equation

$$
\prod_{t \in \mathcal{J}_{l}} e^{\zeta_{t}+p \tau_{t}}=1
$$

i.e., $p \in \mathcal{D}_{l}$. This concludes the proof of Item 1 .

Moreover, if $p \in \mathcal{D}_{l}$, it is clear from the previous computation that the kernel of $\mathcal{T}_{l}(p)-$ $C_{h_{l}} Z_{l}$ has dimension one. In addition, its range is the orthogonal to the kernel of $\mathcal{T}_{l}(p)-Z_{l} C_{h_{l}}^{T}$. Identical computations as above yield that this kernel is equal to $\mathbb{C} y_{l}(p)$ with $y_{l}(p)$ given in (49). The proof of Item 2 and that of the lemma are complete.

We are now able to state our main approximate controllability result for System (43). We first need the following notation.

For $p \in \mathcal{D}_{l}$ let $\tilde{y}_{l}(p) \in \mathbb{C}^{n}$ be the vector obtained from the vector $y_{l}(p)$ introduced in Item 2 of Lemma 6.6 by identifying $\mathbb{C}^{h_{l}}$ with the subspace of $\mathbb{C}^{n}$ corresponding to the indices in $\mathcal{J}_{l}$.

For every $p \in \mathcal{R}_{\mathcal{G}}$, let

$$
V(p)=\operatorname{Span}\left\{\tilde{y}_{l}(p) \mid l \in \llbracket 1, L \rrbracket \text { such that } p \in \mathcal{D}_{l}\right\}
$$

Notice that $\mathcal{R}_{\mathcal{G}} \ni p \mapsto V(p)$ takes finitely many values if, for every $l \in \llbracket 1, L \rrbracket$, the scalars $\tau_{j}$, $j \in \mathcal{J}_{l}$, are commensurable, i.e., rational multiples of a common real number.

Theorem 6.7. For $q \in[1,+\infty)$, System (43) is $L^{q}$-approximately controllable in time $\tau_{1}+$ $\cdots+\tau_{n}$ if and only if $\mathcal{G}$ is the disjoint union of directed cyclic graphs and

$$
\begin{equation*}
V(p) \cap \operatorname{ker} \Gamma^{T}=\{0\} \quad \text { for every } p \in \mathcal{R}_{\mathcal{G}} \tag{50}
\end{equation*}
$$

Proof. Thanks to Theorem 5.1 and Lemma 6.5, the theorem is proved if we show that Item 1 from Theorem 5.1 is equivalent to (50). By Lemma 6.6, if $p \notin \mathcal{R}_{\mathcal{G}}$, we have $\operatorname{rank} H_{\text {net }}(p)=n$. The conclusion now follows since, for $p \in \mathcal{R}_{\mathcal{G}}$, we have $\left(\operatorname{Ran}\left[H_{\text {net }}(p), B\right]\right)^{\perp}=\left(\operatorname{Ran} H_{\text {net }}(p)\right)^{\perp} \cap$ $(\operatorname{Ran} \Gamma)^{\perp}=\left(\operatorname{Ran} H_{\text {net }}(p)\right)^{\perp} \cap \operatorname{ker} \Gamma^{T}$ and $\operatorname{Ran} H_{\text {net }}(p)=V(p)^{\perp}$ by Lemma 6.6.

We deduce the following corollary in the case where $V(p)$ is of dimension one for every $p \in \mathcal{R}_{\mathcal{G}}$.
Corollary 6.8. Assume that $\mathcal{G}$ is the disjoint union of directed cyclic graphs and that, for $l_{1} \neq l_{2}$ in $\llbracket 1, L \rrbracket$,

$$
\frac{\sum_{j \in \mathcal{J}_{1}} \zeta_{j}}{\sum_{j \in \mathcal{J}_{1}} \tau_{j}} \neq \frac{\sum_{j \in \mathcal{J}_{l_{2}}} \zeta_{j}}{\sum_{j \in \mathcal{J}_{l_{2}}} \tau_{j}}
$$

Then, for $q \in[1,+\infty)$, System (43) is $L^{q}$-approximately controllable in time $\tau_{1}+\cdots+\tau_{n}$ if and only if $\tilde{y}_{l}(p)^{T} \Gamma \neq 0$ for every $l \in \llbracket 1, L \rrbracket$ and $p \in \mathcal{D}_{l}$.

We next turn to our exact controllability result for System (43). We will rely on Theorem 5.2 and, for that purpose, we first extend Lemma 6.6.

Lemma 6.9. Let $M \in \overline{H_{\mathrm{net}}(\mathbb{C})}$ and let $\left(p_{\nu}\right)_{\nu \in \mathbb{N}}$ be such that $M=\lim _{\nu \rightarrow \infty} H_{\mathrm{net}}\left(p_{\nu}\right)$. In particular, for every $j \in \llbracket 1, n \rrbracket$, $e^{p_{\nu} \tau_{j}}$ converges as $\nu$ goes to infinity. Then the following holds true.

1. The matrix $M$ is singular if and only if there exists $l \in \llbracket 1, L \rrbracket$ such that $\lim _{\nu \rightarrow \infty} \Re\left(p_{\nu}\right)=$ $-\frac{\sum_{j \in \mathcal{J}_{1}} \zeta_{j}}{\sum_{j \in \mathcal{J}_{1}} \tau_{j}}$ and $\Im\left(p_{\nu}\right)=k_{\nu} \frac{2 \pi}{\sum_{j \in \mathcal{J}_{1}} \tau_{j}}+\eta_{\nu}$ with $k_{\nu} \in \mathbb{Z}$ and $\lim _{\nu \rightarrow \infty} \eta_{\nu}=0$.
2. If $M$ is singular and $l \in \llbracket 1, L \rrbracket$ is an in Item 1 , then rank of the lth block of $M$ is equal to $h_{l}-1$ and its range is equal to the orthogonal space to the vector $Y_{l}(M)=\lim _{\nu \rightarrow \infty} y_{l}\left(p_{\nu}\right)$, where, for $p \in \mathbb{C}$, $y_{l}(p)$ is defined as in (49).

The proof can be obtained by adapting that of Lemma 6.6.
Let $\tilde{Y}_{l}(M) \in \mathbb{C}^{n}$ denote the vector obtained from $Y_{l}(M)$ by identifying $\mathbb{C}^{h_{l}}$ with the subspace of $\mathbb{C}^{n}$ corresponding to the indices in $\mathcal{J}_{l}$. Reasoning as above, we can then obtain the following corollary of Theorem 5.2.

Corollary 6.10. Assume that $\mathcal{G}$ is the disjoint union of directed cyclic graphs and that, for $l_{1} \neq l_{2}$ in $\llbracket 1, L \rrbracket$,

$$
\frac{\sum_{j \in \mathcal{J}_{l_{1}}} \zeta_{j}}{\sum_{j \in \mathcal{J}_{1}} \tau_{j}} \neq \frac{\sum_{j \in \mathcal{J}_{2}} \zeta_{j}}{\sum_{j \in \mathcal{J}_{2}} \tau_{j}}
$$

Then System (43) is $L^{1}$-exactly controllable in time $\tau_{1}+\cdots+\tau_{n}$ if and only if $\tilde{Y}_{l}(M)^{T} \Gamma \neq 0$ for every $l \in \llbracket 1, L \rrbracket$ and every $M \in \overline{H_{\text {net }}(\mathbb{C})}$ such that the lth diagonal block of $M$ is singular.
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## A Appendix

We prove in this appendix the following statement, needed in the proof of Theorem 5.2. Its proof follows that of Theorem 5.13 in [5].

Proposition A.1. If System (1) is $L^{1}$-exactly controllable in time $T_{*}=\tau_{1}+\cdots+\tau_{n}$ then there exist two matrices $R$ and $S$ with entries in $M\left(\mathbb{R}_{-}\right)$such that (40) holds true.

Proof. Let $\mathcal{D}_{+}^{\prime}(\mathbb{R})$ be the space of distributions having left-bounded support, which becomes an algebra when endowed with the convolution product $*$. Then the distribution $Q$ is invertible over $\mathcal{D}_{+}^{\prime}(\mathbb{R})$ with respect to the convolution product, and its inverse is the matrix-valued Radon measure

$$
Q^{-1}=\operatorname{diag}\left(\delta_{\tau_{1}}, \ldots, \delta_{\tau_{n}}\right) * \sum_{k=0}^{+\infty}\left(\sum_{j=1}^{n} K \operatorname{diag}\left(\delta_{\tau_{1}}, \ldots, \delta_{\tau_{n}}\right)\right)^{* k},
$$

where $M^{* k}$ denotes the convolution product of a matrix-valued Radon measure $M$ repeated $k$ times, with the convention $M^{* 0}=I_{n} \delta_{0}$.

Let us define the map $\widetilde{G}: \widetilde{\Omega}^{1} \longrightarrow \widetilde{\Sigma}^{1}$ by

$$
(\widetilde{G}(u))_{j}(t)=\left(\pi\left(Q^{-1} * P * u\right)\right)_{j}(t), \quad j \in \llbracket 1, n \rrbracket, t \in\left[0, \tau_{j}\right], u \in \widetilde{\Omega}_{1},
$$

where $\widetilde{\Sigma}^{1}=\prod_{j=1}^{n} L^{1}\left(\left[0, \tau_{j}\right], \mathbb{R}\right)$ and $\widetilde{\Omega}^{1}$ denotes the subspace of $\Omega^{1}$ made of inputs with compact support in $\left[-T_{*}, 0\right]$ endowed with the norm $\|\cdot\|_{\left[-T_{*}, 0\right], 1}$. Firstly, we can see that the map $\widetilde{G}$ is a bounded linear operator because $Q^{-1} * P$ is a distribution with a finite number of Dirac distributions on each compact interval of $\mathbb{R}$. Secondly, note that System (1) is $L^{1}$ exactly controllable in time $T_{*}$ if and only if the map $\widetilde{G}$ is surjective. We can now apply the open mapping theorem (see, e.g, [24, Theorem 4.13]) and deduce that there exists $\delta>0$ such that

$$
\begin{equation*}
\widetilde{G}(U) \supset \delta V, \tag{51}
\end{equation*}
$$

where $U$ and $V$ are the open unit balls of $\widetilde{\Omega}^{1}$ and $\widetilde{\Sigma}^{1}$ respectively.
Since $\pi\left(Q * \pi\left(Q^{-1}\right)\right)=\pi\left(\delta_{0}\right)=0$ and the inclusion $X^{Q, 2} \subset X^{Q, 1}$ holds true, [31, Lemma 4.3] implies that there exists a sequence $\psi_{k}=\left(\psi_{k, 1}, \ldots, \psi_{k, n}\right) \in\left(X^{Q, 1}\right)^{n}, k \in \mathbb{N}$, such that $\psi_{k} \rightarrow \pi\left(Q^{-1}\right)$ in the distributional sense as $k \rightarrow \infty$. Hence, for $i, j \in \llbracket 1, n \rrbracket$ and $k \in \mathbb{N}$, if we define $\left(Q_{k}^{-1}\right)_{i, j}$ as the Radon measure which is absolutely continuous with respect to the Lebesgue measure with density $\left(\psi_{k}\right)_{i, j}$, we get that $\left(Q_{k}^{-1}\right)_{i, j}$ weak-star converges to $\left(\pi\left(Q^{-1}\right)\right)_{i, j}$ in the sense of [20, Paragraph 4.3] as $k \rightarrow+\infty$. By [20, Remark 4.35], we obtain that the total variation of $\left(Q_{k}^{-1}\right)_{i, j}$ over $\left[0, \tau_{i}\right]$, given by

$$
\left|\left(Q_{k}^{-1}\right)_{i, j}\right|\left(\left[0, \tau_{i}\right]\right):=\int_{0}^{\tau_{i}}\left|\left(\psi_{k}\right)_{i, j}(t)\right| d t
$$

is uniformly bounded with respect to $k \in \mathbb{N}$, i.e.,

$$
\sup _{k \in \mathbb{N}}\left|\left(Q_{k}^{-1}\right)_{i, j}\right|\left(\left[0, \tau_{i}\right]\right)<\infty .
$$

Therefore, there exists $C>0$ such that

$$
\left\|\psi_{k, j}\right\|_{\widetilde{\Sigma}^{1}} \leq C, \quad j \in \llbracket 1, n \rrbracket, \quad k \in \mathbb{N} .
$$

Let $M^{\prime}>0$ be such that $\delta M^{\prime}>C$. We get from Equation (51) that

$$
\widetilde{G}\left(M^{\prime} U\right) \supset \delta M^{\prime} V
$$

so that, for every $j \in \llbracket 1, n \rrbracket$ and $k \in \mathbb{N}$, there exists $S_{k, j} \in \widetilde{\Omega}_{1}$ such that

$$
\widetilde{G}\left(S_{k, j}\right)=\psi_{k, j} \quad \text { and } \quad\left\|S_{k, j}\right\|_{\left[-T_{*}, 0\right], 1} \leq M^{\prime}
$$

Set $S_{k}=\left(S_{k, 1}, \ldots, S_{k, n}\right)$. By construction, $S_{k} \in \widetilde{\Omega}^{1}$ and

$$
\begin{equation*}
\pi\left(Q^{-1} * P * S_{k}\right) \rightarrow \pi\left(Q^{-1}\right) \quad \text { as } k \rightarrow \infty \tag{52}
\end{equation*}
$$

in distributional sense. Since the columns of $S_{k}$, for $k \in \mathbb{N}$, are uniformly bounded for the norm in $\widetilde{\Omega}^{1}$, by the weak compactness of Radon measures (see for instance [20, Theorem 4.33]), there exists a matrix $S$ with entries in $M\left(\mathbb{R}_{-}\right)$such that, up to extracting a subsequence, $\lim _{k \rightarrow+\infty} S_{k}=S$ in distributional sense. Since the convolution is continuous in distributional sense and $\pi$ is continuous with respect to the strong dual topology, we deduce from Equation (52) that

$$
\begin{equation*}
\pi\left(Q^{-1} * P * S\right)=\pi\left(Q^{-1}\right) \tag{53}
\end{equation*}
$$

Let

$$
\begin{equation*}
R:=Q^{-1}-Q^{-1} * P * S . \tag{54}
\end{equation*}
$$

By Equation (53), we have $\pi(R)=0$, which, together with [31, Lemma A2], implies that the support of $R$ is compact and contained in $(-\infty, 0]$. Moreover, the entries of $R$ are distributions of order zero, since the convolution of distributions of order zero remain a distribution of order zero. Equation (40) is then obtained by left convoluting Equation (54) by $Q$.
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[^1]:    ${ }^{1}$ Strictly speaking, this identity makes sense only for $t$ large enough (namely, $t \geq \tau_{\text {max }}$ ) since, for small $t>0$, some components of $y\left(t-\tau_{k}\right)$ may fail to be defined.

