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Learning Video-Conditioned Policies for Unseen Manipulation Tasks

Elliot Chane-Sane1, Cordelia Schmid1, Ivan Laptev1

Abstract— The ability to specify robot commands by a non-
expert user is critical for building generalist agents capable of
solving a large variety of tasks. One convenient way to specify
the intended robot goal is by a video of a person demonstrating
the target task. While prior work typically aims to imitate
human demonstrations performed in robot environments, here
we focus on a more realistic and challenging setup with
demonstrations recorded in natural and diverse human envi-
ronments. We propose Video-conditioned Policy learning (ViP),
a data-driven approach that maps human demonstrations of
previously unseen tasks to robot manipulation skills. To this
end, we learn our policy to generate appropriate actions given
current scene observations and a video of the target task. To
encourage generalization to new tasks, we avoid particular
tasks during training and learn our policy from unlabelled
robot trajectories and corresponding robot videos. Both robot
and human videos in our framework are represented by
video embeddings pre-trained for human action recognition.
At test time we first translate human videos to robot videos
in the common video embedding space, and then use resulting
embeddings to condition our policies. Notably, our approach
enables robot control by human demonstrations in a zero-shot
manner, i.e., without using robot trajectories paired with human
instructions during training. We validate our approach on a set
of challenging multi-task robot manipulation environments and
outperform state of the art. Our method also demonstrates
excellent performance in a new challenging zero-shot setup
where no paired data is used during training.

I. INTRODUCTION

Significant progress has been made in recent years towards
learning a generalist robot agent capable of accomplishing
a wide array of skills across many environments [1], [2],
[3], [4]. Central to this challenge is the ability to effec-
tively specify tasks and rewards to the robot system in a
user-friendly manner. In reinforcement learning, a task is
commonly defined through a reward function [5]. However,
designing good reward functions for each task is often
challenging and restricting policy learning to a fixed set of
tasks hinders generalization to new tasks. Goal-conditioned
imitation and reinforcement learning [6], [7], [8], [9], [10],
[11] can learn agents capable of performing a wide diversity
of tasks with less supervision. But providing the right goal to
define the task requires expert operators to come up with a
suitable robot observation of the desired configuration. Other
works have shown that we can learn to command generalist
robots through language instructions [2], [12], [13], [14] and
human videos [2], [15], which are easy to provide for non-
expert operators and can generalize to unseen inputs, in-
cluding behaviors beyond goal-reaching skills. Furthermore,
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Fig. 1. Given a human video instruction in a non-robotic scene, our video-
conditioned policy ViP controls the robot to perform a similar task zero-
shot, i.e. the agent never observes robot data paired with human instructions
during training and figures out which manipulation skill it is expected
to perform in its environment at test time. We illustrate three examples
of different tasks demonstrated by people and the corresponding roll-outs
generated by our method for the TableTop robotics environment.

being able to specify robot skills through language or video
commands unlocks solving more complex long-horizon tasks
by chaining human instructions [1], [16]. Nonetheless, these
methods rely on annotated demonstrations for a large set
of robot skills, which is often tedious to provide, especially
since task annotation must be repeated for each new robot
environment.

In this work, we propose Video-conditioned Policy learn-
ing (ViP), a method that learns to perform manipulation skills
given a human video of the desired task in vision-based
multi-task robotic environments (Figure 1). We demonstrate
that, due to the similarity between robot manipulation and
videos of humans performing manipulation skills, we can
leverage existing large datasets of annotated human videos,
such as the Something-Something-v2 dataset [17] (SSv2),
to learn to map human videos to robot behaviors in a zero-
shot manner, without training on paired data between human
instructions and robot demonstrations. For instance, the robot
may interact in an environment that includes a drawer, yet
has received no supervision on what it is expected to do when
commanded with a video instruction of a human closing
a possibly different drawer. We do so by learning a video
encoder using Supervised Contrastive Learning [18], where
embeddings of videos of the same task are closer together
in cosine distance, and show that video models trained on
such large datasets of annotated human videos, which can
be easily collected from the internet [17], [19], [20], [21],
generalize to the robot video domain.

In addition, we show that video encoders trained for
human video action recognition readily provide relevant task
embeddings for multi-task policy learning. Following recent
trends in data-driven robotics, our approach learns from large
collections of offline robot experience that can be collected
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in different ways, e.g. by expert demonstrations given by mo-
tion planners, teleoperated play data, random data generation
processes. Given an offline dataset of robot demonstrations,
we learn a video conditioned policy to regress the action
conditioned on both the robot state and a video embedding
of the full trajectory the state-action pair belongs to. We
also keep each embedding in a library of robot embeddings.
At inference, we perform nearest neighbors regression on
this library using the cosine distance to the embedding
of the human instruction to generate an appropriate robot
embedding that is both (a) relevant to the instruction and
(b) is executable by the policy. We can then execute the
human video instruction by decoding the selected embedding
into a robot trajectory using the learned policy.

Overall, our approach demonstrates that large collections
of human videos can enable less supervision in data-driven
robotics. Our contributions can be summarizes as follows:
• we designed a method to train a policy conditioned

on robot video embeddings given by a video encoder
pretrained on a large dataset of annotated human videos;

• our method can map human video instructions to robot
manipulation skills without supervision from paired data
to bridge the gap between the human and robot domain;

• our approach outperforms prior works on a set of multi-
task robotic environments.

II. RELATED WORK

Different methods have been explored in recent years
towards robot learning with human videos. Many prior works
hence consider the problem of learning to follow human
demonstrations using different techniques such as pose or
keypoints estimation [22], [23], [24], image translation and
inpainting [25], [26], [27], [28], learning object centric rep-
resentations [29], [30], simulators [31], [32] and meta learn-
ing [33]. Contrary to these prior works that often consider
closely aligned human videos and robot environments e.g.
humans demonstrating the task in the same lab environment
as the robot, we assume that human video instructions are
collected ”in-the-wild” and therefore there exists a large
domain gap between human videos and robot workspace.

Recent works attempt to perform model pretraining from
large-scale human videos in order to get good image repre-
sentations for robotic control [34], [35]. Other works have
shown that we can infer states and actions from diverse
videos and use it for reinforcement learning [36], [37], [38],
[39]. In our work, we show that encoders trained on large
datasets of videos for human action recognition provide good
task embeddings for robotic manipulation.

Prior works have also considered leveraging large datasets
of human videos to learn reward functions for robotics
manipulations [40], [15]. The most relevant work to ours
is Domain-agnostic Video Discriminator (DVD) [15] which
also tackles the problem of commanding robots using in-
the-wild human videos. DVD learns a video similarity by
training a discriminator network to classify whether two
videos are performing the same task on both annotated robot
demonstrations and a subset of SSv2 videos. The similarity

score is then used as a reward for planning with an action-
conditioned video generation method [41] trained on ran-
domly collected robot experience. In contrast, our approach
does not require any annotated robot demonstration and can
accommodate both randomly collected robot experience and
expert demonstrations. Moreover, [15] plans several sub-
trajectories as high-dimensional synthetic videos per episode
whereas our approach plans a full trajectory in the embedding
space of robot videos.

Contrastive learning on large-scale datasets has led to sig-
nificant progresses in a range of computer vision tasks [42],
[43]. Contrastive learning has also been used to learn
language-conditioned policies by training on large scale
datasets of images [44], [45] and videos [46]. In this work,
we leverage Supervised Contrastive Learning [18] for human
action recognition on the SSv2 dataset to learn a mapping
between human video instructions and robotic manipulation.

Our work falls under outcome-conditioned action regres-
sion [7], [47], [48]. Such works cast reinforcement learning
as learning policies conditioned on trajectory information
such as future returns [49], [50], [51], many previous
timesteps [52], [53] or a desired goal-configuration [54],
[6], [7], [47] to learn multi-task policies. In contrast, our
policy is conditioned on a video embedding of the full
robot trajectory. [2] also showed that we can learn a video-
conditioned controllers by conditioning the policy on both a
video of the full robot trajectory and paired sets of human
videos appropriately collected for each task. Other works
[12], [13] show that pairing a small subset of robot data
with language instructions enables generalizable language-
conditioned task execution. Our method does not require any
robot data paired with human instructions and, hence, can
learn generic policies from unlabelled robot datasets.

III. METHOD

In Section III-A we first present an overview of our
approach that enables robots to mimic new tasks demon-
strated by people in natural human environments. We then
detail how we learn a generic video-conditioned policy
from randomly-generated demonstrations in Section III-B.
We further describe how we condition our policy on human
videos in Section III-C. Finally, we describe how we learn a
similarity function for matching human videos to robot roll-
outs without using paired human-robot data in Section III-D.

A. Method overview

We aim to perform a robot manipulation task conditioned
on a human video in a vision-based multi-task environment.
At test time our system receives an input video of a previ-
ously unseen task performed by a person, such as pushing a
mug or closing a drawer, and controls a robot arm with the
intent of performing a similar task in the robot environment.

More formally, we consider a set of Markov Decision
Processes (MDP) MDPi = (S,A,Ri, p)i sharing the same
observation space S, action space A and dynamics p but
with different reward functions Ri corresponding to different
tasks we would like to solve. We do not assume that the
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Fig. 2. (Left) During training, we learn a manipulation policy conditioned on robot video embeddings of the full robot trajectories from the robot dataset.
At the same time, the robot video embedding of each trajectory in the robot dataset is added to an embeddings library. (Right) At inference, we encode
the human video instruction into a human video embedding. We then average the robot embeddings from the library that have highest cosine similarity to
the human embedding into a selected robot embedding. Finally, we execute the policy conditioned on this selected embedding.

reward functions Ri are observed. Instead, Ri must be
inferred through a human video of the task xh ∈ X . Our
goal is to learn a video-conditioned controller π(.|s, xh) that
predicts actions a ∈ A given the current states s ∈ S and
human videos xh ∈ X to maximize the reward functions
associated with the input human video.

There may exist a large domain gap between videos of
humans and robots performing similar tasks. To bridge this
gap, we leverage the large-scale video dataset Something-
Something-v2 (SSv2) [17] with labeld human actions Dh =
{xhi , yhi }i where labels yhi for videos xhi correspond to
different manipulation actions such as Opening Something,
Moving Something Away from the Camera, etc. Following
DVD [15], we train a similarity function d(., .) that assigns
high values to pairs of videos representing the same task and
low values to video pairs of different tasks. Unlike DVD,
however, we learn such similarity without any annotated
robot videos. Given a human video, we use the learned
similarity as a reward R(.) = d(., xh) for our controller.

To learn the policy, we assume access to a dataset of
unlabelled robot demonstrations Dr = {xri , (sti)t, (ati)t}i,
where (sti)t is a sequence of robot observations, (ati)t is
the corresponding sequence of executed robot actions and
xri is a video of the demonstration. For instance, if the
observation space S only contains images (without e.g. pro-
prioceptive information), the videos can simply correspond
to the whole sequence of states in the trajectory xri = (sti)t.
This offline dataset can be collected in many different ways:
by expert demonstrators, rollouts of other policies, through
teleoperation or by random data generation. Importantly, we
do not assume access to any further information about these
demonstrations.

Figure 2 presents an overview of our approach: we lever-
age a video encoder fθ trained for human action recognition
on SSv2 and a similarity metric between videos. During
training, we learn a behavior cloning policy πφ conditioned

on robot embeddings given by the video encoder while stor-
ing all embeddings of the robot training dataset in a library.
At inference, we first use this library and the similarity metric
to predict a robot embedding relevant to the human video
instruction, then rollout the policy in the environment.

B. Video-conditioned policy learning

We now describe how to encode a large array of behaviors
into a single policy. A key to our approach is the use of the
embedding space of a video encoder pretrained on human
videos to condition our policy. This video embedding can be
seen as a task embedding for our generic multi-task policy.
We will explain more in detail how we can obtain meaningful
video embeddings for control in Section III-D.

During training, we learn a policy πφ to regress an action
given the current state and a video embedding of a full
robot trajectory. Video embeddings act as context defining
the global task. The policy is trained with behavior-cloning
by minimizing the loss:

Lπ(φ) = −Es,a,xr∼Dr log πφ(a|s, fθ(xr)). (1)

At test time, this policy can be commanded to reproduce
a robot video input xr by first encoding the video into an
embedding er and then executing the actions a ∼ π(.|s, er)
predicted by the policy at each step s visited during the
roll-out. As we will see from experiments, however, using
human videos to directly condition the policy results in poor
performance due to the large domain gap between robot and
human videos. We therefore propose to first translate human
videos to robot video embeddings as described in the next
section.

C. Inference with human instructions

At inference, our first step is to translate the human video
instruction xh into the robot video embedding eh that both
(1) corresponds to the target task and (2) is in distribution
for the robot policy. While many methods can instantiate



Fig. 3. Illustrations of environments used in our experiments. From left to right: TableTop env1-env4 followed by Kitchen left and right views.

this, we choose to simply use nearest neighbors regression
in the robot embedding space. We first encode the videos
contained in the robot dataset Dr into a library of robot
embeddings De = (eri = fθ(x

r
i ))i. We also encode the

video instruction into a human embedding eh. We then
perform k nearest neighbors regression using the distance
function d, by first computing all the distances between
the human embedding and each embeddings in the library
di = d(eh, eri ), then averaging the top k embeddings of the
library er = 1

k

∑k
ĩ∈1 e

r
ĩ
. Finally, we perform policy rollout

conditioned on this embedding. As result, although the policy
was trained with behavior cloning, this approach allows us to
maximize the similarity of the robot trajectory to the video
prompt at inference.

D. Learning a task similarity from human videos

Many choices of distance metric d between videos can
be used to match a human video to an appropriate robot
embedding. In this work, we consider adapting Supervised
Contrastive Learning [18] to our video action recognition
task on the Something-Something-v2 dataset. We learn our
video encoder fθ(.) = fpθ (f

b(.)) composed of a backbone
f b(.) which maps videos to representation vectors and a
projection network fpθ (.) which maps representation vectors
to embedding vectors e, such that embeddings from the
same class are pulled closer together in cosine distance than
embeddings from different classes. As a result, the cosine
distance characterizes the similarity between two videos.

In contrastive representation learning, the backbone and
projection net are typically trained end-to-end from scratch
and, after training, the projection net is discarded and a
classifier head is learned on top of the representations.
Instead, we start from available pretrained backbones for
SSv2 classification and simply train the projection net using
the Supervised Contrastive Learning loss. Given a batch
of N video/label pairs sampled from the SSv2 dataset
{xhk , yhk}k∈[1,..,N ] ∼ Dh, we build a multiview batch consist-
ing of 2N pairs, {x̃hl , ỹl}l∈[1,..,2N ], where x̃h2k−1 and x̃h2k are
two random augmentations of video xhk and ỹh2k−1 = ỹh2k =
yhk . We train fθ to minimize the Supervised Contrastive Loss:

LSupCon(θ) =∑
i∈I

−1
|P (i)|

∑
p∈P (i)

log
exp

(
〈fθ(x̃hi ), fθ(x̃hp)〉/τ

)∑
a∈A(i) exp

(
〈fθ(x̃hi ), fθ(x̃ha)〉/τ

)
(2)

where 〈., .〉 is the cosine similarity, I = [1, .., 2N ], A(i) =
I\{i}, P (i) = {p ∈ A(i) : ỹhp = ỹhi } and τ is a hyper-
parameter. After training, we use the distance d(xh, xr) =
〈fθ(xh), fθ(xr)〉 between videos xh and xr as measure of

similarity that focuses on the semantic aspects of the video.
As we show in the experimental section, despite being trained
only on human videos, this similarity metric generalizes to
robot manipulation tasks. In our experiments, we use the
same video backbone as [40] and [15].

Alternative options for d include the DVD similarity
network [15], which learns to classify whether two videos
correspond to the same task and uses the classification
score between human and robot videos as a distance metric
d on top of the video encoder f b. While our approach
implicitly corresponds to the same classification objective,
supervised contrastive learning readily embeds our encoder
with a similarity metric.

IV. EXPERIMENTS

This section presents experiments validating our proposed
approach and its training procedure. We evaluate our method
on several tasks in two challenging environments and com-
pare results to the state-of-the-art method [15]. In particular,
we present ablations of our method and show its advantage in
zero-shot settings, i.e. for tasks that have not been observed
during training.

A. Experimental Setup

For our experiments, we consider the TableTop environ-
ments introduced in [15]. The agent controls a robot arm
in four variations of a simulated environment containing a
drawer, a cup in front of a coffee machine and a faucet
handle. The four environments differ by object positions,
camera locations and colors. Robot experience for policy
training is collected by controlling the robot end effector
to go through three keypoints randomly sampled in the
environment. We follow the experimental setup of [15] and
consider three tasks: close the drawer, push the cup and
turn the faucet to the right. The image encoder representing
the current state of the environment is learned end-to-end
together with the policy. These environments challenge the
ability of our approach to generate meaningful manipulation
skills from random robot trajectories.

Furthermore, we consider the Kitchen environment ini-
tially introduced in [10]. The agent controls a robot arm
with a clamp in a kitchen environment containing diverse
objects: a microwave, three doors, a kettle and light and knob
switches. We consider 3 opening tasks: open the microwave,
open the left door and open the sliding door. Robot demon-
strations accomplishing these tasks are available from [34].
However, these demonstrations are not annotated and the
agent learns jointly from all these demonstrations without
knowing what each demonstration accomplishes. For the



TABLE I
RESULTS FOR THE TABLETOP ENVIRONMENT USING ROBOT DEMONSTRATIONS. DVD RESULTS ARE OBTAINED FROM [15] EXCEPT THE ONES

MARKED WITH ”*” FOR WHICH WE RUN THE CODE PROVIDED BY THE AUTHORS.

Setting Method env 1 env 2 env 3 env 4 Avg

seen robot demos DVD [15] 65.2 (4.1) 62.3 (2.8) 53.8 (3.9) 39.6 (0.7) 55.2 (2.9)

ViP (DVD similarity) 97.1 (2.8) 72.0 (15.9) 82.1 (16.4) 42.0 (11.2) 73.3 (11.6)

unseen robot demos DVD [15] 55.1 (2.0) 51.1* (2.5) 38.4* (1.6) 35.0* (1.9) 44.9* (2.0)

ViP (DVD similarity) 68.2 (11.2) 55.2 (13.0) 60.3 (8.0) 43.6 (8.0) 56.8 (10.0)

Kitchen environment we train the policy on top of R3M im-
age representations following [34] using all demonstrations.
This environment is challenging as it requires to distinguish
which task is the one intended by the user among very similar
opening tasks.

Figure 3 illustrates the environments. Following [15], for
each of these tasks, we consider three different human video
instructions collected in diverse environments to prompt our
method at inference. Note that, in both environments, our
approach can use the same video encoder and similarity
metric.

B. Comparison to DVD [15]

We first validate our video-conditioned control policy and
compare it to the planning method of DVD [15] on the
TableTop environments in the following settings:
• Seen robot demos: the video similarity is trained on

a subset of task-related SSv2 classes and on labelled
videos of robot demonstrations for the target tasks
collected in env 1 and the rearranged version of env 1.

• Unseen robot demos: the video similarity is trained on
a subset of task-related SSv2 classes and on labelled
videos of robot demonstrations corresponding to non-
target tasks in env 1 and the rearranged version of env 1.

We compare our approach to [15] that uses the DVD simi-
larity on top of a learned action-conditioned video prediction
model for control [41]. For the Seen robot demos setting we
take results reported in [15]. For the Uneen robot demos, we
take the best success rate reported in [15] for environment
1 and run the code of the authors to obtain results for envi-
ronments 2, 3 and 4 (marked with *). For a fair comparison
of our control policy, we here run ViP using the same video
similarity function as in DVD which was trained on paired
data between human videos and robot demonstrations.

Table I presents results for the TableTop environments
where, for each environment, we report the average success
rates across the three tasks and three human video instruc-
tions. ViP control policy outperforms DVD in both settings
and most environments. We believe these improvements are
due to comparing the human video prompt to full robot
trajectories instead of shorter sub-trajectories and not relying
on synthetic video generation for control as in [15]. To
demonstrate stability of our approach, we report results over
four training seeds while [15] reports results over evaluation
runs. Moreover, our method is significantly faster than DVD
as it operates in the space of pre-computed embeddings,
while DVD requires to execute its video prediction model for

each sampled trajectory. As result, in our experiments ViP
requires less than 1 second to complete an episode in the
TableTop environment while it takes more than 16 seconds
to complete the same task with DVD.

We observe that the gains obtained by ViP compared to
DVD are lower in the unseen robot demos setting. This can
be attributed to the fact that our approach relies more on
human videos of the target tasks to achieve good results.

C. ViP without paired data
While DVD uses paired data with robot and human videos

demonstrating execution of similar tasks, obtaining such data
is cumbersome at scale, see discussion in Section I. In this
section we demonstrate that ViP is able to cope with a more
challenging setting where the training of video similarity is
done using pairs of human videos only and without access
to any robot data.

Table II presents our results. In this setting, our approach
(ViP (Ours)) significantly outperforms DVD, succeeding to
perform intended tasks more than 70% of the time on average
across environments, while DVD performs only slightly
better than chance. Moreover, we can see that our results
in this setting are similar to results in Table I where paired
robot demonstrations are used for similarity learning. Indeed,
having a global understanding of full robot trajectories makes
our action recognition approach less reliant on robot demos,
which are more important when planning for short horizon
as in DVD. Finally, ViP with the DVD similarity metric also
performs well, showing that our approach can accommodate
alternative choices of video similarity. Qualitative results of
ViP are presented in Figure 1 and in the supplementary
video, where we show that failure cases include failing to
manipulate the desired object and failure to perform the
manipulation task.

We further compare our approach to a baseline where
we bypass our translation module and directly use human
video embeddings to condition the ViP policy (Human
video as input). Since ViP was only trained on robot video
embeddings, embeddings of human videos are out of its
training distribution. As result, the policy fails to perform
the intended tasks. This highlights the importance of our
translation procedure which matches human videos to a
library of robot demonstrations.

In Figure 4 we evaluate the sensitivity of our method to the
number of nearest neighbor samples k used for translation of
human videos in Section III-C. High values of k ensure that
the generated embedding er is an average of many appro-
priate robot embeddings, whereas low values of k prioritize



TABLE II
RESULTS FOR THE TABLETOP ENVIRONMENT WITHOUT PAIRED DATA. DVD RESULTS ARE OBTAINED BY RUNNING THE CODE OF THE AUTHORS.

Method env 1 env 2 env 3 env 4 Avg

Random 25.6 25.1 22.2 18.2 22.8
Human video as input 22.7 (7.9) 32.9 (12.9) 11.2 (7.8) 14.3 (9.6) 20.3 (9.6)

DVD[15] 43.0* (2.6) 44.3* (2.0) 32.8* (1.7) 27.0* (2.6) 36.8* (2.2)

ViP (Cosine distance in repr. space) 36.9 (4.5) 66.4 (17.5) 39.3 (15.0) 36.4 (15.4) 44.8 (13.1)

ViP (DVD similarity) 50.8 (10.2) 67.3 (17.4) 72.6 (16.3) 53.4 (9.6) 61.0 (13.4)

ViP (Ours) 79.9 (11.4) 77.9 (16.2) 70.6 (17.8) 56.9 (8.7) 71.3 (13.5)

Fig. 4. Average success rate achieved by the policy on the TableTop
environments for different values of k. We compare k = 1 against values
of k corresponding to different percentages of the library size.

maximising the similarity score between the predicted robot
embedding and the human instruction embedding. While our
approach is relatively robust to this hyperparameter, too high
values of k result in lower performance. On the other side, for
k = 1, meaning that we choose a robot demonstration with
the highest similarity to the human video, the performance
drops. We hypothesise that performing a nearest-neighbor
regression has a regularization effect, as naively maximizing
the similarity might result in choosing an adversarial robot
embedding that is misleadingly for the target task. We set k
to 1% of the library size for the TableTop environments and
to 0.5% for the Kitchen environment.

In Table II we also ablate an alternative choice for video
similarity where video embeddings obtained from the SSv2
action classification network are directly compared using a
cosine distance measure (Cosine distance in repr. space).
Using such a naive video similarity together with ViP results
in superior performance compared to DVD, however, it is
outperformed by both the DVD similarity with ViP (ViP
(DVD similarity)) and our full approach, highlighting the
importance of training an explicit distance between videos
for the success of our method.

D. Kitchen environment

We evaluate our approach on the kitchen environments
in the zero-shot setting. We compare our approach against a
version of our method where we select a robot demonstration
that solves the target task (ViP (Oracle)) as well as a version
that randomly selects robot demonstrations from the library
(ViP (Random)). We also compare against single-task R3M
[34], where we trained specialized policies for each task
using all the demonstrations available.

We report the success rates for each task averaged over the
3 corresponding human video instructions across 4 training
seeds in Table III. Comparison between R3M and Oracle
shows that our approach successfully learns from multi-task
data for precise manipulation skills, achieving competitive
results to R3M trained for single tasks. When prompted
with a human video instruction in the left camera view

(L), our approach successfully opens the correct door when
presented with human videos of opening common doors and
microwaves. However, the method fails to map human videos
of opening sliding doors to appropriate robot skills. On the
right camera view (R), our approach struggles more, often
opening the wrong object when prompted with videos of
sliding doors and microwaves. These results show the limit of
training on SSv2, where different human videos of opening
something are encouraged to be grouped together by our
similarity metric disregarding manipulated objects.

TABLE III
RESULTS ON THE KITCHEN ENVIRONMENT

Method left door sliding door microwave

L ViP (Random) 22.5 (2.7) 29.8 (0.4) 13.5 (4.7)

ViP (Oracle) 83.2 (16.5) 99.2 (0.8) 43.0 (10.2)

R3M[34] 63.8 (10.3) 100 (0.0) 53.8 (11.0)

ViP (Ours) 69.4 (11.0) 41.7 (27.6) 25.1 (8.5)

R ViP (Random) 22.0 (2.9) 30.0 (0.0) 8.5 (3.0)

ViP (Oracle) 92.0 (7.4) 99.8 (0.4) 27.2 (9.1)

R3M[34] 57.5 (2.9) 100 (0.0) 30.0 (0.1)

ViP (Ours) 66.7 (3.3) 41.7 (14.4) 6.6 (2.9)

V. CONCLUSION

We propose ViP, a method that learns to map human video
instructions to robot skills in a zero-shot manner. We show
that by conditioning on video embeddings, we can learn
from multi-task robot data without supervision and prompt
our policy with an unseen human video instruction at test
time. As a step further towards less supervision in data-driven
robotics, we demonstrate that, by training on large datasets of
diverse labelled human videos, we don’t need to pair human
instructions to robot data during training.

Our experiments demonstrate that ViP can accommodate
many different similarity metrics between human instructions
and robot manipulations. Future work could explore other
forms of similarities, such as mapping language instructions
to robotic skills.
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