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#### Abstract

We propose a new imaging algorithm capable of producing quantitative indicator functions for unknown and possibly highly oscillating media from multistatic far field measurements of scattered fields at a fixed frequency. The algorithm exploits the notion of modified transmission eigenvalues and their determination from measurements. We propose in particular the use of a new modified background obtained as the limit of a metamaterial background. It has the specificity of having a unique non trivial eigenvalue, which is particularly suited for the proposed imaging procedure. We show the efficiency of this new algorithm on some 2D experiments and emphasize its superiority with respect to some clasical approaches such as the Linear Sampling Method.
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## 1. Introduction

In the context of inverse scattering problems at a fixed frequency, we are interested in the design of an imaging algorithm that provides interpretable indicator functions for highly fluctuating scatterers. This is motivated for instance by non destructive testing of composite materials, such as concrete, composed of unknown randomly distributed components.

We particularly target methods that do not rely on numerical modeling of the scattering problem. This is justified by the impossibility or difficulty of designing a sufficiently accurate numerical model when randomness is present in the probed media.

A first attempt to address this type of problems was done in [5]. The authors were able to design an imaging functional for highly fractured media capable of providing quantitative indicator of the crack's density. Their methodology is based on the introduction of an artificial background containing a resonator. Considering the scattering problem relative to this background, one can define some resonant frequencies that can be reconstructed from measured data. These frequencies would monotonically depend on the intersection of the artificial resonators with the set of cracks, which furnishes an indicator function on their density.

We shall follow here a similar route but improving the procedure in [5] in two important aspects. The first one is to consider measured data at a fixed frequency. This is done by encoding the spectral parameter in the design of the background. The second important aspect is the choice of the background model. We start with the metamaterial background proposed in [3] and related modified transmission eigenvalues that play the role of a spectral parameter [9]. We prove that the associated spectrum converges, as the metamaterial parameter goes to infinity, to a simplified spectrum made of only one non trivial eigenvalue. This is very appealing from the numerical point of view since it greatly simplifies the identification of the non trivial eigenvalue from measured data. In addition, the spectral parameter can also be equivalently interpreted as a weighted average of the refractive index with respect to the solution of a boundary value problem posed inside the artificial resonator. This allows for a better quantitative interpretation of the indicator function.

In this proof of concept we shall restrict ourselves to the scalar Helmholtz equation and to scatterers made of penetrable isotropic inhomogeneities (that for instance can be a collection of small inclusions randomly distributed in the probed domain). Our methodology is quite general and can be easily extended to other inverse scattering problems, such as electromagnetic or elastodynamic inverse problems. In addition to acoustic problems, the two dimensional version of the scalar problem can also be seen as a model for electromagnetic problems invariant in one direction.

The use of artificial backgrounds in imaging algorithms has been proposed in a number of recent works in the literature ( $[13,12,4,16,11]$ ). Their use is different than in the imaging functional proposed in [3] and that we generalize in the present work.

The new artificial background (obtained as a limiting problem of the one introduced
first in [3]) can be seen as a special form of impedance boundary value problems. We analyse the properties of associated spectral problem (that shares similarities with Steklov eigenvalue problem [10]) and prove a monotonicity property of its unique non trivial eigenvalue with respect to the index of refraction. We then prove that this eigenvalue can be reconstructed from far field data at a fixed frequency. We employ the framework of the Generalized Linear Sampling Method [7] (GLSM) to prove this result in a constructive way. The proposed algorithm for a quantitative indicator function associated with the refractive index is then as follows: 1) choose a disc of given radius that we shall sweep over some sampling positions in the probed domain; 2) for each sampling position, identify the eigenvalue from far field data using the GLSM approach; 3) assign to the sampling position the difference between this eigenvalue and the eigenvalue associated with an index of refraction equals to one. The obtained indicator function would then be monotonically dependent with respect to the values of the true refractive index intersecting the disc. It also represent an averaged value of the contrast as we indicated above.

We explicit the details of this procedure in the numerical section and discuss the choice of the disc radius in terms of the used frequency. We then show how the obtained indicator function gives superior results to those given by geometrical approaches such as the Linear Sampling Method [14]. Moreover, the sign of the indicator function would give an indication on how the mean value of the refractive index compares with respect to 1 . This is also discussed and illustrated through some numerical tests in 2D.

The article is organized as follows. In section 2, we introduce the direct problem and associated far field operator. We discuss in section 3 the metamaterial transmission eigenvalue problem and its limit as the metamaterial parameter goes to $\infty$. Then we analyse the properties of this limit problem. We introduce in section 4 the artificial background associated with the new limit eigenvalue problem. We explain in section 5 how to identify the associated modified transmission eigenvalue from far field data. Based on these materials, we propose in section 6 a new indicator function for the reconstruction some quantitative information related to the refractive index. Finally, this section is concluded with some validating numerical examples in $2 D$. Some complimentary results are given in the Appendix.

## 2. Settings of the direct problem and some related key results

Let $D$ be a bounded domain in $\mathbb{R}^{m}, m=2,3$ with piecewise smooth boundary $\partial D$ and connected complement. We denote by $\nu$ the outward normal field on $\partial D$. We shall consider the following scattering problem, with inhomogeneity supported in $D$. For $k>0$ the wavenumber, let $u \in H_{l o c}^{1}\left(\mathbb{R}^{m}\right)$ be the total field and $u^{s}$ be the scattered field
solutions of:

$$
\left\{\begin{array}{l}
\Delta u+k^{2} n u=0 \text { in } \mathbb{R}^{m}  \tag{1}\\
u=u^{s}+u^{i} \\
\lim _{r \rightarrow+\infty} \int_{|x|=r}\left|\frac{\partial u^{s}}{\partial r}-i k u^{s}\right|^{2}=0
\end{array}\right.
$$

where the incident field $u^{i}=e^{i k x \cdot d}$, denoted $u^{i}(., d)$ for $d \in S=\left\{x \in \mathbb{R}^{m},|x|=1\right\}$ the unit sphere. We extend this notation to $u^{s}(., d)$ and $u(., d)$. The real refractive index $n \in L^{\infty}\left(\mathbb{R}^{m}\right)$ is such that $n>0$ and $n=1$ in $\mathbb{R}^{m} \backslash \bar{D}$. It is known that problem (1) is well posed and the scattered field $u^{s}$ has the following expansion for all $\hat{x} \in S$,

$$
u^{s}(r \hat{x}, d)=\frac{e^{i k r}}{r^{\frac{m-1}{2}}} u^{\infty}(\hat{x}, d)+O\left(\frac{1}{r^{\frac{m+1}{2}}}\right)
$$

with $u^{\infty}(., d)$ being the so called far field pattern of the scattered field. We define the far field operator $F: L^{2}(S) \rightarrow L^{2}(S)$ by

$$
\begin{equation*}
(F g)(\hat{x}):=\int_{S} g(d) u^{\infty}(\hat{x}, d) d s(d), \quad \hat{x} \in S \tag{2}
\end{equation*}
$$

We remark that $u_{g}^{\infty}:=F g$ is the far field pattern of the scattered field $u_{g}^{s}$, solution of (1) with $u^{i}=v_{g}$ the Herglotz wave function defined for $g \in L^{2}(S)$ by

$$
\begin{equation*}
v_{g}(x):=\int_{S} e^{i k x d} g(d) d s(d) \tag{3}
\end{equation*}
$$

For a given $\psi \in L^{2}(D)$, we define the unique function $w^{s} \in H_{l o c}^{1}\left(\mathbb{R}^{m}\right)$ satisfying

$$
\left\{\begin{array}{l}
\Delta w^{s}+k^{2} n w^{s}=k^{2}(1-n) \psi \text { in } \mathbb{R}^{m}  \tag{4}\\
\lim _{r \rightarrow+\infty} \int_{|x|=r}\left|\frac{\partial w^{s}}{\partial r}-i k w^{s}\right|^{2}=0
\end{array}\right.
$$

Observe that if $\psi=v_{g}$, then $w^{s}=u_{g}^{s}$. We introduce the operator $H: L^{2}(S) \rightarrow L^{2}(D)$ defined by

$$
\begin{equation*}
H g:=\left.v_{g}\right|_{D}, \tag{5}
\end{equation*}
$$

along with its $L^{2}$-adjoint

$$
\begin{equation*}
H^{*}(\psi):=\int_{D} \psi(y) e^{-i k \hat{x} \cdot y} d y \tag{6}
\end{equation*}
$$

Then, the far field operator $F$ has the following factorization $[18,7]$

$$
\begin{equation*}
F g=H^{*} T H, \tag{7}
\end{equation*}
$$

where $T: L^{2}(D) \rightarrow L^{2}(D)$ is defined by

$$
\begin{equation*}
T(\psi)=-\gamma k^{2}(1-n)\left(\psi+w^{s}\right), \tag{8}
\end{equation*}
$$

with $w^{s}$ the solution of (4), $\gamma=k^{2} / 4 \pi$ for $m=3$ and $\gamma=e^{i \pi / 4} / \sqrt{8 \pi k}$ for $m=2$. For later use, we introduce the definition of transmission eigenvalues.

Definition 1. Values of $k>0$ for which the problem:

$$
\left\{\begin{array}{l}
\Delta u+k^{2} n u=0 \text { in } D,  \tag{9}\\
\Delta v+k^{2} v=0 \text { in } D, \\
v=u \text { on } \partial D \\
\partial_{\nu} v=\partial_{\nu} u \text { on } \partial D
\end{array}\right.
$$

has nontrivial solutions $(u, v) \in L^{2}(D) \times L^{2}(D)$, such that $w-v \in H^{1}\left(D_{b}\right)$ are called transmission eigenvalues.

### 2.1. Inverse problem and a motivating example

The inverse problem we would like to address is to retrieve information about the geometry of $D$ and the refractive index $n$ from the knowledge of the far field operator $F$. The developments in this article are motivated by the limitation of standard imaging methods to handle highly heterogeneous scatterers. Consider for instance $D$ as a union of small and close scatterers such as presented in the left part of Figure 1. The main objective is to recover the local distribution of those small inhomogeneities. The high density of the inclusions challenges classical methods such as the Linear Sampling Method (LSM) that try to construct an indicator function for the geometry of the scatterers. We display in the right part of Figure 1 the indicator result provided by the LSM for a fixed frequency. We clearly observe that not only the method fails to recover the geometry, but also gives no information about their distribution. To overcome this issue, we shall develop an imaging method based on transmission eigenvalues as introduced in [5] in order to build an indicator function that has connections with the scatterers density, which is the most relevant information one can obtain for this type of media. As opposed to [5], we shall work at a fixed frequency and replace transmission eigenvalues by a modified version based on the introduction of an artificial background.

## 3. An artificial metamaterial background

The starting point of our method is to consider so called modified transmission eigenvalues as introduced in [3] with an artificial background media being a metamaterial. We sketch in the following this idea. Let $D_{b} \subset \mathbb{R}^{m}$ be a regular bounded simply connected domain. Let $\Omega$ be an open domain such that $\bar{\Omega}=\bar{D} \cup \overline{D_{b}}$ and such that $\Omega$ has a connected complement. Let $u_{b} \in H_{l o c}^{1}\left(\mathbb{R}^{m}\right)$ be the total field and $u_{b}^{s}$ be the scattered field solutions of

$$
\left\{\begin{array}{l}
\operatorname{div}\left(a_{b} \nabla u_{b}\right)+k^{2} n_{b}(\lambda) u_{b}=0 \text { in } \mathbb{R}^{m},  \tag{10}\\
u_{b}=u^{i}+u_{b}^{s} \\
\lim _{r \rightarrow+\infty} \int_{|x|=r}\left|\frac{\partial u_{b}^{s}}{\partial r}-i k u_{b}^{s}\right|^{2}=0
\end{array}\right.
$$

for some incident field $u^{i}$. The coefficients $a_{b}, n_{b}(\lambda) \in L^{\infty}\left(\mathbb{R}^{m}\right)$ are such that

$$
a_{b}=\left\{\begin{array}{l}
1 \text { in } \mathbb{R}^{m} \backslash \overline{D_{b}}, \\
-a \text { in } D_{b},
\end{array} \quad \text { and } \quad n_{b}(\lambda)=\left\{\begin{array}{l}
1 \text { in } \mathbb{R}^{m} \backslash \overline{D_{b}}, \\
\lambda \text { in } D_{b},
\end{array}\right.\right.
$$



Figure 1. Left: the domain $D$ constituted by 2250 small circles of radius 0.02 having a constant index of refraction $n=2$. Right: indicator function provided by the LSM with $1 \%$ added noise to the far field operator $F$ and for frequency $k=4$ (the wavelength is roughly 80 times higher than the radius of the circles.)
for $a>0$ and $a \neq 1$ and $\lambda \in \mathbb{R}$ that will play the role of a spectral parameter. Similarly to the forward scattering problem, we use the notation $u_{b}(., d), u_{b}^{s}(., d), u_{b}^{\infty}(., d)$ for $u^{i}=u^{i}(., d)$ and consider the far field operator $F_{b}: L^{2}(S) \rightarrow L^{2}(S)$

$$
\left(F_{b} g\right)(\hat{x}):=\int_{S} g(d) u_{b}^{\infty}(\hat{x}, d) d s(d), \quad \hat{x} \in S
$$

We then define the modified far field operator $\mathcal{F}: L^{2}(S) \rightarrow L^{2}(S)$

$$
\mathcal{F} g:=F g-F_{b} g .
$$

Modified transmission eigenvalues $\lambda$ correspond to the values of $\lambda$ such that there exists a non trivial incident field in $L^{2}(\Omega) \cap H^{1}\left(D_{b}\right)$ such that, $u^{s}=u_{b}^{s}$ in $\mathbb{R}^{m} \backslash \Omega$. In particular, we obtain that for these values, there exists a non trivial solution $w:=\left.u\right|_{\Omega}$ and $v:=\left.u_{b}\right|_{\Omega}$ of the following problem

$$
\left\{\begin{array}{l}
\Delta w+k^{2} n w=0 \text { in } \Omega  \tag{11}\\
\operatorname{div}\left(a_{b} \nabla v\right)+k^{2} n_{b}(\lambda) v=0 \text { in } \Omega \\
v=w \text { on } \partial \Omega \\
a_{b} \partial_{\nu} v=\partial_{\nu} w \text { on } \partial \Omega
\end{array}\right.
$$

In the case where $\left.u\right|_{\Omega}=w$ and $\left.u_{b}\right|_{\Omega}=v$ respectively coincide with the solutions of (1) and (10) with $u^{i}=v_{g}$, we have $\mathcal{F} g=0$. This means that for this particular Herglotz wave, the scattered wave produced by the original media and the background media are the same outside $\Omega$.
Let us denote by $\eta_{0}\left(n, D_{b}\right)$ the first Dirichlet eigenvalue of the problem:

$$
\left\{\begin{array}{l}
w \in H^{1}\left(D_{b}\right)  \tag{12}\\
\Delta w+\eta n w=0 \text { in } D_{b}, \quad w=0 \text { on } \partial D_{b}
\end{array}\right.
$$

The interior transmission eigenvalue problem (11) has been studied in [3] in the case $D \subset D_{b}$. It is proved that if $k^{2}$ is not an eigenvalue of (12) then the spectrum is discrete without finite accumulation point and there exists at least one positive eigenvalue to (11). In addition, if $k^{2}<\eta_{0}\left(n, D_{b}\right)$, then the eigenvalues are monotonically increasing with respect to $n$. In particular, the largest positive eigenvalue $\lambda_{1}$ satisfies:

$$
\begin{equation*}
\lambda_{1}\left(n, D_{b}\right)=\sup _{w, v \in \mathbf{H}_{*}^{1}\left(D_{b}\right)} \frac{k^{2} \int_{D_{b}} n|w|^{2} d x-\int_{D_{b}}|\nabla w|^{2} d x-a \int_{D_{b}}|\nabla v|^{2} d x}{k^{2} \int_{D_{b}}|v|^{2} d s}, \tag{13}
\end{equation*}
$$

where $\mathbf{H}_{*}^{1}\left(D_{b}\right):=\left\{w, v \in H^{1}\left(D_{b}\right),\left.w\right|_{\partial D_{b}}=\left.v\right|_{\partial D_{b}}, v \neq 0\right\}$.
The imaging algorithm relies on identifying these modified transmission eigenvalues from knowledge of the operator $F$ and numerical computations of the operator $F_{b}$ associated with different locations of the domain $D_{b}$. In practice, $D_{b}$ will be a circle that sweeps over the probed domain. For numerical efficiency, the parameter $a$ in (11) has to be chosen in order to have the simplest possible structure of the spectrum and the highest sensitivity with respect to $n$. These eigenvalues can be computed analytically in the case of a ball and constant $n$ as the zero of a determinant. Indeed, in dimension 2, for $D=D_{b}$ a centered ball at the origin circle of radius $\rho$, the eigenvalues are solutions to:

$$
\mathcal{P}_{j}(a, \lambda)=\operatorname{det}\left(\begin{array}{ll}
J_{j}(k \rho \sqrt{n}) & -J_{j}\left(k \rho \sqrt{\frac{-\lambda}{a}}\right) \\
\sqrt{n} J_{j}^{\prime}(k \rho \sqrt{n}) & a \sqrt{\frac{-\lambda}{a}} J_{j}^{\prime}\left(k \rho \sqrt{\frac{-\lambda}{a}}\right)
\end{array}\right)=0
$$

where $j \in \mathbb{Z}$ and $J_{j}$ denotes the Bessel function of the first kind of order $j$. We display in Figure 2 the values of $\mathcal{P}_{0}(a, \lambda)^{-1}$. In particular, we observe that as $a$ goes to infinity, negative eigenvalues go to $-\infty$ and the largest one converges to a unique positive value. This suggests that only the positive eigenvalues would be the most stably reconstructed one. To avoid playing with the parameter $a$, it would be interesting to consider the spectral problem (11) as $a$ goes to infinity. This limit is studied in the following section.

### 3.1. The limit spectral problem as $a \rightarrow+\infty$

Let us consider the interior transmission problem (11) where $D$ does not intersect $\partial D_{b}$ as presented in Figure 3.

In this case, solving the spectral problem (11) is equivalent to solving the following one posed on $D_{b}$ by setting $w=v=0$ in $\Omega \backslash D_{b}$ (assuming that $k$ is not a transmission eigenvalue for classical transmission problem in $D[9]): w \in H^{1}\left(D_{b}\right), v \in H^{1}\left(D_{b}\right)$,

$$
\left\{\begin{array}{l}
\Delta w+k^{2} n w=0 \text { in } D_{b},  \tag{14}\\
-a \Delta v+k^{2} \lambda v=0 \text { in } D_{b}, \\
v=w \text { on } \partial D_{b}, \\
-a \partial_{\nu} v=\partial_{\nu} w \text { on } \partial D_{b} .
\end{array}\right.
$$

Theorem 1. Assume that $k^{2}<\eta_{0}\left(n, D_{b}\right)$. Let $\left(a_{j}\right)_{j}$ be an unbounded increasing sequence of positive numbers larger than 1. Let $\lambda_{j}$ be the largest positive eigenvalue of (14) for $a=a_{j}$ and $\left(w_{j}, v_{j}\right) \in H^{1}\left(D_{b}\right) \times H^{1}\left(D_{b}\right)$ be an associated eigenvector such that


Figure 2. Values of $\mathcal{P}_{0}(a, \lambda)^{-1}$ for constant $\left.n\right|_{D_{b}}=1$ and product $k \rho=1$. The bright regions indicate where the function approaches 0 .


Figure 3. Example of a configuration where $D \cap \partial D_{b}=\emptyset$
$\left\|w_{j}\right\|_{H^{1}\left(D_{b}\right)}^{2}+\left\|v_{j}\right\|_{H^{1}\left(D_{b}\right)}^{2}=1$. Then, $\lambda_{j}$ converges to some non negative value $\frac{\mu}{k^{2}\left|D_{b}\right|}$ and (up to a subsequence) $w_{j}$ converges weakly in $H^{1}\left(D_{b}\right)$ and strongly in $L^{2}\left(D_{b}\right)$ to a non trivial function $w \in H^{1}\left(D_{b}\right)$ that satisfies

$$
\left\{\begin{array}{l}
\Delta w+k^{2} n w=0 \text { in } D_{b},  \tag{15}\\
\mu w+\int_{\partial D_{b}} \partial_{\nu} w d s=0 \text { on } \partial D_{b},
\end{array}\right.
$$

where $\left|D_{b}\right|:=\int_{D_{b}} d x$. The corresponding sequence $\left(v_{j}\right)_{j}$ strongly converges to a constant in $H^{1}\left(D_{b}\right)$.

Proof. According to (13), the positive sequence $\left(\lambda_{j}\right)$ is decreasing and therefore converges to some $\lambda \geq 0$. Moreover, since the sequence $\left(w_{j}, v_{j}\right)$ is bounded in $H^{1}\left(D_{b}\right) \times H^{1}\left(D_{b}\right)$, up to a subsequence, we can assume that $\left(w_{j}, v_{j}\right)$ converges to some $(w, v)$ weakly in $H^{1}\left(D_{b}\right) \times H^{1}\left(D_{b}\right)$ and strongly in $L^{2}\left(D_{b}\right) \times L^{2}\left(D_{b}\right)$. Problem (14) is
equivalent to the variational formulation:

$$
\begin{equation*}
\int_{D_{b}} \nabla w_{j} \nabla w^{\prime} d x+a_{j} \int_{D_{b}} \nabla v_{j} \nabla v^{\prime} d x-k^{2} \int_{D_{b}} n w_{j} w^{\prime} d x=-k^{2} \lambda_{j} \int_{D_{b}} v_{j} v^{\prime} d x,(1 \tag{16}
\end{equation*}
$$

for all $w^{\prime}, v^{\prime} \in H^{1}\left(D_{b}\right), w^{\prime}=v^{\prime}$ on $\partial D_{b}$. Taking $v^{\prime}=v_{j}$ and $w^{\prime}=w_{j}$ in (16) shows that the sequence $a_{j}\left\|\nabla v_{j}\right\|_{L^{2}\left(D_{b}\right)}^{2}$ is bounded. Therefore $\nabla v_{j}$ converges strongly to 0 in $L^{2}\left(D_{b}\right)$ which proves that $v=K$ a constant in $D_{b}$. We then infer that $w=K$ on $\partial D_{b}$. Taking $v^{\prime}=0$ in $D_{b}$ and $w^{\prime}$ in $H_{0}^{1}\left(D_{b}\right)$ and passing to the limit as $j$ goes to infinity in (21) shows that

$$
\begin{equation*}
\Delta w+k^{2} n w=0 \text { in } D_{b} \tag{17}
\end{equation*}
$$

Since $-a_{j} \Delta v_{j}+k^{2} \lambda_{j} v_{j}=0$ in $D_{b}$, we obtain, by integration over $D_{b}$, the Green formula and $-a_{j} \partial_{\nu} v_{j}=\partial_{\nu} w_{j}$ on $\partial D_{b}$,

$$
\int_{\partial D_{b}} \partial_{\nu} w_{j} d s+\lambda_{j} k^{2} \int_{D_{b}} v_{j} d x=0
$$

where the first integral must be understood as $<H^{-\frac{1}{2}}\left(\partial D_{b}\right), H^{\frac{1}{2}}\left(\partial D_{b}\right)>$ duality pairing. This notation convention will be constantly used in the rest of the product. Passing to the limit in the previous equation leads to

$$
\mu w+\int_{\partial D_{b}} \partial_{\nu} w d s=0
$$

using the fact that $\partial_{\nu} w_{j}$ weakly converges to $\partial_{\nu} w$ in $H^{-\frac{1}{2}}\left(\partial D_{b}\right)$. This proves that $w$ satisfies (15).
We now prove by contradiction that $w$ is not a trivial function. Assume that $w=0$. Then $K=0$ and therefore $v=0$. Taking $v^{\prime}=v_{j}$ and $w^{\prime}=w_{j}$ in (16) gives $\int_{D_{b}}\left|\nabla w_{j}\right|^{2} d x+a_{j} \int_{D_{b}}\left|\nabla v_{j}\right|^{2} d x \rightarrow 0$ as $j$ goes to infinity. This proves that $w_{j}$ converges strongly to 0 in $H^{1}\left(D_{b}\right)$ and we already have $v_{j}$ converges to 0 strongly in $H^{1}\left(D_{b}\right)$. This contradicts $\left\|w_{j}\right\|_{H^{1}\left(D_{b}\right)}^{2}+\left\|v_{j}\right\|_{H^{1}\left(D_{b}\right)}^{2}=1$.

Remark 1. In dimension 2, in the case where $D_{b}$ is a disk of radius $\rho>0$ and $n$ is constant, one can compute explicitly the eigenvalue $\mu$ of problem (15). We get that $\mu=\mu_{\text {ref }}(n)$ where

$$
\begin{equation*}
\mu_{\mathrm{ref}}(n):=2 \pi \rho k \sqrt{n} \frac{J_{1}(k \rho \sqrt{n})}{J_{0}(k \rho \sqrt{n})} . \tag{18}
\end{equation*}
$$

A similar expression can be derived in space dimension 3 for balls.
Theorem 1 suggests to replace the spectral problem (14) by (15) as a goes to infinity. As we shall demonstrate in the sequel, the eigenvalue problem (15) has a very simple spectrum constituted by at most one non trivial eigenvalue. This is why it also constitutes a good candidate for the imaging algorithm and that will be the subject of Section 5, after introducing the associated direct scattering problem.

### 3.2. Analysis of the spectrum of (15)

This section is dedicated to the analysis of the spectral problem (15). This analysis requires to exclude values of $k^{2}$ that are eigenvalues of the following problem.

$$
\left\{\begin{array}{l}
w \in H_{c}^{1}\left(D_{b}\right)  \tag{19}\\
\Delta w+k^{2} n w=0 \text { in } D_{b} \\
\int_{\partial D_{b}} \partial_{\nu} w d s=0 \text { on } \partial D_{b}
\end{array}\right.
$$

where $H_{c}^{1}\left(D_{b}\right):=\left\{w \in H^{1}\left(D_{b}\right),\left.w\right|_{\partial D_{b}}\right.$ is constant $\}$. The eigenvalue problem (19) has a similar structure as Dirichlet or Neumann eigenvalue problems. It is equivalent to the variational writing: $w \in H_{c}^{1}\left(D_{b}\right)$

$$
\begin{equation*}
\int_{D_{b}} \nabla w \nabla \overline{w^{\prime}} d x-k^{2} \int_{D_{b}} n w \overline{w^{\prime}} d x=0 \text { for all } w^{\prime} \in H_{c}^{1}\left(D_{b}\right) \tag{20}
\end{equation*}
$$

It follows from standard results on the spectrum of self-adjoint compact operators that the spectrum of (19) is discrete and formed by a real sequence that accumulates at $+\infty$.
Proposition 2. Assume that $k^{2}$ is not an eigenvalue of (19), then problem (15) has at most one eigenvalue. Moreover, this eigenvalue is non trivial.

Proof. Problem (15) is equivalent to the variational formulation: $w \in H_{c}^{1}\left(D_{b}\right)$

$$
\begin{equation*}
\int_{D_{b}} \nabla w \nabla \overline{w^{\prime}} d x-k^{2} \int_{D_{b}} n w \overline{w^{\prime}} d x=-\frac{\mu}{\left|\partial D_{b}\right|} \int_{\partial D_{b}} w \overline{w^{\prime}} d s \tag{21}
\end{equation*}
$$

for all $w^{\prime} \in H_{c}^{1}\left(D_{b}\right)$. Thanks to the Riesz representation theorem, we define two selfadjoint operators $\mathbb{A}$ and $\mathbb{T}: H_{c}^{1}\left(D_{b}\right) \rightarrow H_{c}^{1}\left(D_{b}\right)$ by:

$$
\begin{align*}
& \left(\mathbb{A} w, w^{\prime}\right)_{H^{1}\left(D_{b}\right)}=\int_{D_{b}} \nabla w \nabla \overline{w^{\prime}} d x-k^{2} \int_{D_{b}} n w \overline{w^{\prime}} d x, \quad \forall w^{\prime} \in H_{c}^{1}\left(D_{b}\right),  \tag{22}\\
& \left(\mathbb{T} w, w^{\prime}\right)_{H^{1}\left(D_{b}\right)}=\frac{1}{\left|\partial D_{b}\right|} \int_{\partial D_{b}} w \overline{w^{\prime}} d s, \quad \forall w^{\prime} \in H_{c}^{1}\left(D_{b}\right) .
\end{align*}
$$

The eigenvalue problem (15) is then equivalent to:

$$
\begin{equation*}
\mathbb{A} w=-\mu \mathbb{T} w, \text { in } H_{c}^{1}\left(D_{b}\right) \tag{23}
\end{equation*}
$$

Notice that since $\left.w\right|_{\partial D_{b}}$ is constant,

$$
\left(\mathbb{T} w, w^{\prime}\right)_{H^{1}\left(D_{b}\right)}=\frac{\left.w\right|_{\partial D_{b}}}{\left|\partial D_{b}\right|} \int_{\partial D_{b}} \overline{w^{\prime}} d s=\left.w\right|_{\partial D_{b}}\left(\mathbb{T} w_{1}, w^{\prime}\right)_{H^{1}\left(D_{b}\right)}
$$

where $w_{1}:=1$ in $D_{b}$. Therefore, the range of $\mathbb{T}$ is of dimension 1 . The hypothesis on $k^{2}$ shows that $\mathbb{A}$ is injective and therefore there exists at most one non trivial eigenvalue of (23).

Theorem 3. The spectrum of problem (15) can be described as follows:

1) Assume that $k^{2}$ is not an eigenvalue of (19).
a) If $k^{2}$ is not a Dirichlet eigenvalue of (12), then there exists an unique non trivial eigenvalue $\mu$ to (15) and an associated eigenvector is $w_{1} \in H^{1}\left(D_{b}\right)$ the unique solution of $\Delta w_{1}+k^{2} n w_{1}=0$ in $D_{b}$ and $w_{1}=1$ on $\partial D_{b}$. In particular, we have $\mu=-\int_{\partial D_{b}} \partial_{\nu} w_{1} d s=k^{2} \int_{D_{b}} n w_{1} d x$.
b) If $k^{2}$ is a Dirichlet eigenvalue of (12), then there are no eigenvalues to (15).
2) Assume that $k^{2}$ is an eigenvalue of (19). Then 0 is an eigenvalue of (15) and the associated eigenvectors are the eigenvectors of (19). If $k^{2}$ is not a Dirichlet eigenvalue, 0 is the unique eigenvalue.

Proof. We distinguish the various cases as in the Theorem.

1) Assume that $k^{2}$ is not an eigenvalue of (19). Then according the Proposition 2, we have at most one eigenvalue.
a) If $k^{2}$ is not a Dirichlet eigenvalue of (12). Then the function $w_{1}$ as in item a) can be defined and one easily verifies that it is an eigenvector associated with $\mu=-\int_{\partial D_{b}} \partial_{\nu} w_{1}$.
b) If $k^{2}$ is a Dirichlet eigenvalue of (12), assume by contradiction that there exists an eigenvalue $\mu$ of (15) associated with an eigenvector $w$. Since $k^{2}$ is not an eigenvalue of (19), $\mu \neq 0$ and $\left.w\right|_{\partial D_{b}} \neq 0$. Let $w_{0} \in H^{1}\left(D_{b}\right)$ the eigenvector verifying:

$$
\left\{\begin{array}{l}
\Delta w_{0}+k^{2} n w_{0}=0 \text { in } D_{b}, \\
w_{0}=0 \text { on } \partial D_{b} .
\end{array}\right.
$$

Multiplying the previous equation by $w_{1}$, and integrating by part gives:

$$
\int_{D_{b}}\left(\Delta w_{0}+k^{2} n w_{0}\right) w d x=\int_{\partial D_{b}} w \partial_{\nu} w_{0} d s=\left.w\right|_{\partial D_{b}} \int_{\partial D_{b}} \partial_{\nu} w_{0} d s=0 .
$$

Therefore, $w_{0}$ is an eigenvector of (19) which is a contradiction .
2) Assume that $k^{2}$ is an eigenvalue of (19). One can easily verify that 0 is an eigenvalue of (15) by inserting $\mu=0$ in equation (15). If $k^{2}$ is not a Dirichlet eigenvalue of (12), assume by contradiction that there exists a non trivial eigenvalue $\mu$ of (15) and an associated eigenvector $w_{1}$. We denote by $w_{0}$ an eigenvector of (19). Notice that $\left.w_{0}\right|_{\partial D_{b}} \neq 0$ and $\left.w_{1}\right|_{\partial D_{b}} \neq 0$. We obtain a contradiction following a similar reasoning as in item 1-b.

We have proved the existence of a unique eigenvalue of (15) under certain conditions on the wavenumber. The following theorem proves the monotonicity property of the eigenvalue with respect to the refractive index.

Theorem 4. Assume that $0<k^{2}<\eta_{0}\left(n, D_{b}\right)$. Then $k^{2}$ is not an eigenvalue of (19). Let $\mu\left(k, n, D_{b}\right)$ be the unique eigenvalue of (15) as defined in Theorem 3 1-a. Then we also have

$$
\begin{equation*}
\mu\left(k, n, D_{b}\right)=\sup _{w \in H_{c}^{1}\left(D_{b}\right),\left.w\right|_{\partial D_{b}}=1}\left(k^{2} \int_{D_{b}} n|w|^{2} d x-\int_{D_{b}}|\nabla w|^{2} d x\right) . \tag{24}
\end{equation*}
$$

This shows in particular that $\mu\left(k, n, D_{b}\right)$ is positive and is monotonically increasing with respect to $n$. Moreover, we have that $\mu\left(k, n, D_{b}\right) \rightarrow+\infty$ as $k^{2} \rightarrow \eta_{0}\left(n, D_{b}\right)$.

Proof. We start by proving that $k^{2}$ is not an eigenvalue of (19). First of all, we notice that the first eigenvalue of (19) is 0 associated with the constant eigenvector 1 . Then the second eigenvalue is given by:

$$
\begin{equation*}
k_{1}^{2}=\inf _{E_{2} \subset W_{2}} \sup _{w \in E_{2}, w \neq 0} \frac{\int_{D_{b}}|\nabla w|^{2} d x}{\int_{D_{b}} n|w|^{2} d x}, \tag{25}
\end{equation*}
$$

where $W_{2}$ is the set of 2 dimensional subspaces of $H_{c}^{1}\left(D_{b}\right)$. For all $w \in H_{0}^{1}\left(D_{b}\right)$, there exists $E_{2}$ such that $w \in E_{2}$ since $H_{0}^{1}\left(D_{b}\right) \subset H_{c}^{1}\left(D_{b}\right)$. Reciprocally any $E_{2} \subset W_{2}$ contains at least a non trivial element of $H_{0}^{1}\left(D_{b}\right)$, for instance $w=\left.u_{2}\right|_{\partial D_{b}} u_{1}-\left.u_{1}\right|_{\partial D_{b}} u_{2}$ where $u_{1}, u_{2}$ are two linear independant vectors of $E_{2}$. Therefore:

$$
\begin{equation*}
k_{1}^{2} \geq \inf _{w \in H_{0}^{1}\left(D_{b}\right)} \frac{\int_{D_{b}}|\nabla w|^{2} d x}{\int_{D_{b}} n|w|^{2} d x}=\eta_{0}\left(n, D_{b}\right) . \tag{26}
\end{equation*}
$$

Let $\Lambda>0$ be such that the operator $\mathbb{A}^{\prime}$ defined by

$$
\begin{equation*}
\left(\mathbb{A}^{\prime} w, w^{\prime}\right)_{H^{1}\left(D_{b}\right)}=\int_{D_{b}} \nabla w \nabla \overline{w^{\prime}} d x-k^{2} \int_{D_{b}} n w \overline{w^{\prime}} d x+\frac{\Lambda}{\left|\partial D_{b}\right|} \int_{\partial D_{b}} w \overline{w^{\prime}} d s \tag{27}
\end{equation*}
$$

for all $w^{\prime} \in H_{c}^{1}\left(D_{b}\right)$ is coercive. The existence of such $\Lambda$ follows from Wirtinguer's type inequalities and the proof is given in Appendix A, Theorem 12 for the reader's convenience. The eigenvalue problem (15) can be equivalently written as:

$$
\begin{equation*}
\mathbb{A}^{\prime} w=-(\mu-\Lambda) \mathbb{T} w \tag{28}
\end{equation*}
$$

where $\mathbb{A}^{\prime}$ is a selfadjoint coercive operator and $\mathbb{T}$ is a selfadjoint compact non negative operator. Identity (24) is then a direct consequence of the Courant-Fischer principle applied to the eigenvalue problem (28).
We now prove that $\mu\left(k, n, D_{b}\right) \rightarrow+\infty$ as $k^{2} \rightarrow \eta_{0}\left(n, D_{b}\right)$. Let $j \in \mathbb{N}^{*}$ and denote by $\left(k_{j}, w_{j}\right)$ the first eigenvalue and eigenvector with $\left\|w_{j}\right\|_{H^{1}\left(D_{b}\right)}=1$ of the following spectral problem ( $j$ is fixed):

$$
\left\{\begin{array}{l}
w_{j} \in H_{c}^{1}\left(D_{b}\right),  \tag{29}\\
\Delta w_{j}+k_{j}^{2} n w_{j}=0 \text { in } D_{b}, \\
j w_{j}+\int_{\partial D_{b}} \partial_{\nu} w_{j} d s=0 \text { on } \partial D_{b} .
\end{array}\right.
$$

We obtain by the Courant-Fischer principle:

$$
k_{j}^{2}=\inf _{w \in H_{c}^{1}\left(D_{b}\right), w \neq 0} \frac{\frac{j}{\partial D_{b} \mid} \int_{\partial D_{b}}|w|^{2}+\int_{D_{b}}|\nabla w|^{2}}{\int_{D_{b}} n|w|^{2}} \leq \inf _{w \in H_{0}^{1}\left(D_{b}\right), w \neq 0} \frac{\int_{D_{b}}|\nabla w|^{2}}{\int_{D_{b}} n|w|^{2}} .
$$

Therefore, $\left(k_{j}^{2}\right)_{j}$ an increasing sequence and bounded by $\eta_{0}\left(n, D_{b}\right)$. This implies $k_{j}^{2} \rightarrow \eta^{*}$ as $j$ goes to infinity for some $\eta^{*} \leq \eta_{0}\left(n, D_{b}\right)$. The eigenvector $w_{j}$ verifies:

$$
\begin{equation*}
\int_{D_{b}}\left|\nabla w_{j}\right|^{2} d x-k_{j}^{2} \int_{D_{b}} n\left|w_{j}\right|^{2} d x=-\frac{j}{\left|\partial D_{b}\right|} \int_{\partial D_{b}}\left|w_{j}\right|^{2} d s \tag{30}
\end{equation*}
$$

This equality proves that the right hand side remains bounded as $j$ goes to infinity, which means that $\left.w_{j}\right|_{\partial D_{b}} \rightarrow 0$. We then have that (up to a subsequence) $\left(w_{j}\right)_{j}$ converges weakly in $H^{1}\left(D_{b}\right)$ (and strongly in $L^{2}\left(D_{b}\right)$ ) to some $w$ in $H_{c}^{1}\left(D_{b}\right)$ that verifies
$\Delta w+\eta^{*} n w=0$ in $D_{b}$ and $w=0$ on $\partial D_{b}$. Let us show that $w$ is non trivial by using a contradiction argument. Suppose $w=0$. From (30), we have:

$$
\int_{D_{b}}\left|\nabla w_{j}\right|^{2} d x \leq k_{j}^{2} \int_{D_{b}} n\left|w_{j}\right|^{2} d x
$$

and therefore $\nabla w_{j} \rightarrow 0$ in $L^{2}\left(D_{b}\right)$. Consequently $w_{j}$ strongly converges to 0 in $H^{1}\left(D_{b}\right)$. This contradicts $\left\|w_{j}\right\|_{H^{1}\left(D_{b}\right)}=1$.
The fact that $w$ is non trivial implies that $\eta^{*}$ is a Dirichlet eigenvalue of (12) and therefore $\eta^{*} \geq \eta_{0}\left(n, D_{b}\right)$. We then have $\eta^{*}=\eta_{0}\left(n, D_{b}\right)=\lim _{j \rightarrow+\infty} k_{j}^{2}$. Observe that $w_{j}$ is not in $H_{0}^{1}\left(D_{b}\right)$ thanks to (25). Using (24) and (30), we then get:

$$
\mu\left(k_{j}, n, D_{b}\right) \geq \frac{k_{j}^{2} \int_{D_{b}} n\left|w_{j}\right|^{2} d x-\int_{D_{b}}\left|\nabla w_{j}\right|^{2} d x}{\int_{\partial D_{b}}\left|w_{j}\right|^{2} d s}=\frac{j}{\left|\partial D_{b}\right|} .
$$

Thus, $\lim _{j \rightarrow+\infty} \mu\left(k_{j}, n, D_{b}\right) \geq \frac{j}{\left|\partial D_{b}\right|} \rightarrow_{j \rightarrow+\infty}+\infty$

## 4. An artificial background associated with (15)

The goal of this section is to introduce a scattering problem for which the spectral problem (15) would play the role of interior transmission problem similarly to the role played by (11) for (10). Let $D_{b}$ and $\Omega$ be as in section 3 . The new artificial scattering problem can be formulated as: the total field $u_{b} \in H_{l o c}^{1}\left(\mathbb{R}^{m}\right)$ satisfies

$$
\left\{\begin{array}{l}
\Delta u_{b}+k^{2} u_{b}=0 \text { in } \mathbb{R}^{m} \backslash \overline{D_{b}},  \tag{31}\\
\mu u_{b}+\int_{\partial D_{b}} \partial_{\nu} u_{b} d s=0 \text { on } \partial D_{b}, \\
u_{b}=u_{b}^{s}+u^{i}, \\
\lim _{r \rightarrow+\infty} \int_{|x|=r}\left|\frac{\partial u_{b}^{s}}{\partial r}-i k u_{b}^{s}\right|^{2}=0
\end{array}\right.
$$

for some incident field $u^{i}$ and $\mu \in \mathbb{R}$ is the spectral parameter. The analysis of this scattering problem can be done using a standard technique, for instance a variational approach based on the introduction of the Dirichlet to Neumann operator. Let $B_{R}$ (with boundary $S_{R}$ ) be a ball containing $D_{b}$ for $R$ large enough. We define the Dirichlet to Neumann map $\Lambda: H^{\frac{1}{2}}\left(S_{R}\right) \rightarrow H^{-\frac{1}{2}}\left(S_{R}\right)$ by $\Lambda \phi:=\left.\partial_{\nu} v\right|_{S_{R}}$, where $v$ is the radiating solution to the Helmholtz equation in $\mathbb{R}^{d} \backslash B_{R}$ with $v=\phi$ on $S_{R}$, and where $\nu$ is the outward unit normal to $S_{R}$. Consider the following space

$$
\begin{equation*}
H_{c}^{1}\left(B_{R} \backslash D_{b}\right):=\left\{w \in H^{1}\left(B_{R} \backslash D_{b}\right),\left.\quad w\right|_{\partial D_{b}} \text { is constant }\right\} . \tag{32}
\end{equation*}
$$

Then, solving the scattering problem (31) is equivalent to solving the following variational problem: $u \in H_{c}^{1}\left(B_{R} \backslash D_{b}\right)$ and for all $v \in H_{c}^{1}\left(B_{R} \backslash D_{b}\right)$,

$$
\begin{equation*}
\int_{B_{R} \backslash D_{b}}\left(\nabla u \nabla v-k^{2} u v\right) d x-\int_{S_{R}} \Lambda u v d s-\frac{\mu}{\left|\partial D_{b}\right|} \int_{\partial D_{b}} u v d s=\ell(v) \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell(v):=\int_{S_{R}}\left(\partial_{\nu} u^{i}-\Lambda u^{i}\right) v d s \tag{34}
\end{equation*}
$$

Using similar arguments as in [9], one can prove that this problem is well posed for $\mu \in \mathbb{R}$ (or more generally, for non trivial complex value $\mu$ with $\Im(\mu) \geq 0$ ). We summarize the wellposedness in the following theorem and leave the proof to the reader.
Theorem 5. The scattering problem (31) is well posed for $u^{i}$ such that $\left(\partial_{\nu} u^{i}-\Lambda u^{i}\right) \in$ $H^{-\frac{1}{2}}\left(S_{R}\right)$.

Similarly to the forward scattering problem, we use the notation $u_{b}(., d), u_{b}^{s}(., d)$, $u_{b}^{\infty}(., d)$ to respectively denote the total, scattered and far field when the incident field $u^{i}=u^{i}(., d)$, the plane wave of direction $d \in S$. Consider the far field operator $F_{b}^{\mu}: L^{2}(S) \rightarrow L^{2}(S)$ defined by

$$
\left(F_{b}^{\mu} g\right)(\hat{x}):=\int_{S} g(d) u_{b}^{\infty}(\hat{x}, d) d s(d), \quad \hat{x} \in S
$$

We then define the modified far field operator $\mathcal{F}^{\mu}: L^{2}(S) \rightarrow L^{2}(S)$ as

$$
\begin{equation*}
\mathcal{F}^{\mu} g:=F g-F_{b}^{\mu} g . \tag{35}
\end{equation*}
$$

For further use, especially in the proofs of section 5, we notice that similarly to (4) the scattered field $u_{b}^{s} \in H_{l o c}^{1}\left(\mathbb{R}^{m} \backslash D_{b}\right)$ satisfies:

$$
\left\{\begin{array}{l}
\Delta u_{b}^{s}+k^{2} u_{b}^{s}=0 \text { in } \mathbb{R}^{m} \backslash D_{b}  \tag{36}\\
\mu u_{b}^{s}+\int_{\partial D_{b}} \partial_{\nu} u_{b}^{s}=-\mu u^{i}-\int_{\partial D_{b}} \partial_{\nu} u^{i} d s \text { on } \partial D_{b} \\
\lim _{r \rightarrow+\infty} \int_{|x|=r}\left|\frac{\partial u_{b}^{s}}{\partial r}-i k u_{b}^{s}\right|^{2}=0
\end{array}\right.
$$

for $u^{i}$ satisfying $\Delta u^{i}+k^{2} u^{i}=0$ in $\mathbb{R}^{m}$. We denote by $u_{b, g}^{s}$ the solution of (36) with $u^{i}=v_{g}$ defined in (3) and $u_{b, g}=u_{b, g}^{s}+v_{g}$ in $\mathbb{R}^{m} \backslash D_{b}$.
Definition 2. We say that $\mu \in \mathbb{R}$ is a modified transmission eigenvalue if problem (15) admits a non trivial solution.

## 5. An indicator function for the refractive index based on the eigenvalue of (15)

This section develops a method to recover some information on the refractive index $n$ from the far field operator $F$. This method is inspired by the one introduced in [5] and exploit the monotonicity property of the modified eigenvalue of the spectral problem (15) with respect to $n$ (see Theorem 4). The first step is to explain how one can identify the modified transmission eigenvalue from $F^{\mu}$. We shall use the GLSM framework as introduced in [7] for which we summarize the theoretical background in Apprendix, Theorem 14 for the reader's convenience. In order to avoid unnecessarily technical complications, we shall restrict ourselves to the case where $\partial D_{b} \cap D=\emptyset$.

### 5.1. Factorization of $\mathcal{F}^{\mu}$

We define $\Omega_{D}:=D \backslash D_{b}$ the component of $\Omega$ outside of $D_{b}$. Let $\mathcal{H}^{\mu}: L^{2}(S) \rightarrow$ $\mathbb{R} \times H^{-\frac{1}{2}}\left(\partial D_{b}\right) \times L^{2}\left(\Omega_{D}\right)$ defined as:

$$
\mathcal{H}^{\mu} g:=\left(\left.u_{b, g}\right|_{\partial D_{b}},\left.\partial_{\nu} u_{b, g}\right|_{\partial D_{b}},\left.u_{b, g}\right|_{\Omega_{D}}\right),
$$

where $u_{b, g}$ is solution of (31) with $u^{i}=v_{g}$ and

$$
V_{\text {inc }}\left(\Omega_{D}\right)=\left\{u \in L^{2}\left(\Omega_{D}\right) \text { such that } \Delta u+k^{2} u=0 \text { in } \Omega_{D}\right\} .
$$

Lemma 6. We introduce the subspace $V$ defined as:

$$
V=\left\{(\varphi, \psi, u) \in \mathbb{R} \times H^{-\frac{1}{2}}\left(\partial D_{b}\right) \times V_{\text {inc }}\left(\Omega_{D}\right) \text { such that } \mu \varphi+\int_{\partial D_{b}} \psi d s=0\right\} .
$$

The closure of the range of $\mathcal{H}^{\mu}$, denoted $\mathcal{R}\left(\mathcal{H}^{\mu}\right)$, in $\mathbb{R} \times H^{-\frac{1}{2}}\left(\partial D_{b}\right) \times L^{2}\left(\Omega_{D}\right)$ satisfies:

$$
\begin{equation*}
\overline{\mathcal{R}\left(\mathcal{H}^{\mu}\right)}=V . \tag{37}
\end{equation*}
$$

Proof. One can easily verify that $\overline{\mathcal{R}\left(\mathcal{H}^{\mu}\right)} \subset V$. To prove the reverse inclusion, it is sufficient to prove that the orthogonal of $\mathcal{R}\left(\mathcal{H}^{\mu}\right)$ in $V$ is reduced to the trivial vector. Let $(\varphi, \psi, u) \in V$, such that $\left(\mathcal{H}^{\mu} g,(\varphi, \psi, u)\right)=0$, for all $g \in L^{2}(S)$, which can be rewritten as follow:

$$
\begin{equation*}
\varphi u_{b, g}+\left(\psi, \partial_{\nu} \overline{u_{b, g}}\right)_{H^{-\frac{1}{2}}\left(\partial D_{b}\right)}+\left(u,\left.\overline{u_{b, g}}\right|_{\Omega_{D}}\right)_{L^{2}\left(\Omega_{D}\right)}=0 . \tag{38}
\end{equation*}
$$

Let $\widetilde{\psi} \in H^{\frac{1}{2}}\left(\partial D_{b}\right)$ be the unique vector such that for all $f \in H^{-\frac{1}{2}}\left(\partial D_{b}\right)$, we have

$$
\begin{equation*}
(\psi, f)_{H^{-\frac{1}{2}}\left(\partial D_{b}\right)}=\int_{\partial D_{b}} \widetilde{\psi} \bar{f} d s \tag{39}
\end{equation*}
$$

where the integral on the right hand side refers to the $<H^{-\frac{1}{2}}\left(\partial D_{b}\right), H^{\frac{1}{2}}\left(\partial D_{b}\right)>$ duality product that can be replaced by the integral if $f \in L^{2}\left(\partial D_{b}\right)$ for instance. In particular, from equation (38), we get for all $g \in L^{2}(S)$ :

$$
\begin{equation*}
\varphi u_{b, g}+\int_{\partial D_{b}} \widetilde{\psi} \partial_{\nu} u_{b, g} d s+\int_{\Omega_{D}} u u_{b, g} d x=0 . \tag{40}
\end{equation*}
$$

Let $w \in H_{l o c}^{1}\left(\mathbb{R}^{m} \backslash D_{b}\right)$ be a solution to

$$
\left\{\begin{array}{l}
\Delta w+k^{2} w=\left.u\right|_{\Omega_{D}} \text { in } \mathbb{R}^{m} \backslash D_{b}  \tag{41}\\
\frac{1}{\mu} \int_{\partial D_{b}} \partial_{\nu} w+w=\frac{\varphi}{\mu}-\widetilde{\psi} \text { on } \partial D_{b} \\
\lim _{r \rightarrow+\infty} \int_{|x|=r}\left|\frac{\partial w}{\partial r}-i k w\right|^{2}=0
\end{array}\right.
$$

Thus, we can replace the last integral in (40) by an integral on a centered ball $B_{R}$ for $R>0$.

$$
\begin{equation*}
\left(u,\left.\overline{u_{b, g}}\right|_{\Omega_{D}}\right)_{L^{2}\left(\Omega_{D}\right)}=\int_{B_{R} \backslash D_{b}}\left(\Delta w+k^{2} w\right) u_{b, g}^{s} d x+\int_{\Omega_{D}} u v_{g} d x . \tag{42}
\end{equation*}
$$

Applying the Green formula twice and using the relation $u_{b, g}=v_{g}+u_{b, g}^{s}$ in $\mathbb{R}^{m} \backslash D_{b}$, one obtains:

$$
\begin{aligned}
\int_{B_{R} \backslash D_{b}}\left(\Delta w+k^{2} w\right) u_{b, g}^{s} d x & =\int_{\partial B_{R}}\left(\partial_{\nu} w u_{b, g}^{s}-w \partial_{\nu} u_{b, g}^{s}\right) d s \\
& -\int_{\partial D_{b}}\left(\partial_{\nu} w u_{b, g}-w \partial_{\nu} u_{b, g}\right) d s+\int_{\partial D_{b}}\left(\partial_{\nu} w v_{g}-w \partial_{\nu} v_{g}\right) d s
\end{aligned}
$$

The first term on the right hand side goes to 0 as $R \rightarrow+\infty$ thanks to the radiation condition. Therefore, inserting the previous equality in (42) gives:

$$
\begin{equation*}
\left(u,\left.\overline{u_{b, g}^{s}}\right|_{\Omega_{D}}\right)_{L^{2}\left(\Omega_{D}\right)}=-\int_{\partial D_{b}}\left(\partial_{\nu} w u_{b, g}-w \partial_{\nu} u_{b, g}\right) d s+\int_{\partial D_{b}}\left(\partial_{\nu} w v_{g}-w \partial_{\nu} v_{g}\right) d s \tag{43}
\end{equation*}
$$

Inserting (43) in equation (40) and using the boundary condition of $w$, we obtain:

$$
\begin{equation*}
\int_{\partial D_{b}}\left(\partial_{\nu} w v_{g}-\partial_{\nu} v_{g} w\right) d s+\int_{\Omega_{D}} u v_{g} d x=0 . \tag{44}
\end{equation*}
$$

Replacing $v_{g}$ by its expression and inverting the integrals shows:

$$
\begin{equation*}
\int_{S} g(d) w^{\infty}(-d) d s(d)=0 \tag{45}
\end{equation*}
$$

where

$$
w^{\infty}(d)=-\int_{\partial D_{b}}\left(\partial_{\nu(x)} w(x) e^{-i k x \cdot d}-\partial_{\nu(x)} e^{-i k x \cdot d} w\right) d s(x)-\int_{\Omega_{D}} u(x) e^{-i k x \cdot d} d x
$$

is the far field pattern of $w$. By the Rellich lemma, we then get that $w=0$ in $\mathbb{R}^{m} \backslash D_{b}$. Hence, $w \in H_{0}^{2}\left(\Omega_{D}\right)$ and $\frac{\varphi}{\mu}-\widetilde{\psi}=0$ on $\partial D_{b}$. Since $u \in L^{2}\left(\Omega_{D}\right)$ and satisfies $\Delta \bar{u}+k^{2} \bar{u}=0$ in $\Omega_{D}$, we have in particular:

$$
\int_{\Omega_{D}} \bar{u}\left(\Delta w+k^{2} w\right) d x=0
$$

which gives $\|u\|_{L^{2}\left(\Omega_{D}\right)}^{2}=0$ therefore $u=0$. On the other hand, taking the duality product between $\frac{\varphi}{\mu}-\widetilde{\psi}$ and $f \in H^{-\frac{1}{2}}\left(\partial D_{b}\right)$, and using the definition of $\widetilde{\psi}$, we get

$$
\frac{\varphi}{\mu} \int_{\partial D_{b}} \bar{f} d s-(\psi, f)_{H^{-\frac{1}{2}}\left(\partial D_{b}\right)}=0
$$

for all $f \in H^{-\frac{1}{2}}\left(\partial D_{b}\right)$. Taking $f=\psi$ gives us $\frac{\varphi}{\mu} \int_{\partial D_{b}} \bar{\psi} d s-\|\psi\|_{H^{-\frac{1}{2}}\left(\partial D_{b}\right)}^{2}=0$. Recalling that $\mu \varphi+\int_{\partial D_{b}} \psi d x=0$, we end up with $\|\psi\|_{H^{-\frac{1}{2}\left(\partial D_{b}\right)}}^{2}+|\varphi|^{2}=0$, hence $\psi=0$ and $\varphi=0$. This concludes the proof.

We introduce the operator $\mathcal{G}^{\mu}: \overline{\mathcal{R}\left(\mathcal{H}^{\mu}\right)} \rightarrow L^{2}(S)$ such that: $\mathcal{G}^{\mu}(\varphi, \psi, u):=w^{\infty}$ where $w^{\infty}$ is the far field of $w^{s} \in H_{l o c}^{1}\left(\mathbb{R}^{m} \backslash D_{b}\right)$ solution to:

$$
\left\{\begin{array}{l}
\Delta w+k^{2} n w=0 \text { in } D_{b},  \tag{46}\\
\Delta w^{s}+k^{2} w^{s}=k^{2}(1-n)\left(u+w^{s}\right) \text { in } \mathbb{R}^{m} \backslash D_{b} \\
w-w^{s}=\varphi \text { on } \partial D_{b} \\
\partial_{\nu} w-\partial_{\nu} w^{s}=\psi \text { on } \partial D_{b}, \\
\lim _{r \rightarrow+\infty} \int_{|x|=r}\left|\frac{\partial w^{s}}{\partial r}-i k w^{s}\right|^{2}=0
\end{array}\right.
$$

Observing that $w:=u_{g}^{s}+v_{g}$ in $D_{b}$ and $w^{s}=u_{g}^{s}-u_{b, g}^{s}$ in $\mathbb{R}^{m} \backslash D_{b}$ satisfy (46) with $u=\left.u_{b, g}\right|_{\Omega_{D}}, \varphi=\left.u_{b, g}\right|_{\partial D_{b}}$ and $\psi=\left.\partial_{\nu} u_{b, g}\right|_{\partial D_{b}}$, we then deduce the following factorization:

$$
\begin{equation*}
\mathcal{F}^{\mu}=\mathcal{G}^{\mu} \mathcal{H}^{\mu} \tag{47}
\end{equation*}
$$

### 5.2. Properties of the range of $\mathcal{G}^{\mu}$

For $z \in \mathbb{R}^{m}$, we set $\phi(., z) \in L_{l o c}^{2}\left(\mathbb{R}^{m}\right)$, the radiating fundamental solution to the equation $\Delta \phi(., z)+k^{2} \phi(., z)=-\delta_{z}$ in $\mathbb{R}^{m}$ and denote by $\phi_{z}^{\infty}$ its far field pattern. We recall that:

$$
\phi(x, z):=\left\{\begin{array}{l}
\frac{e^{i k|x-z|}}{4 \pi|x-z|} \text { in } \mathbb{R}^{3},  \tag{48}\\
\frac{i}{4} H_{0}^{(1)}(k|x-z|) \text { in } \mathbb{R}^{2},
\end{array}\right.
$$

where $H_{0}^{(1)}$ denotes the Hankel function of the first kind of order zero.

Lemma 7. Assume $\mu$ is not an eigenvalue of problem (15). Then $\phi_{z}^{\infty} \in \mathcal{R}\left(\mathcal{G}^{\mu}\right)$, the range of $\mathcal{G}^{\mu}$, for all $z \in D_{b}$.

Proof. Let $z \in D_{b}$. Let $\chi_{z}$ be a $C^{\infty}\left(\mathbb{R}^{m}\right)$ function such that $\chi_{z}=1$ in $\mathbb{R}^{m} \backslash D_{b}$ and $\left.\chi_{z}\right|_{\mathcal{V}}=0$ where $\mathcal{V}$ is a neighbourhood of $z$. Consider $\Theta_{z}:=\chi_{z} \phi(., z) \in H_{l o c}^{2}\left(\mathbb{R}^{m}\right)$. Let $W_{z} \in H_{c}^{1}\left(D_{b}\right)$ be the unique solution of

$$
\left\{\begin{array}{l}
\Delta W_{z}+k^{2} n W_{z}=-\left(\Delta+k^{2} n\right) \Theta_{z} \text { in } D_{b}  \tag{49}\\
\mu W_{z}+\int_{\partial D_{b}} \partial_{\nu} W_{z} d s=0 \text { on } \partial D_{b}
\end{array}\right.
$$

We define $w_{z}=W_{z}+\Theta_{z} \in H^{1}\left(D_{b}\right)$. We notice that $w_{z}$ is solution of

$$
\left\{\begin{array}{l}
\Delta w_{z}+k^{2} n w_{z}=0 \text { in } D_{b}  \tag{50}\\
\mu w_{z}+\int_{\partial D_{b}} \partial_{\nu} w_{z} d s=\mu \phi(., z)+\int_{\partial D_{b}} \partial_{\nu} \phi(., z) d s \text { on } \partial D_{b} .
\end{array}\right.
$$

Let us set $w:=w_{z}$ in $D_{b}$ and $w^{s}:=\phi(., z)$ in $\mathbb{R}^{m} \backslash D_{b}$. We shall prove that $w$ and $w^{s}$ satisfy (46) with $\varphi=\left.\left(u_{b, z}^{s}+v_{z}\right)\right|_{\partial D_{b}}, \psi=\left.\left(\partial_{\nu} u_{b, z}^{s}+\partial_{\nu} v_{z}\right)\right|_{\partial D_{b}}$ and $u=-\left.\phi(., z)\right|_{\Omega_{D}}$ where

$$
v_{z}(x):=\int_{\partial D_{b}}\left(\partial_{\nu(y)} w_{z}(y) \phi(x, y)-\partial_{\nu(y)} \phi(x, y) w_{z}(y)\right) d s(y)
$$

and $u_{b, z}^{s}$ the solution of problem (36) with $u^{i}=v_{z}$. Indeed, the first and second equations in (46) are clearly verified together with the radiation condition. It only remains to prove that the $w-w^{s}=\varphi$ and $\partial_{\nu} w-\partial_{\nu} w^{s}=\psi$ on $\partial D_{b}$.
From representation formula of solutions to the Helmholtz equation, we get the decomposition $w_{z}=w_{z}^{s}+v_{z}$ where

$$
\begin{equation*}
w_{z}^{s}(x):=-k^{2} \int_{D_{b}}(1-n) w_{z}(y) \phi(x, y) d y, x \in D_{b} \tag{51}
\end{equation*}
$$

We extend $w_{z}^{s}(x)$ for $x \in \mathbb{R}^{m} \backslash D_{b}$ using the same formula. Set $u_{b, z}^{s}:=w_{z}^{s}-\phi(., z)$ in $\mathbb{R}^{m} \backslash D_{b}$. We notice that $u_{b, z}^{s}$ is solution to (36) with $u^{i}=v_{z}$. Thus we get on the boundary $\partial D_{b}$ :

$$
\left\{\begin{array}{l}
w_{z}=w_{z}^{s}+v_{z}=u_{b, z}^{s}+\phi(., z)+v_{z} \\
\partial_{\nu} w_{z}=\partial_{\nu} w_{z}^{s}+\partial_{\nu} v_{z}=\partial_{\nu} u_{b, z}^{s}+\partial_{\nu} \phi(., z)+\partial_{\nu} v_{z}
\end{array}\right.
$$

which correspond to the desired transmission conditions since $w_{s}=\phi(., z)$.

Lemma 8. Assume $\mu$ is an eigenvalue of problem (15). Then the set of points $z$ for which $\phi_{z}^{\infty} \in \mathcal{R}\left(\mathcal{G}^{\mu}\right)$ is nowhere dense in $D_{b}$.

Proof. Let $w_{0} \in H_{c}^{1}\left(D_{b}\right)$ be the eigenvector of (15) such that $\left\|w_{0}\right\|_{H^{1}\left(D_{b}\right)}=1$. We will proceed by contradiction. Assume there exists $(\varphi, \psi, u) \in V$, such that,

$$
\mathcal{G}^{\mu}(\varphi, \psi, u)=\phi_{z}^{\infty},
$$

for all $z \in \mathcal{Z}$, a dense set in $D_{b}$. From the definition of $\mathcal{G}^{\mu}$ and the Rellich lemma, we obtain that $w_{z}:=w$, where $w$ and $w^{s}$ verify the scattering problem (46) is a solution of (50). Let $\Theta_{z} \in H^{2}\left(D_{b}\right)$ defined as in the previous lemma and consider $W_{z}:=w_{z}-\Theta_{z} \in H_{c}^{1}\left(D_{b}\right)$ that satisfies (49).
Multiplying the first equation in (49) by $\overline{w_{0}}$ and using twice the Green formula, yields the compatibility condition

$$
\begin{equation*}
\int_{D_{b}}\left(\Delta \Theta_{z}+k^{2} n \Theta_{z}\right) \overline{w_{0}} d x=0 \tag{52}
\end{equation*}
$$

which gives, by applying again twice the Green formula, that

$$
\begin{equation*}
v_{\mu}(z):=\int_{\partial D_{b}}\left(\partial_{\nu(x)} \phi(x, z) \overline{w_{0}}(x)-\partial_{\nu(x)} \overline{w_{0}}(x) \phi(x, z)\right) d s(x)=0 \tag{53}
\end{equation*}
$$

for all $z \in \mathcal{Z}$. Since $v_{\mu}$ satisfies the Helmholtz equation in $D_{b}$ and vanishes on a dense subset of $D_{b}$, we get $v_{\mu}=0$ in $D_{b}$.
From representation formula of $w_{0}$, we have the following decomposition $\overline{w_{0}}=v_{\mu}+w_{0}^{s}$ in $D_{b}$, where

$$
\begin{equation*}
w_{0}^{s}(x):=-k^{2} \int_{D_{b}}(1-n) \overline{w_{0}(y)} \phi(x, y) d y, x \in \mathbb{R}^{m} . \tag{54}
\end{equation*}
$$

Hence, $w_{0}^{s}$ defines a radiating solution of (4) with $D=D_{b}$ and $\psi=v_{\mu}$ in $D_{b}$. Since $v_{\mu}=0$, we then conclude by uniqueness of solutions to (4) that $w_{0}^{s}=0$ in $\mathbb{R}^{m}$ and then $\overline{w_{0}}=0$, which gives a contradiction.

### 5.3. The GLSM Theorem

The previous lemmas allow us to apply Theorem (14) with $X=X^{*}=L^{2}(S)$ and $Y=\mathbb{R} \times H^{-\frac{1}{2}}\left(\partial D_{b}\right) \times L^{2}\left(\Omega_{D}\right)$ to the modified far field operator $\mathcal{F}^{\mu}$.
However, we need to construct an operator $B$ that satisfies Assumption 13, with $H:=\mathcal{H}^{\mu}$ defined in (5.1). Keeping an implementable inverse method in mind, the operator $B$ must use computable quantities, such as $F g,\left.v_{g}\right|_{D_{b}}$ or $F_{b}^{\mu} g$.
Lemma 9. If $k$ is not a transmission eigenvalue and there exists $\beta>0$ such that $n-1 \geq \beta$ (or $1-n \geq \beta$ ) in a neighborhood of $\partial D$, then

$$
\begin{equation*}
B(g)=\left|(F g, g)_{L^{2}(S)}\right|+\left\|v_{g}\right\|_{H^{1}\left(D_{b}\right)}^{2}, \tag{55}
\end{equation*}
$$

satisfies Assumption 13.

Proof. We start our proof by mentioning that under the assumption on $k^{2}$, the operator $T$ given by (8) is coercive on $V_{\text {inc }}(D)$ (see [2]).
Let us start with the first implication. Assume that the quantity $\left|\left(F g_{n}, g_{n}\right)_{L^{2}(S)}\right|+$ $\left\|v_{g_{n}}\right\|_{H^{1}\left(D_{b}\right)}^{2}$ is bounded for a sequence $\left\{g_{n}\right\}$. The latter implies in particular (thanks to classical trace theorem) that $\left\|v_{g_{n}}\right\|_{H^{\frac{1}{2}\left(\partial D_{b}\right)}}$ and $\left\|\partial_{\nu} v_{g_{n}}\right\|_{H^{-\frac{1}{2}}\left(\partial D_{b}\right)}$ are bounded sequences. The well-posedness of (36) yields that the sequence $u_{b, g_{n}}^{s}$ is bounded in $H^{1}\left(K \backslash D_{b}\right)$ for any compact set $K$ containing $D_{b}$. Then, since $u_{b, g_{n}}=u_{b, g_{n}}^{s}+v_{g_{n}}$ in $\mathbb{R}^{m} \backslash D_{b}$, we also get that $\left\|u_{b, g_{n}}\right\|_{H^{\frac{1}{2}}\left(\partial D_{b}\right)}$ and $\left\|\partial_{\nu} u_{b, g_{n}}\right\|_{H^{-\frac{1}{2}}\left(\partial D_{b}\right)}$ are bounded sequences.
From the coercivity of $T$ and the factorization $F=H^{*} T H$, we get:

$$
\begin{equation*}
\left\|v_{g}\right\|_{L^{2}\left(\Omega_{D}\right)}^{2} \leq C\left|(F g, g)_{L^{2}(S)}\right|, \tag{56}
\end{equation*}
$$

where $C$ is a constant independent from $g$. This implies that $\left\|v_{g_{n}}\right\|_{L^{2}\left(\Omega_{D}\right)}$ is bounded and again from the identity $u_{b, g_{n}}=u_{b, g_{n}}^{s}+v_{g_{n}}$ in $\mathbb{R}^{m} \backslash D_{b}$ we also deduce that $\left\|u_{b, g_{n}}\right\|_{L^{2}\left(\Omega_{D}\right)}$. This proves that $\left\|\mathcal{H}^{\mu} g_{n}\right\|_{Y}^{2}$ is bounded.
Now, for the reverse implication, assume $\left\|\mathcal{H}^{\mu} g_{n}\right\|_{Y}^{2}$ bounded. From the representation formula on the scattered field and from the fact that $v_{g}$ satisfies Helmholtz equation, we have for $x \in \mathbb{R}^{m} \backslash D_{b}$

$$
u_{b, g}^{s}(x)=\int_{\partial D_{b}}\left(u_{b}(y) \partial_{\nu(y)} \phi(x, y)-\partial_{\nu} u_{b}(y) \phi(x, y)\right) d s(y) .
$$

Hence, from continuity properties of single and double layers potentials,([19]) we infer that the scattered field $u_{b, g_{n}}^{s}$ is bounded in $H^{1}\left(K \backslash D_{b}\right)$, for any compact set $K$ containing $D_{b}$, and particularly ( $u_{b, g_{n}}^{s}, \partial_{\nu} u_{b, g_{n}}^{s}$ ) are bounded in $H^{\frac{1}{2}}\left(\partial D_{b}\right) \times H^{-\frac{1}{2}}\left(\partial D_{b}\right)$. Therefore, $\left.\left(v_{g_{n}}, \partial_{\nu} v_{g_{n}}\right)\right|_{\partial D_{b}}$ is a bounded sequence in $H^{\frac{1}{2}}\left(\partial D_{b}\right) \times H^{-\frac{1}{2}}\left(\partial D_{b}\right)$. The representation formula for solution to the Helmholtz equation in $D_{b}$ applied on $v_{g_{n}}$ gives the boundedness of $v_{g_{n}}$ in $H^{1}\left(D_{b}\right)$.
In addition, since $u_{b, g_{n}}$ is bounded in $L^{2}\left(\Omega_{D}\right)$, we also get $\left\|v_{g_{n}}\right\|_{L^{2}\left(\Omega_{D}\right)}$ bounded. We then deduce that $\left\|v_{g_{n}}\right\|_{L^{2}(D)}$ is bounded. From the continuity of the operator $T$ and the factorization (7), we finally conclude that $\left|\left(F g_{n}, g_{n}\right)_{L^{2}(S)}\right|$ is bounded.

We are ready to apply Theorem 14 in Appendix Appendix B to the operator $\mathcal{F}^{\mu}$. We observe that if $\mu$ is not an eigenvalue of (15), then $\mathcal{F}^{\mu}$ is injective and by reciprocity relations for far fields, we also obtain that it has dense range.
Combining Lemma 8, 7 and Theorem 14, we conclude with the main theorem of this section:

Theorem 10. Assume that the hypothesis of Lemma 9 hold, with $B$ defined by (55). Consider the functional

$$
J_{\alpha}\left(\phi_{z}^{\infty}, g\right):=\alpha B(g)+\left\|\mathcal{F}^{\mu} g-\phi_{z}^{\infty}\right\|_{L^{2}(S)}^{2} \quad \text { and set } \quad j_{\alpha}\left(\phi_{z}^{\infty}\right):=\inf _{g \in L^{2}(S)} J_{\alpha}\left(\phi_{z}^{\infty}, g\right)
$$

Let $g_{\alpha}^{z}$ be a minimizing sequence defined by

$$
J_{\alpha}\left(\phi_{z}^{\infty}, g_{\alpha}^{z}\right) \leq j_{\alpha}\left(\phi_{z}^{\infty}\right)+C \alpha,
$$

where $C>0$ is a constant independent of $\alpha$. Then a real number $\mu>0$ is not an eigenvalue of (15) if and only if the set of points $z$ such that $B\left(g_{\alpha}^{z}\right)$ is bounded and $\left\|\mathcal{F}^{\mu} g_{\alpha}^{z}-\phi_{z}^{\infty}\right\|_{L^{2}(S)} \rightarrow 0$ as $\alpha \rightarrow 0$ is nowhere dense in $D_{b}$.

In the case of noisy data, yielding a noisy operator $F^{\delta}$ satisfying $\left\|F^{\delta}-F\right\| \leq \delta$, the theorem above also applies under the following modifications (insertcitation): the functional $J_{\alpha}$ should be replaced by

$$
J_{\alpha}^{\delta}\left(\phi_{z}^{\infty}, g\right)=\alpha\left(B^{\delta}(g)+\delta\|g\|^{2}\right)+\left\|\left(F^{\delta}-F_{b}^{\mu}\right) g-\phi_{z}^{\infty}\right\|_{L^{2}(S)}^{2},
$$

with $B^{\delta}(g):=\left|\left(F^{\delta} g, g\right)_{L^{2}(S)}\right|^{2}+\left\|v_{g}\right\|_{H^{1}\left(D_{b}\right)}^{2}$.
Theorem 11. Assume that $F^{\delta}$ is compact with dense range and the hypothesis of Lemma 9 hold. The functional $J_{\alpha}^{\delta}\left(\phi_{z}^{\infty},.\right)$ admits a minimizer $g_{\alpha}^{z, \delta}$. Moreover a real number $\mu>0$ is not an eigenvalue of (15) if only if the set of points $z$ such that

$$
\lim _{\alpha \rightarrow 0} \lim _{\delta \rightarrow 0}\left(B^{\delta}\left(g_{\alpha}^{z, \delta}\right)+\delta\left\|g_{\alpha}^{z, \delta}\right\|^{2}\right)<\infty \text { and } \lim _{\alpha \rightarrow 0} \lim _{\delta \rightarrow 0}\left\|\mathcal{F}^{\mu} g_{\alpha}^{z, \delta}-\phi_{z}^{\infty}\right\|_{L^{2}(S)}=0
$$

is nowhere dense in $D_{b}$.

## 6. Numerical inversion algorithm and validation

### 6.1. The inversion algorithm

Motivated by the analysis above and inspired by the inversion algorithm suggested in [5], we propose the following scheme to build an indicator function for the refractive index $n$ of the media from the knowledge of the far field operator $F$ at a fixed frequency $k$. It can be formally synthesised by the following three steps:
(i) Let $\rho>0$ be a given parameter. Choose $D_{b}$ to be the ball $B_{\rho}^{y}$ of center $y \in \mathbb{R}^{m}$ and radius $\rho$ satisfying the condition $k^{2}<\eta_{0}\left(n, D_{b}\right)$.
(ii) Evaluate the eigenvalue $\mu(y, n)$ of problem (15) from the measurements $F$ and the analytically computed $F_{b}^{\mu}$ using the GLSM method described by Theorem 14.
(iii) Plot the function $\mathcal{I}: y \rightarrow \mu(y, n)-\mu_{\text {ref }}(1)$ for $y$ sampling the probed domain containing the inclusions.

We now describe how to numerically implement the steps 2 and 3 for 2D problems. We will discuss the choice of $\rho$ and the influence of $k$ in the numerical validation subsection.
6.1.1. Synthetic generation of the data Our numerical validating examples (in $\mathbb{R}^{2}$ ) use synthetic data $F$ that is numerically generated by solving the scattering problem (4) using a finite element method implemented using the Freefem++ [17] package. We use the Perfectly Matched Layer ([8]) technique to bound the computational domain and model the the Sommerfeld radiation condition.
The outcome of our numerical solver is the matrix $\mathbb{F}$ with entries

$$
\begin{equation*}
\mathbb{F}_{p q}=u^{\infty}\left(\hat{x}_{p}, d_{q}\right), \quad 1 \leq p, q \leq N, \tag{57}
\end{equation*}
$$

where $\hat{x}_{p}=d_{p}=\left(\cos \left(\theta_{p}\right), \sin \left(\theta_{p}\right)\right)$ with $\theta_{p}=\frac{p}{N} 2 \pi$ and where $u^{\infty}$ is the numerically computed far field.
6.1.2. Evaluation of the background operator In order to evaluate the far field pattern $u_{b, y}^{\infty}$ associated with the background domain $D_{b}=B_{\rho}^{y}$, we shall rely on the following transformation of the far field pattern under translation [15, eq (5.3)]:

$$
\begin{equation*}
u_{b, y}^{\infty}(\hat{x}, d)=e^{i k y .(d-\hat{x})} u_{b}^{\infty}(\hat{x}, d) \tag{58}
\end{equation*}
$$

where $u_{b}^{\infty}$ is the far field associated with $D_{b}=B_{\rho}^{0}$ (i.e the ball of radius $\rho$ centered at the origin). The numerical evaluation of $u_{b}^{\infty}$ can be done using the numerical solver as described above or also analytically using separation of variables. We chose to use the latter option. Indeed, for $D_{b}=B_{\rho}^{0}$, the solution of equation (31) can be analytically expressed as:

$$
u_{b}(r \hat{x}, d)=\sum_{j \in \mathbb{Z}}\left(\alpha_{j} H_{j}^{(1)}(k r)+i^{j} J_{j}(k r)\right) e^{i j\left(\theta_{\hat{x}}-\theta_{d}\right)} \text { for } r \geq \rho,
$$

with

$$
\left\{\begin{array}{l}
\alpha_{j}=-i^{j} \frac{J_{j}(k \rho)}{H_{j}^{(1)}(k \rho)} \quad j \neq 0, \\
\alpha_{0}=-\frac{\mu J_{0}(k \rho)+2 \pi \rho k J_{0}^{\prime}(k \rho)}{\mu H_{0}^{(1)}(k \rho)+2 \pi \rho k H_{0}^{(1)^{\prime}}(k \rho)},
\end{array}\right.
$$

where $H_{j}^{(1)}$ denotes the Hankel function of the first kind of order $j$. Then the far field pattern assumes the following analytic expression:

$$
\begin{equation*}
u_{b, 0}^{\infty}(\hat{x}, d)=\sqrt{\frac{2}{\pi k}} e^{i\left(-j \frac{\pi}{2}-\frac{\pi}{4}\right)} \sum_{j \in \mathbb{Z}} \alpha_{j} e^{i j\left(\hat{\theta}_{\hat{x}}-\theta_{d}\right)}, \tag{59}
\end{equation*}
$$

with $\hat{x}=\left(\cos \left(\theta_{\hat{x}}\right), \sin \left(\theta_{\hat{x}}\right)\right)$ and $d=\left(\cos \left(\theta_{d}\right), \sin \left(\theta_{d}\right)\right)$.
The numerical outcome of (59) and (58) is the background far field matrix $\mathbb{F}_{b, y}^{\mu}$ which entries are:

$$
\begin{equation*}
\left(\mathbb{F}_{b, y}^{\mu}\right)_{p q}=u_{b, y}^{\infty}\left(\hat{x}_{p}, d_{q}\right), \quad 1 \leq p, q \leq N, \tag{60}
\end{equation*}
$$

where $u_{b, y}^{\infty}$ is evaluated using (58) and where $u_{b, 0}^{\infty}$ is approximated by a truncating of the sum in (59), keeping the indices $j \in \mathbb{Z}$ such that $|j|<M$.
6.1.3. Implementation of the GLSM method to identify $\mu(y, n)$ For the implementation of the GLSM method, one needs to introduce a discretization of $\left\|v_{g}\right\|_{H^{1}\left(D_{b}\right)}^{2}$ where $D_{b}=B_{\rho}^{y}$ for some given $y$ in $\mathbb{R}^{2}$. This norm can be computed using separation of variables. We first expand $g \in L^{2}(S)$ in Fourier series. More precisely, setting

$$
g(\theta):=\sum_{m \in \mathbb{Z}} \hat{g}_{m}^{y} e^{i m \theta} e^{-i k \hat{x}(\theta) \cdot y},
$$

with $\hat{x}(\theta)=(\cos (\theta), \sin (\theta))$ and

$$
\hat{g}_{m}^{y}:=\frac{1}{2 \pi} \int_{0}^{2 \pi} g(\theta) e^{i k \hat{x}(\theta) \cdot y} e^{-i m \theta} d \theta
$$

we have:

$$
\begin{equation*}
v_{g}(x+y)=2 \pi \sum_{m \in \mathbb{Z}} i^{m} \hat{g}_{m}^{y} J_{m}(k r) e^{i m \theta}, \text { for } x=r(\cos (\theta), \sin (\theta)) . \tag{61}
\end{equation*}
$$

Then we deduce:

$$
\left\|v_{g}\right\|_{H^{1}\left(D_{b}\right)}^{2}=8 \pi^{3} \sum_{m \in \mathbb{Z}}\left|\hat{g}_{m}^{y}\right|^{2}\left(\left(1+m^{2}\right) \int_{0}^{R} J_{m}(k r)^{2} r d r+k^{2} \int_{0}^{R} J_{m}^{\prime}(k r)^{2} r d r\right)
$$

In order to simulate noise in the data, we change the values of the synthetic data $\mathbb{F}$ by adding random noise of level $\delta$ to construct the noisy far field matrix $\mathbb{F}^{\delta}=$ $\mathbb{F} \cdot(1+\delta(A+i B))$ where the entries of the matrices $A$ and $B$ are uniformly distributed real values in $[-1,1]$ and where $\cdot$ denotes the element-wise product of matrices.
Since in our experiments, the refractive index $n$ is real, when $k^{2}$ is not a classical transmission eigenvalue, it is proved in [1] that we can substitute the term $\left|(F g, g)_{L^{2}(S)}\right|$ in $B(g)$ by $\left(\left(F^{*} F\right)^{\frac{1}{2}} g, g\right)_{L^{2}(S)}=\left\|\left(F^{*} F\right)^{\frac{1}{4}} g\right\|_{L^{2}(S)}^{2}$. For $z \in D_{b}$, considering $\phi_{z}^{\infty}:=$ $\left(\phi_{z}^{\infty}\left(\theta_{1}\right), \ldots, \phi_{z}^{\infty}\left(\theta_{N}\right)\right) \in \mathbb{C}^{N}$, the cost function $J_{\alpha}$ can be approximated as

$$
J_{\alpha}\left(\phi_{z}^{\infty}, g\right):=\alpha\left(\left\|\mathbb{H}_{y} g\right\|_{\mathbb{C}^{2 M+1}}^{2}+\left\|\left(\left(\mathbb{F}^{\delta}\right)^{*} \mathbb{F}^{\delta}\right)^{\frac{1}{4}} g\right\|_{\mathbb{C}^{N}}^{2}+\delta\|g\|_{\mathbb{C}^{N}}^{2}\right)+\left\|\left(\mathbb{F}^{\delta}-\mathbb{F}_{b, y}^{\mu}\right) g-\phi_{z}^{\infty}\right\|_{\mathbb{C}^{N}}^{2}
$$

for $g \in \mathbb{C}^{N}$ where $\|\cdot\|_{\mathbb{C}^{N}}$ denotes the euclidian norm in $\mathbb{C}^{N}$ and the matrix $\mathbb{H}_{y}$ in $\mathbb{C}^{(2 M+1) \times N}$ defined by:

$$
\left(\mathbb{H}_{y} g\right)_{m}=\hat{g}_{m}^{y} \sqrt{8 \pi^{3}\left(\left(1+(m-M)^{2}\right) \int_{0}^{R} J_{m-M}(k r)^{2} r d r+k^{2} \int_{0}^{R} J_{m-M}^{\prime}(k r)^{2} r d r\right)},
$$

with:

$$
\begin{equation*}
\hat{g}_{m}^{y}:=\frac{1}{2 \pi N} \sum_{\ell=1}^{N} g_{\ell} e^{i k \hat{x}\left(\theta_{\ell}\right) \cdot y} e^{-i(m-M) \theta_{\ell}} \tag{62}
\end{equation*}
$$

for $m=0, \ldots, 2 M$.
For $y$ fixed, the minimizing sequence of Theorem 11 is actually computed as the minimizer $g_{y}^{*}(\alpha, z, \mu)$ of the function $J_{\alpha}\left(\phi_{z}^{\infty},.\right)$ which is also solution to the normal equation:

$$
\left(\alpha\left(D_{y}^{*} \mathbb{H}_{y}+\left(\left(\mathbb{F}^{\delta}\right)^{*} \mathbb{F}^{\delta}\right)^{\frac{1}{2}}+\delta I\right)+\left(\mathbb{F}^{\delta}-\mathbb{F}_{b, y}^{\mu}\right)^{*}\left(\mathbb{F}^{\delta}-\mathbb{F}_{b, y}^{\mu}\right)\right) g_{y}^{*}(\alpha, z, \mu)=\left(\mathbb{F}^{\delta}-\mathbb{F}_{b, y}^{\mu}\right)^{*} \phi_{z}^{\infty}
$$

The theoretical result of Theorem 11 does not indicate how to choose $\alpha$ in practice. Inspired by the classical Linear Sampling Method (insertref), we employ the Morozov principle (insertref) by seeking $\alpha$ that ensures the equality:

$$
\left\|\left(\mathbb{F}^{\delta}-\mathbb{F}_{b, y}^{\mu}\right) g_{\alpha}-\phi_{z}^{\infty}\right\|^{2}=\delta\left\|g_{\alpha}\right\|^{2},
$$

for $g_{\alpha}$ being the solution to the normal equation:

$$
\begin{equation*}
\left(\alpha I+\left(\mathbb{F}^{\delta}-\mathbb{F}_{b, y}^{\mu}\right)^{*}\left(\mathbb{F}^{\delta}-\mathbb{F}_{b, y}^{\mu}\right)\right) g_{\alpha}=\left(\mathbb{F}^{\delta}-\mathbb{F}_{b, y}^{\mu}\right)^{*} \phi_{z}^{\infty} \tag{63}
\end{equation*}
$$

6.1.4. Implementation of the inversion algorithm Let $\mathcal{Y}$ be an uniform grid in the probed domain and $\Lambda$ a uniform discretization of an interval of positive values $\mu$ that contains $\mu_{\text {ref }}(1)$ (see (18)), the reference eigenvalue (ie, the eigenvalue of problem (15) with $\left.n\right|_{D_{b}}=1$ ). Beforehand, we precompute a collection of far field matrices $\mathbb{F}_{b, y}^{\mu}$ for each $(y, \mu) \in \mathcal{Y} \times \Lambda$ (recall that, for fixed $\mu, \mathbb{F}_{b, y}^{\mu}$ can be computed from $\mathbb{F}_{b, 0}^{\mu}$ using the relation (58)).

For each $y \in \mathcal{Y}$, we compute the minimizer $g_{y}^{*}(\alpha, z)$ for $z \in Z$ a finite set of points in inside $D_{b}$ of cardinal $|Z|$. We then set as an approximation of the eigenvalue $\mu(y, n)$ the value of $\mu$ where the function

$$
\begin{equation*}
\mathcal{P}_{y}(\mu):=\frac{1}{|Z|} \sum_{z \in Z}\left\|g_{y}^{*}(\alpha, z, \mu)\right\|_{\mathbb{C}^{N}}^{2} \tag{64}
\end{equation*}
$$

attains its maximum. To give an illustration of the behavior the function $\mu \rightarrow \mathcal{P}_{y}(\mu)$, we display in Figure 4 this function in the case where $D=D_{b}=B_{\rho}^{0}$ with $\rho=0.5$, $\left.n\right|_{D_{b}}=1$ and $k=2$. We observe that the function has a sharp peak at the expected eigenvalue $\mu_{\text {ref }}(1)$ for $k=2$ and $\rho=0.5$.
After obtaining the numerical approximation of $\mu(y, n)$, we plot the function $\mathcal{I}(y):=$


Figure 4. The indicator function $\mathcal{P}_{y}(\mu)$ given by (64) for $D=D_{b}=B_{\rho}^{0}$ with $\rho=0.5$, $\left.n\right|_{D_{b}}=1$ and $k=2$.
$\mu(y, n)-\mu_{\text {ref }}(1)$.
We recall that thanks to the monotonicity property of $\mu(y, n)$ with respect to $n$ as stated in Theorem 4, $\mathcal{I}(y)>0$ if $\left.n\right|_{B_{\rho}^{y}}>1$ and $\mathcal{I}(y)<0$ if $\left.n\right|_{B_{\rho}^{y}}<1$. Furthermore, the larger is the value of $\left.n\right|_{B_{\rho}^{y}}$, the larger is the value of $\mathcal{I}(y)$.

### 6.2. Numerical validation

6.2.1. The case of extended scatterers Before treating the motivating example given in the introduction, we first show that the inverse method can also work in the case of extended scatterers. We consider in this example four circular inclusions of radii 0.3 and having four different constant refractive indices as presented in Figure 5 (right). The indicator function $\mathcal{I}$ is computed on an uniform grid $\mathcal{Y}$ of $50 \times 50$ sampling points of $[-2,2] \times[-2,2]$ and we take $\rho=0.3$ for the artificial background (see Figure 5 (left)). The interval $\Lambda$ for identifying $\mu(y, n)$ is set to be equal to $\left[0, \mu_{r e f}(2)\right]$. Figure 6 (left) presents the values of the function $\mathcal{I}: \mathcal{Y} \rightarrow \mathbb{R}^{+}$for $k=4$. We indeed distinguish 4 scattering circular objects. We observe from the sign of the indicator function, that the objects on the left have indeed a refractive index smaller than 1 and greater than

1 on the right. Thanks to the monotonicity property of the eigenvalue (Theorem 4), it is then possible to ordinate the 4 different refractive indices from the values of the indicator function $\mathcal{I}$.


Figure 5. Left: Sampling grid $\mathcal{Y}$ formed by $50 \times 50$ points (blue points) and $D_{b}=B_{\rho}^{0}$ with $\rho=0.3$ (green). Right: Four diffracting circles of radius 0.3 associated with four different values of the refractive index $n=0.25$ (bottom left), $n=0.5$ (top left), $n=1.5$ (bottom right) and $n=2$ (upper right).


Figure 6. Indicator function $\mathcal{I}$ on the grid $\mathcal{Y}$ indicated in Figure 5 (left) for the scatterers shown in Figure 5 (right). We chose the parameter $\rho=0.3$ and the noise level to be $\delta=1 \%$. Left: Reconstruction obtained for wavenumber $k=4$. Right: Reconstruction obtained for wavenumber $k=5.5$.

Discussion on the choice of the parameters $k$ and $\rho$ : In the particular case of $D=D_{b}$ and constant $n$, the analytical expression of the eigenvalue (18) shows that its sensitivity
with respect to the refractive index is correlated with the value of the product $k \rho$. The behavior of the eigenvalue (18) is directly linked to the function $x \rightarrow x \frac{J_{1}(x)}{J_{0}(x)}$, which derivative is an increasing function that goes to infinity as $x \rightarrow j_{0}$, the first zero of $J_{0}$. Therefore the product $k \rho$ must be chosen with 3 constraints in mind:

1) The condition $0<k^{2}<\eta_{0}\left(n, D_{b}\right)$ which can be rewritten as $k \rho \sqrt{n}<j_{0}$ must be satisfied.
2) If the product $k \rho \sqrt{n}$ is close to $j_{0}$, the sensitivity of $\mu(n, y)$ with respect to $n$ would be very high, and only the regions with the largest values of $n$ will be visible. Furthermore, a small error in the data can lead to a significant error in the computed eigenvalue.
3) If the product $k \rho \sqrt{n}$ is far from $j_{0}$, the sensitivity would be smaller. Different values of $n$ may become more challenging to differentiate.

To illustrate this sensitivity, we compare the result of Figure 6 (left) with the indicator function $\mathcal{I}$ for $k=5.5$ keeping the same radius $\rho=0.3$ (i.e., a larger product $k \rho$ ) shown in Figure 6 (right). In this case, $k^{2}$ is close to the Dirichlet eigenvalue (12) for $D_{b}=B_{\rho}^{0}$ with constant $n=2$. Although the values of $\mathcal{I}$ are coherent with the theory, it becomes challenging to visually discern the obstacles with $n<1$ as some values of $\mathcal{I}$ get large inside the inclusion with refractive index $n=2$.
6.2.2. The case of densely distributed small scatterers We consider in this example the configuration given in the introductory section shown in Figure 1 (left) where we have a large number of small scatterers densely distributed on the probed domain with a constant refractive index $n=2$. For the inverse algorithm, we keep the sets $\mathcal{Y}$ and $\Lambda$ the same as in the previous example. Although the eigenvalue $\eta_{0}\left(n, D_{b}\right)$ is unknown, since it is monotonically decreasing with respect to $n$, using that $\left.n\right|_{D_{b}} \leq 2$, one obtains that $\eta_{0}\left(2, D_{b}\right)=\frac{j_{0}^{2}}{2 \rho^{2}}$ is a lower bound of $\eta_{0}\left(n, D_{b}\right)$. Selecting $\rho$ such that $0<k^{2}<\eta_{0}\left(2, D_{b}\right)$ will ensure the hypothesis on the wavenumber needed in Theorem 4. We chose the radius $\rho$ of the background $D_{b}$ in order to have a high sensitivity of the eigenvalue to visually highlight the areas of higher concentration. Several numerical experimentations suggested that the choice $\rho=\sqrt{\frac{3 \eta_{0}\left(2, D_{b}\right)}{k}}$ would give satisfactory results and this is the value of $\rho$ that is used in the following results. Figure 7 presents the function $\mathcal{I}$ for two wavenumbers: $k=3$ (left) and $k=4$ (right). The indicator function manages in both cases to distinguish 5 main regions that correspond to the 5 areas of higher concentration. The obtained result have indeed better qualitative aspect in relation to the local density of the small scatterers than the one given by the Linear Sampling Method in Figure 1 (right).

A second example of densely distributed obstacles is shown in Figure 8 where we have afewer number of scatterers. We observe that the indicator function works even better in this case.


Figure 7. Indicator function $\mathcal{I}$ on the grid $\mathcal{Y}$ indicated in Figure 5 (left) for the scatterers shown in Figure 1 (left). We chose the parameter $\rho=\sqrt{\frac{3 \eta_{0}\left(2, D_{b}\right)}{k}}$ and the noise level to be $\delta=1 \%$. Left: Reconstruction obtained for wavenumber $k=3$ and $\rho=0.57$. Right: Reconstruction obtained for wavenumber $k=4$ and $\rho=0.37$.


Figure 8. Left: the domain $D$ constituted by 1257 small circles of radius 0.02 having a constant index of refraction $n=2$. Right: Indicator function $\mathcal{I}$ on the grid $\mathcal{Y}$ indicated in Figure 5 (left). The noise level is $\delta=1 \%$

## Appendix A. Complementary technical results

We first give a proof of a technical result used in Theorem 4.
Lemma 12. If $k^{2}<\eta_{0}\left(n, D_{b}\right)$, then there exists $\Lambda>0$

$$
\int_{D_{b}}|\nabla w|^{2} d x-k^{2} \int_{D_{b}} n|w|^{2} d x+\Lambda \int_{\partial D_{b}}|w|^{2} \geq c\|w\|_{H^{1}\left(D_{b}\right)}^{2}
$$

for all $w \in H_{c}^{1}\left(D_{b}\right)$ and for some constant $c>0$.

Proof. Assume by contradiction there is no $\Lambda>0$ such that the (12) holds for $k^{2}<\eta_{0}\left(n, D_{b}\right)$.
Let $\left(\Lambda_{j}\right)_{j}$ an increasing unbounded sequence of positive constant. The contradiction argument ensures that for each $\Lambda_{j}$, there exists $w_{j} \in H^{1}\left(D_{b}\right)$ with $\left\|w_{j}\right\|_{H^{1}\left(D_{b}\right)}=1$ such that

$$
\begin{equation*}
\int_{D_{b}}\left|\nabla w_{j}\right|^{2} d x-k^{2} \int_{D_{b}} n\left|w_{j}\right|^{2} d x+\Lambda_{j} \int_{\partial D_{b}}\left|w_{j}\right|^{2} d s \leq \frac{1}{j} \tag{A.1}
\end{equation*}
$$

This gives for instance

$$
\int_{D_{b}}\left|\nabla w_{j}\right|^{2} d x+\Lambda_{j} \int_{\partial D_{b}}\left|w_{j}\right|^{2} d s \leq k^{2} \int_{D_{b}} n\left|w_{j}\right|^{2} d x+\frac{1}{j}
$$

One can assume that, up to a subsequence, $w_{j}$ converges to some $w$, weakly in $H^{1}\left(D_{b}\right)$ and strongly in $L^{2}\left(D_{b}\right)$.
The term $\Lambda_{j} \int_{\partial D_{b}}\left|w_{j}\right|^{2} d s$ must remain bounded, leading to $w=0$ in $\partial D_{b}$. h Hence $w \in H_{0}^{1}\left(D_{b}\right)$. Since the norm is weakly lower semi continuous, we have

$$
\|\nabla w\|_{L^{2}\left(D_{b}\right)}^{2} \leq \lim _{j \rightarrow+\infty} \inf \int_{D_{b}}\left|\nabla w_{j}\right|^{2} d x \leq \lim _{j \rightarrow+\infty} k^{2} \int_{D_{b}} n\left|w_{j}\right|^{2} d x=k^{2} \int_{D_{b}} n|w|^{2} d x
$$

which contradicts

$$
k^{2}<\inf _{w \in H_{0}^{1}\left(D_{b}\right), w \neq 0} \frac{\|\nabla w\|_{L^{2}\left(D_{b}\right)}^{2}}{\int_{D_{b}} n|w|^{2} d x}=\eta_{0}\left(n, D_{b}\right)
$$

## Appendix B. Analytical Framework for GLSM

Let $X$ and $Y$ be two Hilbert spaces. We consider a bounded linear operator $F: X \rightarrow X$ that has dense range and can be factorize as $F=G H$ where $H: X \rightarrow Y$ and $G: \overline{\mathcal{R}(H)} \subset Y \rightarrow X$ are bounded linear operators with $\overline{\mathcal{R}(H)}$ being the closure of the range of $H$ in $Y$. In addition let $B: X \rightarrow \mathbb{R}^{+}$be a continuous functional that satisfies the following assumption.

Assumption 13. Given a sequence $\left\{g_{n}\right\} \in X$, the sequence $\left\{B\left(g_{n}\right)\right\}$ is bounded if and only if the sequence $\left\{\left\|H g_{n}\right\|_{Y}\right\}$ is bounded.

For a given parameter $\alpha>0$ and $\phi \in X$, we consider the following cost functional

$$
J_{\alpha}(g, \phi):=\alpha B(g)+\|F g-\phi\|_{X}^{2}
$$

This cost functional has no minimizer in general, however its positivity implies that we can define $j_{\alpha}(\phi):=\inf _{g \in X} J_{\alpha}(g, \phi)$.
The central theorem of the GLSM is the following characterization of the range of $G$ in terms of $F$ and $B$.

Theorem 14. In addition to Assumption 13 we assume that $F$ has dense range. Let $C>0$ be a given constant independant of $\alpha$ and consider a minimizing sequence $\left\{g_{\alpha}\right\}$ of $J_{\alpha}$ such that:

$$
J_{\alpha}\left(\phi, g_{\alpha}\right) \leq j_{\alpha}(\phi)+C \alpha
$$

Then $\phi \in \mathcal{R}(G)$ if and only if the sequence $B\left(g_{\alpha}\right)$ is bounded as $\alpha \rightarrow 0$.
A proof can be found in [6].
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