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Haptic Feedback, Performance and Arousal:
A Comparison Study in an Immersive VR

Motor Skill Training Task
Unnikrishnan Radhakrishnan, Lisheng Kuang, Konstantinos Koumaditis,

Francesco Chinello, Claudio Pacchierotti

Abstract—This paper investigates the relationship between fine
motor skill training in VR, haptic feedback, and physiological
arousal. To do so, we present the design and development of
a motor skill task (buzzwire), along with a custom vibrotactile
feedback attachment for the Geomagic Touch haptic device.
A controlled experiment following a between-subjects design
was conducted with 73 participants, studying the role of three
feedback conditions – visual/kinesthetic, visual/vibrotactile and
visual only – on the learning and performance of the considered
task and the arousal levels of the participants. Results indicate
that performance improved in all three feedback conditions after
the considered training session. However, participants reported
no change in self-efficacy and in terms of presence and task load
(NASA-TLX). All three feedback conditions also showed similar
arousal levels. Further analysis revealed that positive changes in
performance were linked to higher arousal levels. These results
suggest the potential of haptic feedback to affect arousal levels
and encourage further research into using this relationship to
improve motor skill training in VR.

Index Terms—Virtual Reality, Haptics, Physiological Arousal,
Vibrotactile Feedback, Kinesthetic Feedback

I. INTRODUCTION

V IRTUAL Reality (VR) training is gaining popularity in

medicine, rehabilitation, and industry, addressing var-

ious psychomotor, procedural, spatial, and decision-making

skills [1], [2]. VR training provides virtual environments where

trainees receive consistent and replicable training, allowing

for an objective assessment of skills. However, evidence

supporting the advantages of VR training over other methods is

mixed. For example, in a Cochrane meta-analysis of VR-based

endoscopy training literature, Khan et al. [3] found that though

VR training is better than no training, it is not better than

conventional training, whereas Mekbib et al. [4] in a meta-

analysis of upper limb rehabilitation literature found that VR

was better than conventional therapy. The effectiveness of VR

for training may be enhanced by improving the sensory fidelity

of VR, i.e., the “immersion” provided by the system through

the use of head-mounted displays (HMDs) or CAVE Auto-

matic Virtual Environments (CAVEs) [5]. A more immersive

and interactive VR system may indeed lead to higher perceived

presence (the subjective response to immersion) [5], which in

turn positively affects the effectiveness of VR training [6]. For

the same reasons, haptic feedback in VR may increase pres-

ence and potentially training performance [7]–[9]. However,
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employing haptics remains relatively unexplored in motor skill

training literature in immersive VR (IVR) outside the surgical

and rehabilitation domains. Therefore, further investigation,

not only on the haptic feedback but also on its modalities

and variations, can aid the discussion of how VR training

might be enhanced [2]). Inspired by examples of motor skill

training from immersive VR [10], [11], this study focuses on

a buzzwire (or wire loop) task, where the aim is to move a

metallic loop across a wire without touching it. Radhakrishnan

et al. [11] proved that, in a similar buzzwire training scenario,

IVR training was as effective as physical training in improving

task performance. A similar setup is used in this study to

investigate the following research questions:

RQ 1: Can vibrotactile or kinesthetic feedback influence VR

training performance in a buzzwire motor skill task?

RQ 2: Can motor skill training in VR with different hap-

tic feedback (kinesthetic vs. vibrotactile) cause variations in

arousal levels during training? Is there a link between physi-

ological arousal during training and changes in performance

afterward?

RQ 3: Can motor skill training in VR with different haptic

feedback (kinesthetic vs. vibrotactile) cause variations in re-

ported presence, task load, and self-efficacy?

II. RELATED WORKS

A. Haptics in immersive VR training

In a systematic review and meta-analysis of the use of

different types of haptic feedback on VR and box trainers in

laparoscopic surgical skills, Overtoom et al. [12] found that the

addition of haptics provides only a small positive effect on task

performance while providing a better learning curve at the be-

ginning of training as compared to no haptics conditions. Sim-

ilarly, Rangarajan et al. found that haptics enhanced surgical

training further than training without haptics [13]. They also

found that the addition of haptic feedback reduced the learning

curve for novice trainees. In fact, different modalities of haptic

feedback have been documented in the literature, such as

kinesthetic, vibrotactile and mid-air haptics. In this paper, we

focus on kinesthetic and vibrotactile feedback modalities as

they are suitable for providing relevant information regarding

mistakes in the buzzwire task. Kinesthetic feedback is closest

to recreating real-world physical forces using grounded haptic

devices; however, it faces the issue of the relatively high cost

of equipment and programming complexity to simulate haptic

interaction efficiently. On the other hand, vibrotactile feedback

is a form of cutaneous feedback that uses vibrations to
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(a) (b) (c)

Fig. 1: Experimental setup (physical tasks). (a) Physical experimental environment, where the participant moves the loop across

the real wire. The participant wears an Electrodermal Activity (EDA) sensor (Shimmer GSR+). The Heart Rate Variability

sensor (Polar H10) is worn around the chest, in contact with the skin (not visible in the picture). (b) The custom handle is held

by a participant. It houses six vibrotactile motors that provide distributed vibrations when a mistake happens, i.e., the wire

touches the loop. It was attached to a real metallic loop during the physical tasks (as in (a)) and to a Geomagic kinesthetic

interface during the VR tasks (as in Fig. 3). (c) CAD representation of the custom handle, highlighting the positioning of the

vibrotactile actuators, L: left, U: up, R: right, D: down, F: front, B: back.

convey virtual contact sensations. That is commonly bundled

in commercial VR controllers like the Oculus Touch and the

Vive controller.

VR training literature has compared vibrotactile and kines-

thetic feedback against each other and other modalities. For

example, Islam and Lim, in their systematic review of vibro-

tactile feedback for motor skill training in VR [14], found

that vibrotactile feedback used either alone or along with

other feedback modalities was effective in most examples

they analysed in VR literature. In the case of kinesthetic

feedback an indicative study is Carlson et al. [15], where

IVR training with kinesthetic haptic feedback was compared

to the physical training of a burr puzzle assembly task. In

the same work, it was found that although physical training

led to better immediate outcomes in terms of task time

completion in tests, the VR group showed better performance

on a delayed post-test. In a between-subjects comparison of

different haptic modalities (vibrotactile and kinesthetic) for

powered tool simulation, Yin et al. [16] found that vibrotactile

combined with audio feedback led to the greatest increase

in performance, whereas the addition of kinesthetic feedback

did not improve performance. Kreimeier et al. [7] performed

a within-subjects study comparing the effect of vibrotactile

feedback (plus visual), kinesthetic feedback (plus visual), and

visual only (no haptics) on a throwing task in IVR, finding that

kinesthetic feedback led to better task performance compared

to the other modalities. Though there are no direct compar-

isons of kinesthetic vs. vibrotactile feedback for fine motor

skill learning, indications from meta-analysis have indicated

mostly large effect sizes from studies using kinesthetic [17]

and cutaneous feedback [18]. These findings from the literature

illustrate the need for further research into investigating the

effectiveness of different haptic feedback modalities for motor

skill training.

B. Haptic feedback and physiological arousal

The term “arousal” refers to the increase in alertness and

attention in response to external or mental stimuli. Subjective

methods to measure arousal include questionnaires like the

Self-Assessment Manikin (SAM) [19], and the Affective Slider

(AS) [20]. Physiological measures of arousal are obtained by

measuring signals from the autonomic nervous system (ANS),

including EDA (electrodermal activity) caused by sweating in

response to arousal, HRV (Heart Rate Variability), respiration

volume/rate, pupil diameter variation, and brain activity [21].

EDA is a common choice for measuring ANS activation due to

its neuroanatomical simplicity [22]. HRV is also popular as it

enables the differentiation of various psychological and physi-

ological states [22]. The relationship between arousal and task

performance has been investigated in the literature. Though

it has been hypothesized to be linked to performance in an

inverted U-shaped curve according to Yerkes-Dodson law [23],

this has not been conclusively established by literature due to

other factors like task complexity and personality factors [24],

[25]. Increases in arousal, for example, can affect memory

and cause retrieval of task-irrelevant information, which may

affect training outcomes [26]. Though, as discussed, both

haptic feedback and arousal may affect task performance,

the relationships between these three factors are not well

established. There are few explorations linking arousal to

haptic feedback in literature; for example, Gatti et al. [27]

used a Geomagic Touch (3D Systems, US) to render viscous

forces onto participants’ hands. At the same time, they viewed

emotional pictures where they found an effect of haptics on

subjective arousal (SAM) but not on physiological arousal

(EDA, HRV, respiratory rate, and temperature). Akshita et
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Fig. 2: Flow of the experiment. First, participants perform the buzzwire task in the physical environment (“pretest”), holding

the handle attached to a metal loop and interacting with a real buzzwire. Then, participants are given training in an immersive

VR environment (“VR Training (Phase 1)”). This time, participants hold the handle attached to a Geomagic Touch haptic

interface and interact with a virtual buzzwire, receiving either visual feedback only, visual and kinesthetic feedback, or visual

and vibrotactile feedback. After this VR training, participants are asked again to perform the buzzwire task in the physical

environment (“intermediate test”). The experimental protocol is then repeated, with the participants again receiving training in

an immersive VR environment (“VR Training (Phase 2)”), and then carrying out a final buzzwire physical task (“post-test”).

The two phases of VR training (“Phase 1” and “Phase 2”) provide the participants with different intensities of feedback. This

experimental organization enables us to study the effect of VR training in the learning of the considered fine motor skill task.

To do so, before the training, we asked participants to estimate their perceived efficacy in carrying out the task (“pre-training”),

and after the training, we asked participants to estimate their perceived task load, self-efficacy, subjective arousal, and presence

(“post-training”). Other metrics, such as task completion time, contact time with the wire, and physiological arousal, are

measured throughout the whole experimental session.

al. [28] similarly linked an emotional pictures dataset with

vibrotactile haptics and subjective arousal (SAM), finding

that high-intensity haptic feedback on the fingers contributes

to increases in subjective arousal. The literature on haptic

feedback and physiological arousal is not well established in

the VR literature, except for Krogmeier et al. [29] for a non-

motor skill training context and two pilot studies in the motor

skill training domain [30], [31].

In addition to measures of performance and arousal, sub-

jective measures of presence and task load, among others,

add additional insight into designing more effective haptics-

enabled VR training. There are examples from the literature

of investigations into the relationship between presence and

haptic feedback, where, for instance, Gibbs et al. [32]; Cooper

et al. [33] found that multimodal (i.e., combinations of hap-

tics with audio or visuals) feedback led to better presence

than providing feedback in any modality alone. However,

it is unclear which feedback modality, between kinesthetic

and vibrotactile, can cause the greatest increase in presence.

Additionally, research has pointed to the links between task

load and haptic modality. For example, kinesthetic feedback

has been linked to lower task load in surgical VR training

[34] and VR motor skills therapy scenarios [35]. Weber et

al. [36], in a desktop VR peg-in-hole experiment, found that

kinesthetic feedback led to a lesser overall task load compared

to vibrotactile and visual (no haptic feedback) conditions. It

remains an open question if this pattern holds for the buzzwire

task in immersive VR, which requires finer motor skill control.

Self-efficacy is another subjective measure that has been linked

to motor skill performance [37]. Though studies have found

VR training to be linked to increases in self-efficacy [11], [38],

its link to training outcomes is unclear.

III. METHODS

We designed an experiment to address the research ques-

tions presented at the end of Sec. I. As a representative

example of the fine motor skill task, we considered a buzzwire

(or wire loop) task, where the aim is to move a metallic loop

across a wire without touching it (see Fig. 1(a)). The flow of

the experiment is shown in Fig. 2, from left to right. First,

all participants are asked to perform the buzzwire task in a

physical environment, called “pretest” in Fig. 2. During this

task, participants hold a handle attached to a metal loop (see

Fig. 1), which they move from one end of a physical wire

to the other as fast as possible and with the least number

of mistakes (see the details in Secs. III-A and III-B). Then,

participants are given training in an immersive VR environ-

ment to improve their task performance, called “VR Training

(Phase 1)”. The VR training environment consists of multiple

virtual buzzwires, similar to the one in the pretest environment,

but featuring different levels of difficulty (see Fig. 3 and

Sec. III-C). This time, participants hold the handle attached

to a Geomagic grounded haptic interface. Similarly, as before,

they had to move the loop across the considered virtual buz-

zwire as fast as possible and with the least number of mistakes.

During this VR training, participants receive different types

of feedback about the contacts of the loop with the wire,

according to the group they have been assigned to: one group

of participants receiving visual feedback only, one receiving

visual and kinesthetic feedback, and one receiving visual and

vibrotactile feedback. After this VR training, all participants

are asked again to perform the buzzwire task in the physical

environment, called “intermediate test.” This post-training task

enables us to compare how the VR training affected user

performance according to the feedback provided. Finally, this

experimental protocol is repeated, with the participants once

again receiving training in an immersive VR environment,

called “VR Training (Phase 2),” and subsequently analyzing

the change in their performance in a final buzzwire physical

task, called “post-test” (see the right-hand part of Fig. 2).

The two phases of VR training (“Phase 1” and “Phase 2”)

provide the participants with different intensities of feedback,



4

Fig. 3: Experimental setup (Virtual Reality training). (a) The Virtual Reality (VR) training environment, where participants

hold the custom handle attached to the Geomagic Touch haptic device. (b) Level 1, (c) level 2, and (d) level 3 of the buzzwire

task were presented during the two phases of the VR training. (e) Detail of the loop and handle avatars in VR, which have the

same dimensions as their physical counterparts. (f) Visual feedback is provided to the users when the loop contacts the wire:

a semi-transparent blue loop indicates the true position of the loop as commanded by the user, while the standard opaque grey

loop indicates the proxy/ideal position of the loop inside the wire. Visual feedback is provided in all the feedback conditions.

as detailed in Sec. III-D, enabling us also to analyze whether

the intensity of the feedback affects the user’s performance.

Performance of the task is measured using both objective

metrics (completion time, mistakes, physiological arousal) and

subjective measures (presence, task load, self-efficacy).

The following sections detail each of the aforementioned

parts of our experiment.

A. Physical experimental environment

The physical environment is shown in Fig. 1. It is an adapta-

tion of the physical test of motor skills used by Radhakrishnan

et al. [11]. The metal wire is long 52 cm and rests on two

20 cm-high pillars. The start and end positions are denoted by

grooves on two white plastic cylinders on either side of the

wire, designed so that the loop can rest on them. An Arduino

UNO is used to detect the mistake signals, i.e., when the loop

touches the wire, and transmit them to an external computer

through a serial connection. Similar circuits are used to detect

when the loop is lifted off the groove at the beginning of the

task as well as when the loop reaches the groove at the end

of the wire. A video showing the physical setup can be found

at https://youtu.be/qZ6fBP-poAs?t=106 (also available in the

supplementary video).

Participants were asked to carry out the task in this physical

environment three times throughout the overall experience

(“pretest,” “intermediate test,” and “post-test”), as described

before and summarized in Fig. 2.

B. Custom vibrotactile handle

Figure 1 shows the custom handle designed to provide

vibrotactile sensations about the (undesired) contacts between

the loop and the wire, according to the feedback condition at

hand. It is shaped as an ellipsoid and houses six vibrotactile

modules, inspired from [39], [40]. The vibrotactile modules are

positioned around the handle: four are placed symmetrically

around the plane perpendicular to the main axis, and two are

placed at the ends of the main axis (see Fig. 1).

Small gaps around where the haptic modules are positioned

weaken the transmission of vibrations, making it easier to

recognize the source of the vibration. In this regard, we

evaluated the vibration propagation throughout the handle by

carrying out the following experiment. Each haptic module

was sequentially activated at the maximum nominal power and

vibration amplitude. Accelerometers were positioned onto all

modules so as to measure the vibration propagation across

different modules. Results show that the vibration amplitude

was reduced by 67.19% ± 4.78% (mean ± std) from the

vibrating module to the others.

To render the cue of contact between the rod ring and

the virtual wire using vibrotactile feedback, we activate the

corresponding vibrotactile motor. For example, if the contact

happens in the superior part of the ring (Fig. 4, position U),

the upper motor is activated. We carried out a perceptual

experiment, enrolling 12 participants, to evaluate the capability

of the handle to provide spatialized vibrotactile sensations.

We activated one random motor at a time and asked the

participants to indicate which one was vibrating (30 trials

in total, 5 per motor). Participants were able to correctly

recognize the activated motor 68.0% of the times (see Fig. 5).

On the other hand, 13.6% of the times participants confused

adjacent motors, while 18.4% they confused motors located

further away.

C. VR training environment

The VR training environment is shown in Fig. 3. It

was composed of three virtual buzzwires levels, shown in

Figs. 3(b), 3(c), and 3(d). Level 1 was 57 cm long (end to

end) with a horizontal span of 21 cm and eighteen 90◦ bends

(see Fig. 3(b); level 2 was designed to be the mirrored version

of level 1 so that the beginning and the end were inverted (see

Fig. 3(c); and level 3 was designed to be the same as level 1

but tilted 45◦ around the main axis of the wire (Fig. 3(d)).

Participants were asked to wear a Oculus Rift Head

Mounted Display (HMD) and hold the custom handle attached

to a Geomagic Touch interface, as shown in Fig. 3(a). The

latter is used to track the movement of the user to animate the

virtual loop in all feedback conditions (see Figs. 3(e) and 3(f)).

https://youtu.be/qZ6fBP-poAs?t=106
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(a)

loop

wire

1 2 3

4 5 6

(b)

Fig. 4: Examples of vibrotactile motor activation in loop-

wire contact. To render the vibrotactile stimuli generated

by the contact between the ring and the wire (in the VR

scenario) using the vibrotactile feedback (examples number

1-6 in (b)), we activate the corresponding vibrotactile motor.

With reference to (b), when the superior internal part of the

ring touches the wire (example 1 in (b)), the up-motor (U)

in the handle is activated (as shown in (a)). Vice-versa, if

the inferior internal part of the ring touches the wire (as in

the example 4 in (b)), the motor down (D) of the handle is

activated. The rest of the cases are represented by the examples

number 2, 3, 5, and 6 in (b).

Fig. 5: Custom vibrotactile handle: perceptual experiment.

Confusion matrix showing the recognition rates when acti-

vating each of the six motors (see also Fig. 1).

D. Feedback conditions during VR training

Participants undergo two training phases in VR to become

better at the buzzwire task. They are randomly assigned to

one of the three VR training conditions: visual feedback only,

visual and kinesthetic feedback, and visual and vibrotactile

feedback about the contacts between the loop and the wire,

that users are asked to minimize. Each subject carries out the

VR training in only one feedback condition.

Across the two VR training phases (“Phase 1” and “Phase

2”, see Fig. 2) the intensity of the haptic feedback, kinesthetic

and vibrotactile, changes. Haptic feedback provided during

Phase 2 is 50% stronger than that provided during Phase 1

for kinesthetic and vibrotactile feedback, respectively. On the

other hand, visual feedback does not change across the two

VR training phases.

We carried out a short preliminary experiment to ensure that

this difference in haptic intensity was noticeable. The change

was indicated as “clearly noticeable” by the 12 participants

of the preliminary test, who were asked to carry out the VR

buzzwire task four times, one per feedback intensity (medium,

high) and type of haptic feedback (kinesthetic, vibrotactile),

and describe their experience. The indications and results of

this preliminary study have been used to set the parameters of

the provided feedback, i.e., the stiffness/damping coefficients

for the kinesthetic feedback, the vibration amplitude for the

vibrotactile feedback.
Below we detail the three types of feedback conditions.
1) Visual feedback only

In this feedback condition, whenever the loop touches the

wire, the virtual representation of the loop doubles, as shown

in Fig. 3(f) and at https://youtu.be/qZ6fBP-poAs?t=65 (also

available in the supplementary video). A semi-transparent blue

loop indicates the true position of the loop as commanded

by the user, while the standard opaque grey loop indicates

the proxy/ideal position of the loop, still inside the wire. It

is worth noticing that here both the motors in the custom

vibrotactile handle and the kinesthetic force feedback provided

by the Geomagic Touch actuators are not active, while the user

still holds the same handle attached to the kinesthetic interface

to perform the task. During the contact situation, the opacity

of the semi-transparent blue loop increases as it moves away

from the proxy position of the loop inside the wire. Finally, a

dotted line indicates the direction where the user should move

to rejoin the wire and continue the task; the color of the line

changes from black to red as the user moves the loop away

from its proxy position inside the wire.
2) Visual and kinesthetic haptic feedback

In this case, whenever the loop touches the wire, participants

receive visual feedback as well as kinesthetic feedback forces

provided by the Geomagic Touch interface. Specifically, the

loop-wire haptic interaction was rendered using a simple

elastic model with stiffness 56.7N/m and 85N/m for the two

phases of the VR training, respectively. The linear damping

was kept constant in both phases at 8Ns/m. These values were

chosen following the indications of the preliminary study, so

as to resemble as much as possible the interaction with the

physical buzzwire.
3) Visual and vibrotactile haptic feedback

Again, whenever the loop touches the wire, participants

receive visual feedback as well as vibrotactile feedback stimuli

provided by the custom handle. Specifically, vibrations were

provided along the direction where the contact between the

virtual loop and wire happened, e.g., if the loop touched the

wire in its upper sector (as in Fig. 3(f)), the vibration was

provided by the motor U (up) (see Fig. 1(c)); if the loop

touched the wire in its lower sector, motor D (down) would

be activated. Only one motor is activated at a time, based on

the directional component of the contact that has the highest

magnitude. The vibration amplitude was fixed and set to 0.33 g
for phase 1 and 0.49 g for phase 2 of VR training. These values

were chosen again following the indications of the preliminary

study reported in section III-D, so as to resemble as much as

possible the interaction with the physical buzzwire.

E. Metrics

1) Objective performance metrics

In their review of haptic feedback for motor skill training,

Basalp et al. [41] listed three types of metrics that can be used

https://youtu.be/qZ6fBP-poAs?t=65
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TABLE I: Relationship between increases in physiological

arousal and EDA and ECG metrics.

Effect of Arousal (↑: increase, ↓: decrease)

EDA

Skin Conductance (SC) ↑

Skin Conductance Response Amplitude (SCRAmp) ↑

Skin Conductance Response Peaks Rate (SCRPeaks) ↑

ECG

Heart Rate (HR) ↑

Inter-Beat Interval (IBI) ↓

Root Mean Square of Successive Differences (RMSSD) ↓

Standard Deviation of NN Intervals (SDNN) ↓

Normalized High-Frequency Component (HFN) ↓

LF/HF (Low Frequency/High Frequency) Ratio ↑

to objectively measure performance, i.e., spatial, temporal, and

spatiotemporal metrics. We considered three metrics:

• task completion time (TCT), which is the time taken to

move the loop from start to end.

• loop-wire contact time (CT), which is the total time the

loop is in contact with the wire.

• the performance change score (PCS), which is calculated

by rank ordering changes in performance among all

participants into ten equal quantiles for TCT and CT

separately [41] (see Appendix, Section 2, for the quantile

ranges). We first convert the change in the performance

metrics, TCT and CT, into scores ranging from 1 to 10

(with 1 indicating the least change in performance and 10

indicating the highest) by dividing them into 10 evenly-

distributed groups for all participants. The PCS for each

participant is then determined by adding these two scores

together, e.g., a participant who has improved the most

in both TCT (rank order = 10) and CT (rank order = 10)

would get a PCS of 20.

2) Subjective measures

We considered subjective metrics related to perceived task

load, self-efficacy, subjective arousal and presence. To measure

task load, we used NASA-TLX [42], across the six standard

dimensions - Mental Demand, Physical Demand, Temporal

Demand, Performance, Effort, and Frustration. A combined

task load score was then taken by averaging all six dimensions.

To measure self-efficacy, the participants are asked the ques-

tion “How confident are you that you can perform a similar

task effectively (go from start to finish as fast as you can

with minimal mistakes) on a scale from 1 to 7?”, both before

and after the training (see also Fig. 2). To measure subjective

arousal, we combined the arousal sub-scale of Self-Assessment

Manikin (SAM) [19] with the Affective Slider [20], as seen

in Granato et al. [43]. To measure presence, we used the

five dimensions in the physical subscale of the Multimodal

Presence Scale [44].

3) Physiological arousal metrics

To investigate the participants’ arousal levels, heart rate

variability, and electrodermal activity, we used the Polar H10

(Polar Electro Oy, Finland) and Shimmer GSR+ (Shimmer

Research Ltd., Ireland) sensors. Baseline values were sub-

tracted where applicable from the physiological arousal met-

rics to control for individual physiological differences [45].

All physiological sensor data were streamed and stored using

the iMotions platform (iMotions A/S, Denmark).

a) Heart Rate Variability

The Polar H10 is an Electrocardiogram (ECG) heart rate

monitor often used in VR studies [11]. The sensor is worn

around the chest with direct contact with the skin. Data in

the form of heart rate and Inter-beat Intervals (R-R intervals)

are transmitted via Bluetooth at a rate between 1 and 2Hz

to the PC and then recorded by the iMotions application.

Based on the raw R-R interval data, different measures of

heart rate variability, including time and frequency domain

metrics, were calculated using the hrv-analysis Python li-

brary1. Table I shows the link between increases in arousal

and its effect on ECG based metrics. Increases in arousal are

indicated by increases in Heart Rate and Low Frequency/High

Frequency (LF/HF) Ratio [46]. On the other hand, decreases in

HRV measures like IBI (Inter-Beat Interval), SDNN (Standard

Deviation of NN Intervals), RMSSD (Root Mean Square of

Successive Difference), and the frequency domain measure

HFN (Normalized High-Frequency Component), indicate an

increase in arousal [47].

b) Electrodermal activity (EDA)

The Shimmer GSR+ (Galvanic Skin Resistance) measures

EDA by passing a small current through electrodes placed

on the index and middle fingers in the left hand [11], to

allow the participants to use their right hand for carrying

out the buzzwire task. The sampling rate was 128Hz. EDA

measures used in this study include SC (Skin Conductance),

which increases in response to an increase in arousal [48].

Table I also shows the link between increases in arousal and

its effect on EDA metrics. An increase in arousal also leads

to a higher rate of Skin Conductance Response Peaks per

minute (SCRPeaks) which are peaks in the SC amplitude

lasting between 1-5 seconds after onset [29]. Similarly, the

mean peak amplitude of all SCR peaks (SCRAmp) is also

a positive measure of arousal [29]. All EDA signals were

processed using the Neurokit2 Python library [49].

F. Experimental procedure

Participants signed up for the study using the University’s

online participant recruitment system and were randomly

assigned to one of the three feedback conditions. They had to

satisfy these criteria: (a) right-handed (to minimize variation

in the setup), (b) normal vision or corrected-to-normal vision

with contact lenses (no glasses), and c) no mental illnesses

or sensitivity to nausea. Participants signed up for 35-minutes

time slots of their choosing and were paid the equivalent of

12 EUR. Approval for this experiment was obtained from the

Cognition and Behavior Lab’s Human Subjects Committee

(approval code: 339), Aarhus University.

After reading and signing the consent forms, participants

were familiarized with the experimental task by an experi-

menter, who demonstrated the task. Thereafter, participants

were given privacy to place the Polar H10 around their chest.

Afterwards, the Shimmer GSR electrodes were placed on the

index and middle fingers of the participant’s left hand. Finally,

participants were assisted in wearing a sling around the neck

1https://github.com/Aura-healthcare/hrv-analysis
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so that they could rest their left hand with the fingers relaxed,

as seen in Fig. 1(a). Participants were asked to keep their left

hand still, so as to minimize the noise in the recorded signals.

The signal quality for both sensors was verified before the

experiment started. Baseline data from these biosensors were

measured with the participants seated quietly, with their eyes

closed, breathing normally, and without wearing the HMD.

The overall flow of the experiment is summarized in Fig. 2

and has been described at the beginning of Sec. III. 73

participants enrolled in the study, randomly divided between

visual/kinesthetic (n=26), visual/vibrotactile (n=22), and visual

only (n=25) feedback conditions. 37 participants identified

themselves as female, 35 as male, and 1 as other. 36 par-

ticipants indicated their age group in the 25-34 range, 33 in

the range 18-24, and 4 in the range 35–44. More than half

of the participants in the study (n=49) indicated that they

had tried VR using a head-mounted display more than once,

while 24 reported never having used it before the experiment.

An analysis of the quality of the HRV and EDA data using

iMotions led to dicarding of HRV and EDA data from 3

and 20 participants, respectively, due to signal quality issues.

The data loss in the heart rate variability metrics (HR, IBI,

RMSSD, SDNN, HFN, LF/HF Ratio) was almost equally

distributed between the conditions, as can be observed in

Section 3 of the Appendix, with losses ranging from 0 to 2 per

metric. However, with regards to EDA (electro-dermal activity)

metrics (SC, SCRAmp, SCRPeaks), the losses are unevenly

distributed, with minimal losses in the visual/vibrotactile con-

dition and higher losses in the visual/kinesthetic and visual

only conditions.

In the process of analysing the gathered data, we em-

ployed different statistical techniques. Firstly, two-way mixed

ANOVA tests were conducted to investigate the main ef-

fects of the between-subjects factor – feedback condition (vi-

sual, visual/kinesthetic, visual/vibrotactile) – and the within-

subjects factor – time (pretest, intermediate test, post-test) –

on performance metrics (task completion time, contact time,

performance change score) and subjective measures (self-

efficacy, task load, subjective arousal and presence). Further-

more, Mauchly’s test of sphericity and associated Greenhouse-

Geisser corrections were applied where required. To discern

the influence of feedback conditions on individual variables

such as the NASA-TLX dimensions, SAM (Self-Assessment

Manikin) ratings, and specific EDA and HRV metrics, one-

way ANOVA or Kruskal-Wallis tests were utilised.

IV. RESULTS

A. Objective performance

We analyzed the task completion time (TCT), contact

time (CT), and performance change scores (PCS), as described

in Sec. III-E1. Changes in performance metrics due to training

are evaluated as changes

• from the pretest to the post-test physical tasks (referred

to as “overall training”);

• from the pretest to the intermediate test physical tasks

(referred to as “Phase 1 training”);

• from the intermediate test to the post-test physical tasks

(referred to as “Phase 2 training”).

(a)

(b)

Fig. 6: Mean performance metrics with error bars (CI : 95%)

across the three physical buzzwire tests for Visual/Vibrotactile,

Visual/Kinesthetic, and Visual feedback conditions for (a) task

completion time (TCT) and (b) contact time (CT). * denotes

significant difference at α=0.05.

a) Task completion time (TCT)

Fig. 6(a) shows the task completion time across the three

physical buzzwire tests. Table II summarizes the results of

the analysis. Mauchly’s test of sphericity indicated that the

assumption of sphericity was violated for the two-way interac-

tion, χ2(2)=30.089, p<.001. Therefore, a Greenhouse-Geisser

correction was applied (ε=0.737). There was no statistically

significant interaction between the feedback condition and test

iteration on TCT. The main effect of time showed a statistically

significant decrease in TCT over the three test iterations, with

TCT decreasing from 31.53 ± 21.57 s (mean ± one standard

deviation) in the pretest, to 27.98 ± 15.64 s in the intermediate

test and to 26.2 ± 13.97 s in the post-test. Post-hoc analysis

with a Bonferroni adjustment revealed that TCT decreased

significantly from pretest to intermediate test (3.63 s, p=.024),

and from pretest to post-test (5.34 s, p=.01) but not from

intermediate test to post-test (1.7 s, p=.304). The main effect

of group showed that there was no statistically significant dif-

ference in task completion time between feedback conditions.

b) Contact time (CT)

Fig. 6(b) shows the task completion time across the three

physical buzzwire tests. Table II summarizes the results of

the analysis. Mauchly’s test of sphericity indicated that the

assumption of sphericity was met for the two-way interaction,

χ2(2)=4.754, p=.093. There was no statistically significant

interaction between the feedback condition and test on CT.

The main effect of time showed a statistically significant

difference in CT over the test iterations, with CT decreasing

from 7.25 ± 2.49 s (mean ± one standard deviation) during

the pretest, to 6.18 ± 2.99 s in the intermediate test, and

to 5.68 ± 2.58 s in the post-test. Post-hoc analysis with a

Bonferroni adjustment revealed that CT decreased significantly

from pretest to intermediate test (1.07 s, p=.002), and from

pretest to post-test (1.61 s , p<.001) but not from intermediate
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TABLE II: Summary of Two-way Mixed ANOVA Results for Task Completion Time and Contact time by Feedback Condition

(between-subjects) and Test Iteration (within-subjects)

Dependent variable Source of variation Sum of Squares Degrees of Freedom Mean Squares F-value p-value

Task Completion Time

Feedback condition 2883.949 2 1441.974 1.930 .153

Test iteration 1060.274 1.473 719.692 7.582 .003*

Feedback condition * Test iteration 181.935 2.946 61.747 .650 .582

Contact Time

Feedback condition 32.951 2 16.476 .992 .376

Test iteration 95.662 2 47.831 18.113 <.001*

Feedback condition * Test iteration 7.940 4 1.985 .752 .559

* denotes significant difference at α=0.05

test to post-test (0.53 s, p=.153). The main effect of feedback

condition showed that there was no statistically significant

difference in contact time between the feedback conditions.

c) Performance Change Score (PCS)

The mean PCS among the three conditions was calculated

to be 11.19 for visual/vibrotactile, 10.81 for visual/kinesthetic,

and 11.04 for the visual condition. There was no statistically

significant difference between the PCS for the three conditions

(F(2,69)=0.047, p=0.95).

B. Self-Efficacy, Task load, Presence

There was no statistically significant interaction be-

tween the feedback condition and time on self-efficacy,

F(4.729,165.52)=1.143, p=.339, partial η2=.032. The main ef-

fect of time did not show a statistically significant difference in

mean SE at the different time points, F(2.365,165.52)=1.549,

p<.0005, partial η2=.022. The main effect of feedback con-

dition showed that there was no statistically significant differ-

ence in mean SE between feedback conditions F(2,70)=1.135,

p=.327, partial η2=.031.

Fig. 7(a) shows the overall NASA-TLX score obtained

by calculating the average of the six NASA-TLX task load

dimensions (mental demand, physical demand, temporal de-

mand, performance, effort, and frustration) reported by the

participants. There were no significant differences between

the feedback conditions in terms of individual NASA-TLX

dimensions.

Fig. 7(b) shows the overall presence score reported by the

participants, calculated by taking the average of the responses

to the five questions in the presence questionnaire. There were

no significant differences in the presence score between the

feedback conditions (F(2,70)=1.5, p=.22).

C. Physiological arousal

a) Arousal and feedback condition

There was no effect of feedback condition on sub-

jective arousal (Self-Assessment Manikin) during training

(H(2)=0.47, p=.79). No significant effect of feedback condition

was found on each of the EDA and HRV metrics. To measure

differences in arousal immediately after the participants com-

mit a mistake during VR training, the physiological arousal

levels were averaged for 10-seconds windows starting at the

moment of contact between the loop at the wire. No significant

differences were found between the three feedback conditions

in terms of these “immediate” arousal metrics.

TABLE III: Physiological Arousal Metrics across High (n=15)

and Low Performance Change groups (n=16).

Arousal Metric High Change(Mean±SD) Low Change (Mean±SD) p-value

HRV

HR 4.82±5.59 -1.16±3.28 0.002*

IBI -42.27±55.81 4.7±34.69 0.02*

RMSSD -58.41±101.15 17.68±35.54 0.001*

SDNN -47.91±63.07 4.08±32.14 0.003*

LF/HF Ratio -1.47±3.97 -1.44±4.97 0.98

HFN 1.33±17.83 7.41±14.89 0.35

EDA

SC 2.35±3.18 1.84±1.81 1.0

SCRAmp 0.14±0.22 0.14±0.16 0.99

SCRPeaks 10.37±4.76 8.84±1.84 0.36

* denotes significant difference at α=0.05

b) Arousal and task performance

The link between task performance and arousal was as-

sessed using co-relation tests between performance change

score (PCS) and arousal, as measured by both subjective

(SAM) and physiological (EDA, HRV) measures. Statistically

significant (but weak) negative correlations were observed

between PCS and three HRV metrics: RMSSD (ρ=-0.35,

p=.003), SDNN (ρ=-0.32, p=.008) and HR (ρ=0.245, p=.043).

As decreases in RMSSD and SDNN, and increases in HR, are

correlated with increases in arousal, the results of the correla-

tions tests show that changes in performance are correlated

with increases in arousal. To further investigate this point,

we grouped participants into two groups: high-performance

(n=15) and low-performance (n=15), respectively. Following

(a) NASA TLX (b) Presence

Fig. 7: (a) NASA TLX and (b) Presence scores across Vi-

sual/Vibrotactile, Visual/Kinesthetic, and Visual conditions.

Mean and 95% confidence interval are reported.
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the technique described by Radhakrishnan et al. [11], the high-

performance group was defined as participants who had a PCS

above the upper range of the inter-quartile range (i.e., above

the 75% mark) and the low-change group had participants

from the lower quartile range (i.e., below the 25% mark). As

shown in Table III, Mann-Whitney U tests were performed

for HRV and EDA metrics between these two groups. It

can be observed from the table that participants in the high-

performance group had a higher baseline adjusted heart rate

(HR) compared to the low-performance group. It can also

be observed that participants in the high-performance group

had a lower baseline-adjusted inter-beat interval (IBI), Root

Squared Mean of Successive Differences (RMSSD), Standard

Deviation of NN intervals (SDNN). This result supports the

patterns observed in the correlation tests, i.e., changes in

performance are correlated with increases in arousal.

To further investigate the trends in the relationship between

arousal and performance, participants were also divided into

high-arousal and low-arousal groups regarding, separately, the

HRV and EDA metrics. This split followed the same principle

we used for splitting the participants into high and low-

performance groups, i.e., according to their position in the

inter-quartile range. Subsequently, the PCS were compared

for each of these pairs of high and low-arousal groups using

Mann-Whitney U tests. In terms of high and low-arousal

groups split according to RMSSD, participants in the high-

arousal group had an IS of 9.06, which was lower than the

IS of 12.06 observed in the low-arousal group (p=.01, U=66).

Similarly, for groups split according to SDNN, participants in

the high-arousal group were observed to have an IS of 9.06,

which was lower than the IS of 12.31 observed in the low-

arousal group (p=.017, U=70). Among groups split according

to HR, participants in the high-arousal group had an HR of

12.39 as compared to the HR of 9.78 observed in the low-

arousal group, and this difference approached the threshold of

statistical significance (p=.09, U=221). This further confirms

the trends observed earlier of performance changes as arousal

increases. To investigate potential interactions between arousal

and NASA-TLX task load measures, correlation tests were

performed between the arousal metrics on one side and task

load measures on the other (frustration, mental load, physical

load, temporal load, effort, performance, NASA-TLX score).

A statistically significant and moderate positive correlation

was found between SCRAmp and temporal demand (ρ=0.323,

p=.018), i.e., as temporal demand increased the amplitude of

skin conductance responses increased.

V. DISCUSSION

Here we discuss the results from Sec. IV in the context of

the three research questions introduced at the end of Sec. I.

A. Can vibrotactile or kinesthetic feedback influence VR train-

ing performance in a buzzwire motor skill task?

Reductions in task completion time were seen after overall

training (pretest to post-test) as well as Phase 1 training

(pretest to intermediate test) for all participants. Similarly,

concerning contact time, participants in all feedback conditions

showed reductions after overall training (pretest to post-test).

The absence of significant changes in both task completion

and contact time after Phase 2 training (intermediate test to

post-test) is possibly due to the participants reaching a ”perfor-

mance plateau” [50]. Furthermore, statistical tests comparing

the performance change scores across the three feedback

conditions were inconclusive in finding any difference between

them. This implies that, while IVR training with vibrotactile

and kinesthetic feedback improves performance, it is not

clear which haptic modality is better or if they are better

than visual feedback only. However, analysis described in

Sec. V-B points to the potential for further investigation on

the use of haptic feedback to modulate arousal and thereby

improve performance. Furthermore, alternate uses of haptic

feedback could be explored in the context of training in the

buzzwire task, for example in the form of virtual fixtures or

guidance [51]–[54].

B. Can motor skill training in VR with different haptic

feedback (kinesthetic vs. vibrotactile) cause variations in

arousal levels during training? Is there a link between

physiological arousal during training and changes in per-

formance afterward?

Analysis of the data revealed no effect of feedback condition

on EDA and HRV. Analysis of SAM responses did not reveal

any effect of feedback on subjective arousal. Correlation

tests revealed a weak negative correlation between changes

in performance and two HRV metrics (RMSSD, SDNN),

i.e., as arousal increased (decrease in RMSSD and SDNN is

correlated with increases in arousal) during VR training, so

did performance. This link was further supported by statistical

tests which showed higher arousal levels indicated by four

HRV metrics (HR, IBI, RMSSD, and SDNN) in the high-

change group as compared to the arousal levels of participants

in the low-change group. This trend was again confirmed

by statistical tests comparing performance between groups of

participants split according to the degree of arousal, which

showed that participants in high-arousal groups (defined by

the HRV metrics RMSSD and SDNN) demonstrated greater

performance change scores compared to those in low-arousal

groups. However, the question of whether kinesthetic or vi-

brotactile feedback can cause variations in arousal is still

unresolved and future research might explore this question

further by, e.g., investigating novel haptic modalities or re-

search designs which can elicit such variations. Even though

our study points to higher levels of arousal linked to positive

changes in performance, we also acknowledge the view that

increasing arousal or stress may have detrimental effects on

performance. For example, in a similar buzzwire training sce-

nario, Radhakrishnan et al. [11] found that participants across

VR and physical training conditions who had the highest

arousal levels during training showed the lowest changes in

performance (and vice-versa). Though the motor task is similar

(a buzzwire scenario), that study had participants undergo

training in a different setup, i.e., physical training and VR

training with simple non-directional vibrotactile feedback from

the Oculus Touch controller. There are also non-VR studies

that point out that high-arousal levels may lead to lower

performance [55], [56]. Wu et al. [57] in their VR driving
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scenario found that moderate arousal levels (neither too high

nor too low) correlated with the best performance. Perhaps,

such contradictions may be solved if variables in addition

to performance and arousal are considered. For example, a

high-arousal level may be linked to higher enjoyment or

motivation, which in turn affects performance positively, but

similar arousal levels due to anxiety may negatively affect

performance. Another possible line of inquiry opened by this

study is the indication of an increase in the amplitude of

skin conductance responses accompanied by a simultaneous

and moderate increase in temporal demand as measured by

NASA-TLX. As temporal demand is negatively correlated

with performance in prior research [58], future research might

explore the effectiveness of using cost-effective EDA and

ECG sensors to measure temporal demand and other factors

contributing to cognitive/task load and explore their use in

improving IVR training.

C. Can motor skill training in VR with different haptic

feedback (kinesthetic vs. vibrotactile) cause variations in

reported presence, task load, and self-efficacy?

The analysis showed no effect of feedback condition on

overall presence. This might be caused by the subjective

experience of presence being dominated in this study by

the visual aspect which was the same across the three feed-

back conditions. As Grassini et al. [59] had linked increased

presence to better training outcomes, the lack of an effect

of feedback condition on changes in performance may thus

be partially explained by the lack of differences in terms

of presence. However, there are inspirations from literature

for further investigation into improving presence and thereby

training outcomes. For example, some studies have found

vibrotactile feedback coupled with visual feedback to result

in better-reported presence compared to visual alone [32] or

kinesthetic feedback alone [7].

The analysis also revealed no effect of feedback conditions

on the overall task load. This is important as increases in

workload have been linked to decreased motor skill perfor-

mance as described by Yurko et al. [60] in their study on

simulator-based laparascopy training. In light of this, the lack

of differences in performance metrics between the feedback

conditions in our study maybe linked to the lack of differences

in perceived task load. In a study using a similar buzzwire

test setup, Radhakrishnan et al. [11] found participants who

received physical training to report more temporal demand

than those who underwent IVR training (with non-directional

vibrotactile feedback), and similar to our study, overall task

load and performance changes were indistinguishable between

the training conditions. On the other hand, Weber et al. [36],

in a peg-in-hole task using desktop VR, found that vibrotactile

feedback resulted in a higher task load compared to kinesthetic

feedback, and the authors attributed this to ”feedback ambi-

guity” arising from the design of the vibrotactile feedback.

Therefore, it is possible that the lack of differences in overall

task load between the kinesthetic and vibrotactile feedback

conditions in our study may arise from the lack of directional

ambiguity as shown in the perceptual experiment described in

Sec. III-B.

There were no statistically significant changes in self-

efficacy during VR training for all the feedback conditions.

This is surprising, as prior literature points to the links between

self-efficacy and learning/training performance [6], [37]. Our

study has shown that there are changes in performance across

all the feedback conditions, in spite of this lack of increase in

self-efficacy. Radhakrishnan et al. [11] presents a contrasting

example with a similar buzzwire motor skill task, where it

was found that significant changes in self-efficacy during

VR training was accompanied by corresponding changes in

performance. Stevens et al. [61] in a motor skill training task

showed that increased task-difficulty level is one factor which

leads to impairments in both self-efficacy and performance.

Therefore future research could consider methods to improve

self-efficacy, for example by adapting the difficulty level of

training.

D. Summary

In summary, VR training is effective in improving perfor-

mance regardless of the considered haptic feedback modality.

So one may wonder if kinesthetic or vibrotactile feedback

were to be used, are they interchangeable, or should additional

parameters be considered? Our analysis of the data showed

that there is a correlation between higher arousal levels and

higher performance across feedback conditions. These findings

should encourage further research in using different types of

haptic feedback to potentially affect arousal levels and there-

fore performance. Future research could explore variations of

kinesthetic feedback, for example with wearable exoskeletons,

which might also combine aspects of cutaneous feedback to

provide a good trade-off between cost and performance [62].

VI. LIMITATIONS

Though the current study confirms previous findings [11],

where participants in a VR training condition showed positive

changes in performance indistinguishable from those who

underwent physical training. However, it cannot be concluded

that there was a long term effect from VR training due to

the lack of retention tests in this study, as short-term changes

in performance can either lead to better or worse learning

outcomes over time [63].

Arousal in the present study may be linked to multiple

factors including skill level, task complexity, visual feedback,

the novelty of VR, and haptic rendering and hardware. Pre-

existing skill levels and arousal levels were controlled by using

a baseline phase and novelty effects were controlled by a

tutorial phase. However, there is scope for further improvement

to obtain a more fine-grained link between haptic feedback and

physiological arousal. Future studies investigating the effect of

haptic feedback on arousal may try to incorporate a baseline

haptic feedback condition where the participants receive haptic

feedback in regular intervals as seen in Krogmeier et al. [29].

The corresponding physiological arousal levels can then be

measured, for a baseline level of correlation between haptic

feedback and arousal to be established. Another shortcoming

of the present study was the loss of arousal data from the

Shimmer GSR+ sensor, which might have led to potential

differences between the conditions not being detected. Future
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studies could consider either not using such sensors due to

their sensitivity to movement or using them on locations on the

body like the feet or the shoulders, which are less convenient

but more reliable.
The Geomagic Touch’s workspace is another limiting factor

in its use in immersive VR training scenarios. Future studies

may explore either wearable haptic devices [18], [62], [64]–

[66] or grounded kinesthetic devices with larger workspaces. It

is also worth observing that the two haptic feedback conditions

have some shared properties. For example, in the kinesthetic

condition, there is an element of cutaneous sensation felt

while the participants hold the handle and when they receive

feedback. Similarly, in the vibrotactile condition, participants

feel some resistance due to the inertia inherent in the Ge-

omagic Touch. However, since these properties are shared

across the feedback conditions, they have been controlled in

this experiment.
Another potential limitation of this study is the between-

subjects methodology followed. Though it is better suited

for measuring learning effects, this might partly explain the

lack of significant findings in subjective metrics. None of the

participants in any of the feedback condition could experience

any of the other feedbacks available, therefore subjective

measures may not reveal the actual effect of the haptic

modality on these subjective metrics. One solution is to have

a larger sample size in between-subjects studies, which can

reveal smaller effect sizes. On the other hand, Richard et

al. [67], in a simulation study comparing within and between-

subject methods for evaluating embodiment, concluded that the

within-subjects method is more sensitive in detecting small

effect sizes while having smaller sample sizes. However, as

within-subjects methodology may potentially cause recency

effects [68] affecting the analysis of objective performance

measures, future studies might control for this aspect by having

longitudinal cross-over studies.

VII. CONCLUSION

In this study, a fine motor skill training buzzwire task in

immersive VR was used to investigate the effect of haptic

feedback and physiological arousal on performance. The ex-

periment revealed the effectiveness of motor skill training in

VR regardless of the haptic feedback. The investigation also

found links between arousal and performance, with increases

in arousal being accompanied by increases in performance.

Further research is required to investigate whether the inclu-

sion of haptic feedback holds potential for other motor skill

training scenarios in VR, as well as the trade-offs between

kinesthetic feedback and varieties of cutaneous feedback, such

as the vibrotactile feedback considered here. With regards

to investigating the relationship between haptic feedback and

arousal, additional physiological metrics can be considered,

such as EEG (electroencephalography), EMG (electromyo-

graphy), and pupil dilation, particularly since biosensors to

measure these signals are being increasingly integrated into

commercial VR head-mounted displays.

ACKNOWLEDGMENTS

The authors want to thank the Cognition and Behavior

Lab, Aarhus University, and iMotions A/S for facilitating the

experiment.

REFERENCES

[1] J. Abich, J. Parker, J. S. Murphy, and M. Eudy, “A review of the evidence
for training effectiveness with virtual reality technology,” Virtual Reality,
vol. 25, no. 4, pp. 919–933, 2021.

[2] U. Radhakrishnan, K. Koumaditis, and F. Chinello, “A systematic review
of immersive virtual reality for industrial skills training,” Behaviour &
Information Technology, vol. 40, no. 12, pp. 1310–1339, 2021.

[3] R. Khan, J. Plahouras, B. C. Johnston, M. A. Scaffidi, S. C. Grover,
and C. M. Walsh, “Virtual reality simulation training in endoscopy: a
cochrane review and meta-analysis,” Endoscopy, vol. 51, no. 07, pp.
653–664, 2019.

[4] D. B. Mekbib, J. Han, L. Zhang, S. Fang, H. Jiang, J. Zhu, A. W.
Roe, and D. Xu, “Virtual reality therapy for upper limb rehabilitation
in patients with stroke: a meta-analysis of randomized clinical trials,”
Brain injury, vol. 34, no. 4, pp. 456–465, 2020.

[5] M. Slater, “Immersion and the illusion of presence in virtual reality,”
British Journal of Psychology, vol. 109, no. 3, pp. 431–433, 2018.

[6] G. Makransky and G. B. Petersen, “The cognitive affective model
of immersive learning (camil): A theoretical research-based model of
learning in immersive virtual reality,” Educational Psychology Review,
vol. 33, no. 3, pp. 937–958, 2021.

[7] J. Kreimeier, S. Hammer, D. Friedmann, P. Karg, C. Bühner, L. Bankel,
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