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Abstract. This paper presents an interaction paradigm for the design of chatbots. 

Its novelty is the completion of conversational patterns that progressively guide 

the design activity and provide an interactive, immediate representation of the 

conversation under construction. Thanks to the automatic generation of code, the 

paradigm facilitates the rapid prototyping of the conversational UI, thus it em-

powers non-programmers to master the design process. The paper also illustrates 

some preliminary user studies and discusses some lessons learned for the defini-

tion of interactive paradigms for the design of conversational UIs.  

Keywords: End-User Development, Chatbot Design, Conversational UIs. 

1 Introduction 

Chatbots for data exploration support conversations that let the user progressively dis-

cover and interactively retrieve data from known data sources [8]. Given the multiple 

advantages that the literature recognizes to the conversational paradigm for data access, 

and its current diffusion through different applications, the literature is now posing em-

phasis on methodologies for chatbot design [10; 21; 26]. A diffused opinion is that 

domain experts are critical in the development of chatbots; but it also emerges that 

engaging them in chatbot development is difficult due to their lack of technical compe-

tencies. To overcome this drawback, this paper presents an interactive paradigm for the 

End-User Development (EUD) of chatbots for data exploration. 

The new interactive paradigm has been developed on top of CHATIDEA, a meth-

odology for the rapid prototyping of chatbots that is also complemented by a software 

framework [8]. The paradigm is based on a visual front end that enables non-program-

mers to complete conversation patterns that mimic the interaction between users and 

the chatbot under construction. It, therefore, masks the need for technical specifications 

and allows the designers to manipulate directly the elements of the conversation, also 
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providing immediate feedback on the designed conversation. This modus operandi 

helps overcome some complexity factors that, more in general, characterize the design 

of AI-based systems [26], such as the difficulty of identifying the functionality that the 

system can afford, as well as the possible output that the system can produce. The pro-

posed paradigm also facilitates sketching and rapid prototyping of the conversational 

UI, two fundamental activities in interaction design, which allow designers to under-

stand what the technology is and can do, engage in creative thinking, and assess and 

improve on their designs [10; 26]. 

After discussing some related works (Section 2), this paper illustrates the interactive 

paradigm for the EUD of chatbots (Section 3) and the user-centered process adopted to 

assess the adequateness of the paradigm with respect to the expectations of both chatbot 

developers and non-expert programmers (Section 4). The paper then ends by discussing 

some lessons learned (Section 5) and by outlining our future work (Section 6). 

2 Rationale and Background 

The idea of computers behaving like humans dates back to 1950, when Alan Turing 

proposed his famous test [23]. However, it is from the 90s that several applications 

benefitted from the advancements in artificial intelligence, natural language processing 

and speech recognition: the applications became more and more intelligent, capable of 

better understanding various conversations and performing more complex tasks. With 

the smartphone era, the technology witnessed an explosion of commercial applications: 

some examples are IBM Watson [14], Siri [3], WeChat [24], Alexa [1]. If we want to 

classify those applications from a high-level perspective, we can distinguish between 

task-oriented and conversational chatbots [9], the former being oriented toward a res-

olution of a specific task and the latter designed to carry on a general conversation. 

Together with the technology, tools and frameworks to support the creation of con-

versational interfaces evolved themselves. Such frameworks and tools target both ex-

perienced and non-experienced users, trying to ease the process of chatbot creation. The 

majority of those tools help the user in two fundamental operations: intent matching 

(understanding the action the user wants to perform and match it with an appropriate 

response) and entity extraction (the ability to extract key elements from an utterance). 

The evolution of the tools, however, has not changed the underlying mechanism of a 

chatbot creation: either the designer or the developer has to handle from scratch all the 

questions and answers. Also, it seems to be missing a general approach to develop data-

driven chatbots. Even though some tools let the user retrieve information from spread-

sheets [6] or the internet thanks to webhooks, mapping intents and entities and devel-

oping conversational interfaces using a database as a source is still scarcely explored.  

Researchers have been interested in using natural language to access large databases 

long before chatbots. The use of natural language can help users without formal 

knowledge of a query language access and perform actions on a structured database [2]. 

LUNAR, developed in 1972, was one of the first examples of natural language inter-

faces created to access information structured in a database [25]. One more recent ex-

ample is NaLIR [16]: it takes complex sentences from the user and generates a query 
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in a technical language following a “human-in-the-loop” approach that asks the user to 

check the results of the intermediate generation steps. There are not many examples of 

explorative chatbots used to access databases yet: one of the few we found is Intellibot, 

a dialogue-based chatbot for the insurance industry [20]. However, Intellibot is still a 

custom-made chatbot, developed for a domain-specific conversation.  

This paper addresses the gap by proposing a visual paradigm that facilitates the de-

sign of conversational interfaces for database exploration. The paradigm falls in the 

category of the End-User Development (EUD) tools [17], which empower non-tech-

nical users, e.g., domain experts, to achieve goals for which computing knowledge is 

needed. Some chatbot frameworks included similar environments that help the user de-

fine flow charts or configure the interaction through specific graphic user interfaces 

(e.g., Dialogflow [11] and Motion AI [13]). However, our approach differs from the 

previous because it adopts a dynamic interactive paradigm, which is made possible by 

the capability of the framework to automatically generate the conversation.  

3 An interactive paradigm for the EUD of chatbots 

The contribution of this paper is a new interactive paradigm for the EUD of chatbots 

for data exploration. The resulting solution is a Web front end built on top of 

CHATIDEA, a software framework for the rapid prototyping of chatbots for data ex-

ploration [8]. The following sections provide details on the CHATIDEA modeling ab-

stractions and the new EUD paradigm. 

3.1 Modeling Abstractions 

CHATIDEA automatically generates a chatbot starting from a dump of a relational da-

tabase (DB) and a JSON descriptor file. The dump provides the data that can be ex-

plored by the users by means of the resulting chatbot, and the definition of the schema 

for the organization of data. The descriptor contains a set of annotations identifying 

key data elements and properties of the DB, which are relevant for managing conver-

sations for data exploration. By combining the DB dump and the annotation descriptor, 

CHATIDEA automatically generates the chatbot dialog system, according to conver-

sational patterns that progressively guide the users to explore the data.  

One fundamental annotation refers to the table role, which can be Primary, Second-

ary, or Crossable. Primary tables represent data that can be queried directly in the chat-

bot. Secondary tables store data dependent on other entities, which are interesting for 

the conversation only when reached from other (primary) tables. Crossable tables rep-

resent many-to-many relationships; within the chatbot, they are represented as links to 

navigate between different entities - while no direct or deferred search is allowed on 

them. Among others, some annotations can rename tables and attributes by using names 

and aliases that are simpler and more understandable during the conversation. It is pos-

sible to specify which attributes can be used in user utterances to filter the table in-

stances, which display attributes have to be shown when instances are retrieved by the 

chatbot, which attributes can be used to categorize primary table instances and display 
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aggregated visualizations. Lack of space prevents us from fully describing the annota-

tions; a detailed description of the whole set of annotations needed to automatically 

generate a chatbot with CHATIDEA is reported in [8]. An example of annotations ex-

pressed in JSON format is available at https://bit.ly/3x7N6ov. 

3.2 The Interactive Design Paradigm 

Even if the CHATIDEA software framework makes it possible to create chatbots with-

out programming, the designers are still required to manually write descriptor files us-

ing technical specification languages (e.g., JSON); this activity is time-consuming, er-

ror-prone, and requires complete knowledge of the technical syntax.  

The new interactive paradigm, which is the main contribution of this article, aims to 

enable even people without expertise in programming and/or chatbot development to 

visually complete conversation patterns related to the interaction between users and the 

chatbot under construction. The chatbot designer is guided through the process by 

means of text prompts modeled on a hypothetical conversation that the final user may 

have with the chatbot. The text prompts are skeletons of training phrases to be com-

pleted with keywords and data taken from the database. This helps designers implicitly 

create the annotation schema, i.e., map DB data elements on conversational elements, 

within the context of a sample conversation based on patterns for DB navigation. 

The visual front end enabling this paradigm consists of two main areas. After up-

loading a DB dump, in the first area (Figure 1a) the designer can skim the DB by oper-

ating on a graph-based visualization of tables and relationships. In a sidebar editor, the 

designer assigns table roles (primary, secondary and crossable, represented through dif-

ferent colors), and edits table and attribute names if needed to improve the conversation 

design. Moving to the next area, for each primary and secondary table tagged in the 

previous section, the designer completes some conversation patterns. For example, for 

the table Person, Figure 1b illustrates the pattern “Categorize query results based on 

<a table attribute>”. Its completion consists in selecting a categorical attribute, among 

the ones included in the selected table, which will be used to produce a visualization 

that categorizes the table data. The “Research area” part of the sentence is initially 

empty; when the designer clicks the empty label, a pop-up window asks to select the 

categorical attribute. In this example, the designer has selected Research area.  

A characterizing feature is that a live-preview in the right-hand panel shows the ef-

fect of any design choice on a sample of instances retrieved from the DB. In the exam-

ple, the designer can see that the response to the configured utterance is a pie chart that 

categorizes the Person instances according to four different research areas. The design-

ers can thus control the outcome of their design decisions. A video demonstrating the 

visual paradigm is available at: https://youtu.be/hP9lDyJnRG4. 

4 Evaluation 

Two qualitative formative studies were conducted to enhance the quality of some ini-

tial, high-fidelity prototypes of the visual front end. A user study was then carried out 

https://bit.ly/3x7N6ov


5 

on an advanced Web-based prototype, to investigate the usability and the perceived 

workload. Due to the COVID-19 pandemic, the studies were carried out online, using 

Skype or WebEx, depending on the users’ familiarity with these teleconferencing plat-

forms. Each session was video-recorded. Each participant was introduced to the study 

purpose, informed on what to do, and signed a consent form. 

 
a) 

 
b) 

Fig. 1. Two snapshots of the CHATIDEA visual front end: a) the area for annotating table 

roles; b) the area for completing conversation patterns. 

4.1 Preliminary Evaluation: Validity and Usefulness 

A first formative study was organized to receive feedback on the validity of the inter-

action paradigm from users who had already performed annotation-related tasks with 

CHATIDEA using the JSON syntax. A first prototype was evaluated by interviewing 

4 users who had participated in the development of the CHATIDEA software frame-

work, being former students in Computer Science and Engineering who had worked on 

CHATIDEA for their master theses. After an initial demonstration of the prototype by 

one of the researchers moderating the interview, a discussion followed to gather the 
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developers’ opinions. They found the UI complete with respect to the design capabili-

ties offered by the software framework, and considered the interaction paradigm clear 

and effective. They also helped identify some improvements that were mainly related 

to the table tagging mechanisms on the first page. For example, they thought of ex-

pressing table annotations by “manipulating” directly the table representation, and not 

by using the right-hand panel. They also observed that the system could take some ini-

tiatives and guide the design through recommendations that could be derived from an 

analysis of the database schema. For example, they suggested that only tables with at 

least two key attributes can be tagged as crossable and this feature should be high-

lighted. They also observed that some explanatory messages appeared to be too vague. 

After fixing the problems identified in the first evaluation session, the prototype was 

shown to an expert of chatbots, one of the founders of the Awhy company 

(https://www.awhy.it/) specialized in the development of chatbots for customer care. 

The focus of this second evaluation was on the acceptability and usefulness of the 

CHATIDEA framework and its visual paradigm. The interviewee did not point out any 

particular problem with the interaction paradigm and expressed that there is a diffused 

need to have tools for configuring chatbots for data exploration, especially in an enter-

prise. He only remarked that the annotation procedure might be hard to complete for 

huge databases. 

4.2 Usability test 

A third study was finally performed to evaluate the usability of CHATIDEA and the 

effectiveness of the interaction paradigm. The thinking aloud protocol was adopted. 

Users were asked to use a refined prototype of CHATIDEA, to design a chatbot for a 

reduced version of the DB of the Web site of the Department of Electronics, Infor-

mation and Bioengineering at Politecnico di Milano. The DB consisted of 8 tables stor-

ing data on the faculty, their awards, the published books, the research projects. 

Participants. A total of 12 participants (10 M and 2 F; mean age 24.5 years) were re-

cruited. 5 participants were chatbot developers working at the Awhy Srl company; 3 

participants were students of a Computer Science university curriculum, i.e., program-

mers not expert in chatbot development; 4 participants were non-programmers: 1 game 

designer, 1 student in Bioengineering, 2 students in Communication Design.  

Procedure. During the video call, every user was asked to activate the webcam and 

share the screen to let the observer identify facial expressions that could reveal sponta-

neous feelings and see the actions performed to complete the assigned tasks. Each ses-

sion was video-recorded. Each user was asked to read a brief description of the func-

tionality supported by the visual front end, in the form of a scenario providing infor-

mation about a possible context of use. The description did not include details on the 

underlying software framework and its modeling abstractions. The general organization 

of the front end was explained in a short demo. The user was then provided with a sheet 

reporting 7 tasks and started the execution of each task. The first two tasks were related 

to table tagging, while the remaining five tasks covered each of the other annotation 

concepts. At the end of all the tasks, the participant filled in an online form with the 

SUS [5; 15] and NASA-TLX [12] questionnaires to be answered one after the other.  

https://www.awhy.it/
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Results. Quantitative and qualitative data were collected. For quantitative data, the SUS 

and NASA-TLX scores were computed. SUS estimated the system usability perceived 

by users, as resulting from two factors, System Learnability (statements #4 and #10) 

and System Usability (the other 8 statements) [15]. The average SUS score was x̅=74.2, 

SD=15.0; the System Usability score was x̅ = 76.3, SD = 14.8; the System Learnability 

score was x̅=68.8, SD=17.3. Due to the limited number of participants, it was not pos-

sible to compute inferential statistics for the comparison of the three user groups, but 

the means and the standard deviations were very similar (chatbot developers: x̅=74.4, 

SD=15.2; programmers: x̅=73.8, SD=14.5; non-programmers: x̅=74.4, SD=19.5).  

NASA-TLX was used to measure the perceived workload on a scale from 0 to 100, 

where 0 equals to low effort, 100 to excessive effort from the user. The average score 

was x̅ = 38.1, SD = 13.3. On average, the highest score, and therefore the poorer per-

formance, was recorded for the Mental Demand dimension (x̅ = 54.2, SD = 17.3), fol-

lowed by Effort (x̅ = 44.2, SD = 20.7), Performance (x̅ = 37.5, SD = 16.6), Temporal 

Demand (x̅ = 31.7, SD = 24.8), and Physical Demand (x̅ = 23.3, SD = 19.7). In this 

case as well, the score means for the three groups are very similar (chatbot developers: 

x̅ = 39.6, SD = 13.3; programmers: x̅ = 39.6, SD = 6; non-programmers: x̅ = 35.6, SD 

= 19.1), with a lower cognitive load for non-programmers. 

The qualitative analysis was performed on the participants’ comments [4]. Few 

themes, not reported here for brevity, were related to very specific problems with few 

visual elements (e.g., expressiveness of tooltips). The three themes reported in the fol-

lowing, instead, convey more general reflections on the interactive paradigm. 

Theme 1: Conflicts between system architecture and user assumptions. In relation to 

the annotations on the database schema, users agreed that knowing basic concepts of 

relational databases helps complete correctly the tasks (“The design is for sure aided by 

the system, but requires knowledge of the subject [database domain] and a bit of tech-

nical knowledge [relational database concepts]”). These concerns did not emerge, how-

ever, during the completion of conversation patterns. 

Theme 2. Perceived ease of use. Despite their difficulties in executing some tasks, most 

participants reported the ease of use of setting and modifying conversation patterns, and 

noted that the workload is not overwhelming (“Very usable, [the tasks] flow well”). As 

also highlighted by the questionnaires, this perception was not influenced by the user 

programming skills, as the scores were comparable among all the three groups. 

Theme 3: Generating chatbots from databases. Participants appreciated the flexibility 

offered by the prototype through table tagging (“It is particularly powerful that the de-

signer has control on what tables to include and what relationships to use”), and the 

opportunity to configure user queries easily (“It is nice to design database queries 

through natural language”). Chatbot experts also asked for advanced features to be in-

voked on-demand, even by coding, for a deeper customization of the intents. 

5 Discussion 

Besides highlighting usability problems, the insights gained through the user studies 

brought to light general key points, which are in line with previous findings on EUD, 

but add interesting perspectives on interactive paradigms for conversation design.  
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Closeness of mapping. For the effectiveness of an EUD paradigm, it is important to 

adopt a representation of possible design choices that abstracts from the technical de-

tails, also giving immediate feedback on the results [7; 19]. As highlighted by Theme 

2, directly manipulating utterances helped the designers understand the conversation 

patterns that the system can manage, and their effect on the conversation flow [10; 26]. 

Theme 1 and 3 in a sense confirm this assumption, as they suggest that, even if the users 

did not mind selecting entities by operating on database tables, they felt more comfort-

able when manipulating the utterance structure.  

Control on the conversation context. Theme 2 suggests that having a preview on how 

the sentences will appear during conversation and how they relate to one another, being 

able to always modify previous annotations and see the consequent effect, were key 

features for the ease of the interactive paradigm. This is also in line with the results of 

previous works that studied the effect of immediate representations of the design 

choices [7; 19]. Looking at the general class of AI-based interactive systems, this fea-

ture can give the designer control over the outcome of AI models, and provides a lens 

for understanding AI’s challenges in the design of interactive systems [10]. 

Assistance on intent and entity identification. Theme 3 suggests that, despite the dif-

ficulties in dealing with database concepts, the users appreciated having at their dis-

posal tables to represent the entities that could be covered by the conversation, and the 

flexibility of filtering the most relevant ones. A similar observation applies to the con-

figuration of intents, as designers operate on a set of intents suggested by the system as 

representative of classes of queries for data exploration. This guidance can help con-

ceptualize the dialogue system capabilities and choreograph the interactions [10; 26].  

Accommodating different levels of control. Some facets of Theme 3 suggest that it is 

also important to enable the most skilled designers to extend and personalize the pre-

defined patterns, to ensure a “gentle slope of difficulty” [18]. The designers could be 

enabled to act also on the modeling abstractions, for example by defining new annota-

tions with impact on the underlying model for dialog generation. These mechanisms 

can be considered further ingredients to give designers control on AI models.  

6 Conclusions and future work  

This paper has presented a new interactive paradigm for the design of chatbots for data 

exploration. The preliminary evaluation conducted so far has some limitations (e.g., the 

limited number of users, lack of comparison with other design paradigms, limited num-

ber of DB tables in comparison to realistic scenarios). However, it highlights that the 

paradigm has some potential to bring conversation design within the reach of domain 

experts who don’t have programming knowledge, and also to fasten chatbot develop-

ment for programmers. However, as also evident from the problems identified through 

the user studies, some aspects still remain open; our future work will focus on them. At 

a more general level, an important aspect concerns the control that designers should 

have on Human-Centered AI [22]. In this respect, our future work will focus on gener-

alizing our research to consider the changing role of humans in the design of AI-based 

systems and foster a discussion on design practices for human-AI interaction [10]. 
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