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Abstract. This paper explores how callers formulate information enquiries for 
an artificial conversational agent in a call centre and compares it with the way 
enquiries are addressed to human operators of the same call centre. It includes 60 
call recordings with human operators and 103 call recordings with the artificial 
conversational agent, transcribed and analysed using the method of Conversation 
Analysis. We show that people formulate and reformulate their enquiries differ-
ently to an artificial agent, even though the goal in both cases is to get an answer 
to the same enquiry. When talking to the artificial conversational agent, callers 
produce short enquiries, similar to web searches. When connected to human op-
erators, callers formulate longer enquiries which include many details. By ana-
lysing the differences in the way callers formulate their enquiries to robots and 
human operators, we show what callers expect artificial conversational agents to 
process. These expectations affect the way the enquiry is formulated and, as a 
result, operators and artificial agents encounter different types of problems they 
have to repair to understand the question correctly and find an answer to it. Our 
findings have interesting implications for Human Computer Interaction both in 
terms of “robot-recipient design” and “user-recipient design”. 
 

Keywords: Conversational agent, speech interface, call centre, conversation 
analysis, recipient design 

1 Introduction 

Currently, there is a growing use and continuous development of conversational agents, 
voice chatbots, voice user interfaces (VUI) and personal assistant devices. They have 
attracted wide scholarly attention in the field of human-computer interaction (HCI). 
Recent studies in this field have focused particularly on interaction with advanced con-
versational agents (Siri, Amazon Echo, Google Home, etc.) in everyday settings, mostly 
by families in the context of their homes. The studies have emphasized the intricacies 
involved in embedding the interaction with the agent into the everyday activities and 
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conversational settings of the participants (see e.g. [10, 36, 37, 48]). The studies reveal 
interaction with the agent is being associated with entertainment in many cases, people 
laughing and being amused [16, 29, 36, 37, 48]. Our study contributes to the stream of 
research on conversational agents, but directs attention to a different kind of conversa-
tional setting: it explores interaction with a conversational agent in a task-oriented in-
stitutional setting, in which interaction with the agents differs dramatically from inter-
action with more advanced conversational agents; the agents follow a very limited, 
strict set of rules and scenarios of interaction, the task-oriented human participants ex-
pecting effectiveness and efficiency above all from the encounters. This kind of less 
advanced conversational agents are widely used in different kinds of domains such as 
in survey interviews or service encounters, while they receive clearly less attention in 
research on interaction with conversational interfaces. 

Our study aims to fill in this knowledge gap and investigates features of interaction 
with less advanced but still human-like conversational agents in task-oriented institu-
tional interaction. The research question of this study is "How formulations and refor-
mulations of enquiries addressed to artificial agents differ from those addressed to hu-
man operators?" The element of comparison is important for understanding the specif-
ics of conversations with artificial agents. Therefore, the first section of the analysis is 
devoted to the comparison of initial formulations, and in the second section we will 
discuss the difference between the way callers reformulate inquiries to human operators 
and artificial agents. We consider important to investigate this question, as artificial 
agents in institutional settings are usually designed based on similar types of interaction 
with human operators who also follow certain rules. However, people talk differently 
to non-human agents, they design their enquiries in a different way based on their ex-
pectations, and as a result, the input for the agent is different. If we understand how 
callers talk to artificial agents, we can design artificial agents in institutional setting that 
will better understand the enquiries. Specifically, we are interested in a caller’s initial 
formulation of a question or an enquiry and its reformulation if the first attempt does 
not provide the expected answer from an agent. Some differences between the ways 
people communicate with humans and artificial agents have already been mentioned in 
the setting of everyday online conversations with chatbots [23]. However, there are still 
relatively few studies comparing differences between the way people communicate 
with human operators and voice bots. 

This study provides an important opportunity to advance the understanding of the 
organized structure of interaction with artificial agents (i.e. telephone robots) in tele-
phone enquiry services. It also offers some insights into callers’ expectations, reasoning 
process and challenges that arise during this type of institutional interaction. Telephone 
robots are now widely used in call centres, as they dramatically reduce human opera-
tors' workload. However, callers still often prefer talking to a human operator, as robots 
cannot always comprehend the enquiry. Understanding features of enquiries formulated 
for artificial agents can therefore clarify what robots should be able to process. We 
conclude this study with ideas on how the quality of interaction with artificial agents in 
institutional calls can be improved. 
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2 Related research 

2.1 Interaction with conversational agents in different settings 

Interaction with human-like dialogue systems (systems that aim to imitate human con-
versation [15]) has become a part of our everyday social life. One can find plenty of 
HCI research addressing artificial conversational agents and VUIs over the past dec-
ades, considering solutions such as search engines, help systems, intelligent personal 
assistants, or robots. Currently, one can find an increasing HCI interest on conversa-
tional agents [3, 4, 5, 10, 13, 14, 16, 18, 29, 30, 36, 37, 48], the studies being inspired 
by the emergence of advanced conversational agents (Siri, Amazon Echo, Google 
Home, etc.) in everyday settings. These studies examine how families embed artificial 
conversational agents into the everyday activities of the home, how they are used as 
resources in interaction, and how the agents are fitted into the sequential organization 
of the talk, identifying how the agent is addressed and how its responses are handled 
[16, 29, 36, 37]. Besides home and family use, the studies also explore conversational 
agents in other entertainment-oriented contexts, such as in museums [4].  

We wish to direct attention back to the task-oriented institutional contexts with high 
requirements for effectiveness and efficiency. Recently, this type of context has re-
ceived less attention in HCI. However, we maintain research interest is warranted in 
this type of context, as conversational interfaces have become widely spread and used 
within. Studies also show interaction problems still prevail in interaction with conver-
sational agents in task-oriented contexts (e.g. [10, 30, 49]). This study focuses on hu-
man interaction with an artificial conversational agent in a task-oriented intuitional set-
ting of a call centre. Technology oriented studies addressing call centre or telephone 
service VUIs or can be found in the computing field [1, 9, 26, 34] as well as studies 
addressing the user experience and usability of such services and VUIs [28, 43, 46]; 
however, these studies do not focus in detail on human interaction with a conversational 
agent or address the influence of the institutional setting.  

Calls to telephone helplines and various other telephone services are a type of insti-
tutional talk. To understand such talk, we turn to Conversation Analysis, within which 
it has been shown that the telephone enquiry service, as an institutional setting, imposes 
certain rules and restrictions on social interaction [21]. This type of interaction has fea-
tures that distinguish it from ordinary conversation: (a) participants are oriented to spe-
cific goals (e.g. obtaining information); (b) the interaction has constraints on what is 
treated as appropriate contributions to achieving this goal; (c) it is associated with 
frameworks and procedures that are specific to the institutional context (e.g., digital or 
paper documentation, etc.) [22]. Human operators in call centres are required to follow 
written instructions when they introduce themselves, ask clarifying questions and give 
answers to callers. The rules, however, do not fully determine the practices. They can 
also be ignored or made explicit and discussed by participants to the communication. 
Interaction with an artificial agent in a telephone service has a similar structure and it 
is organized mainly through question-answer adjacent pairs. However, the range of 
possible response utterances in interaction with an artificial agent is much more limited, 
and if a caller does not follow the rules, s/he cannot get an answer to her/his enquiry. 



4 

Human operator can depart from the instructions if necessary, i.e. when communication 
trouble arises. One could assume it is relatively straightforward to design a well-func-
tional conversational agent in this type of setting, while in this study we will show a lot 
of trouble may emerge in interaction, showing problems in recipient design and repair. 
Next, we will elaborate on these concepts.   

2.2 Conversation with a conversational agent 

The wide use of various voice technologies makes relevant the debate of the 1990s 
about the possibility of human-machine conversation [32]. One of the key figures of 
this debate is Graham Button who stated that only a “simulacrum of conversation” [8], 
i.e. an imitation as opposed to a real conversation between humans, is possible in inter-
action with machines. A similar a priori distinction between “human-human” and “hu-
man-machine” interaction is found in new research on HCI [38], in which conversation 
between people is contrasted with intercourse between humans and conversational 
agents. However, some researchers argue that interaction between a human and a ma-
chine can be considered a conversation and analysed as such as long as there are sense-
making procedures done by the human [50].  

Studies show that conversation with artificial agents differs from conversations with 
humans. For example, the language in conversations with voice interfaces is found to 
be command-like and abrupt [19]. Speakers adapt to the system’s abilities when they 
talk to an artificial agent. The concept of recipient design refers to this phenomenon: as 
a concept used in CA studies, it refers to the tuning of the utterances for different ad-
dressees and is performed by people in their everyday interactions [39]. In this paper, 
we will address its specific category - robot-recipient deign, where the recipient is an 
artificial agent. Interaction with a non-human recipient raises additional issues for the 
interlocutor, and we will analyse them in the context of formulations and reformulations 
of the enquiry in institutional calls. Various aspects of "robot-recipient design" will be 
identified and discussed throughout the analysis (how callers adapt their initial enquir-
ies when connected to a robot, and how they treat troubles in these conversations). The 
notion of "robot-recipient design" and its design implications will be more thoroughly 
addressed in the discussion section. 

Prior HCI studies have examined recipient design also from another angle: recipient 
design has been introduced as a VUI principle in IBM Conversational UX guidelines 
[16, 33], in which recipient design refers to the adaptation of the artificial agent to the 
actions of user and her/his knowledge. There is already discussion on request and re-
sponse design in HCI research along these lines. Studies empirically examine how users 
formulate requests to an agent and react to its responses [16, 36, 48], the studies also 
highlighting that designers of artificial agents need to consider what they intend users 
to say to the agent and how to design resourceful responses for users [10, 16]. 

Repair has also received attention in HCI research on conversational agents. Differ-
ent kind of repair strategies have been discussed [3, 37, 48], both from the viewpoint 
of the agent and the user. The topic of conversation repair has originally been intro-
duced by Schegloff, Jefferson, and Sacks [41], defined as practices that address troubles 
in speaking, hearing, and understanding. The goal of repair is to maintain or restore 



5 

intersubjectivity and to move interaction forward [40]. Initially, this phenomenon was 
described using English-language data, but since then repair has been analysed in vari-
ous languages [42], including Russian [7]. Repair can be initiated and carried out by 
one actor, but it can also be initiated by one actor and later be carried out by another 
actor [27]. Conversation analysts found a structural "preference" for self-repair [41] and 
a tendency that most often the repair is initiated by the speaker of the "trouble-source" 
[27]. This highlights one specific problem of interaction with a "simple" call centre 
agent: even though they can initiate the repair themselves (and thus signal the existence 
of a problem), they are usually not capable of performing a repair (and thus actually 
solving the problem). Thus, in such interaction, a significant part of the work of carry-
ing out repair remains with the user. 

In this study we address a task-oriented institutional context of a call centre and par-
ticularly focus on recipient design and repair in human-agent interaction within: we 
examine how humans adapt to the agents’ assumed abilities when talking with the agent 
and how the agent has been designed to adapt to users’ abilities (or not). We discuss 
the repair strategies employed in interaction, showing pertinent problems within. It has 
already been found that repairs are more frequent in task-oriented conversations than 
in "ordinary" dialogues [12]. A novel angle in this study is comparison of human-agent 
interaction with human-human interaction in the same setting. This reveals that people 
talk differently to artificial agents in institutional settings from the beginning of inter-
action, and therefore, artificial agents should not be designed based on interaction with 
human operators. 

We join the HCI discussion on naturalness of conversation with artificial agents in 
institutional settings: we show users engaging in ‘robotic’ interaction with the agent, 
but also the agent trying to engage to ‘human-like’ interaction with users. Especially in 
institutional, task-oriented settings we should be wary of the illusion of natural conver-
sation: the existing literature has already pointed out ([48], see also [5]) that the better 
the agent works from the users’ perspective, the more naturally also the users tend to 
speak, which increases the risk of trouble in interaction due to giving users an illusion 
of natural conversation, users remaining or becoming unaware of the agent’s limited 
capabilities. We highlight these concerns as especially acute in task oriented institu-
tional settings. 

3 Research design 

3.1 Data 

The data for this study were collected at one major Russian city’s call centre that an-
swers citizens’ questions considering different administrative issues such as official 
documents and working hours of public institutions. The artificial conversational agent 
of this centre was created by this organizations' employees to reduce the workload. It 
has been programmed to answer every fourth call during a given test period. In calls 
with the artificial agent, callers are informed that they will talk to a robot (this is the 
term that we will also use in the paper). The data for this research were provided by the 
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call centre representatives for the analysis and publication purposes. All ethical guide-
lines were followed. 

The collected data include 60 call recordings with humans and 103 call recordings 
with the artificial agent. Collected audio recordings of naturally occurring conversa-
tions with human and robot operators were transcribed and analysed using the method 
of Conversation Analysis (CA). In this paper, we will present examples of the most 
frequent types of formulations and reformulations in interaction with artificial agents 
and human operators, which will allow us to reveal the main differences. In calls with 
the artificial agent, callers are first informed that they will speak to a robot and then 
instructed to state the question and speak after the tone. All callers are also informed 
about the audio recording of the call in this welcome message. After this message the 
recording, as well as most of the transcripts presented in this paper, start and the caller 
hears the tone (line 7 in the transcripts presented further).  

Human operators in this call centre follow strict instructions and use specified word-
ings when answering a question. As the artificial operator is representing this institu-
tion, and as its answer is considered to be an official response from the governmental 
structure, it has to follow certain rules of interaction as well. For this reason, its devel-
opers have made the decision to create a simple rule-based conversational agent instead 
of a generative model conversational agent. They gave the robot a set of predefined 
responses and wrote strict scripts that this robot is supposed to follow. The robot 
chooses what to say next based on the keywords and connections between these words 
that it finds in the recognized speech of the caller. For example, if the robot recognizes 
“readiness” and “social card” in the enquiry of the caller, it asks to indicate the social 
card application number. The robot’s voice is a female voice, and its quality is rather 
good; however, pauses between some words and phrases are sometimes either too short 
or too long, and intonations are often inappropriate, so while the voice sounds natural, 
the speech does not. Despite that, our collection also includes several cases where peo-
ple confuse the robot with an actual human operator and address it as such. These cases 
are not presented in this paper due to their infrequency. 

Conversations with the robot are ended either by providing information or by trans-
ferring the call to a human operator if the robot does not identify relevant keywords or 
does not have a predefined answer to a particular question. We will provide examples 
for each of these cases. Both human and robot operators are in the same organization, 
the same telephone enquiry service, and they both talk to the same type of callers. 
Therefore, the collected data provides a good opportunity for making a comparison 
between interaction with an artificial agent and interaction with a human operator.  

3.2 Method 

To analyse the data, we use the method of Conversation Analysis (CA), which was 
originally established as a method for studying everyday conversation and interaction 
but was later used to study other forms of interaction, including interaction between 
humans and machines [20, 44, 45]. CA has already proved to be useful in the field of 
human-computer interaction and computer-supported cooperative work [2, 11]. It is 
also often used to study interaction with artificial agents [6, 16, 24, 31, 32, 35, 36]. 
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CA is a qualitative data driven method that draws the researcher’s attention to details 
of naturally occurring interaction. This focused attention allows the researcher to iden-
tify methods that members use to accomplish their activities and make these activities 
accountable to others (e.g. systematic patterns for asking a question or for formulating 
an enquiry). To analyse the methods of performing actions, a researcher needs to ana-
lyse the sequence of actions in one specific conversation. Conversation Analysis does 
not require analysis of a large number of conversations, but it makes necessary a close 
attention to the details of interaction in specific situations. The main question therefore 
is “how” participants carry out a specific social action - instead of “how often” or 
“why”. However, usually conversation analysts investigate more than one case, as the 
analysis and comparison of different cases may reveal how a specific method works in 
different situations and what variations of this method exist.  

To capture as many details of the interaction as possible, Gail Jefferson's system of 
transcription [25] is used by conversation analysts. Creating a Jeffersonian transcript is 
a necessary research step that allows the researcher to see how the conversation actually 
unfolds. Pauses, changes in speed of talk, intonations and other features of the talk are 
transcribed to ensure a better understanding of actions accomplished in and by the talk. 
The following abbreviations are used in the following transcripts: C – caller, R – robot 
operator, H – human operator. All the personal data (names, application numbers etc.) 
as well as the name of the service have been changed to preserve anonymity. 

We will first focus on methods of formulating an enquiry, and then analyse how 
initial formulations are repaired by the participants of interaction in various situations.  

4 Findings 

4.1 Formulating an enquiry 

If the robot answers the call, the caller hears the welcome message and receives the 
instruction in one sentence: “please clearly formulate your question and speak after the 
tone”. In interactions with human operators, people are able to produce or formulate a 
social action and expect that this action will be correctly recognized by the interactional 
partner. In the interaction with the telephone robot, the caller is faced with the question 
of what to say and how to say it so that the robot would recognize what has been said 
[38], i.e. how to design an enquiry for a robot. This is partially due to the fact that the 
caller has to formulate an enquiry before he or she actually hears the robot and estimates 
what it is capable of. However, it is also a characteristic of the subsequent interaction, 
as such interactional agents are not capable of producing actions that simultaneously 
show what these actions are doing [38].  

The instruction – “please clearly formulate your question” does not actually help the 
caller to understand how to interact with the robot. What does “clearly” mean? Does 
this imply “in detail” or “briefly” or with respect to articulation? Clearly for whom? 
The problem of this uncertainty for a caller is indicated by the fact that after the wel-
come message and the first beep a caller often stays quiet instead of asking a question, 
as seen in the line 8 in the following example. As we mentioned earlier, all transcripts 
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of interaction with the robot operator start from the line 7, as the caller first hears the 
introduction message, and only then the audio recording begins, so even though it is the 
beginning of the interaction for the robot, the caller has previously listened to a short 
pre-recorded instruction by a human on stating the question after the tone. 

 
Example 1 
07  R  ((tone)) 

08     (2.5) 

09  C  .hh allo  [mne °by°   ] 

       .hh hello [I'd like to] 

10  R            [pozhalu-   ] 

                 [plea-      ] 

11     (2.1) 

12  C  .h soedinite menja pozhalujsta so ↑spetsialistom. 

       .h please connect me to a ↑specialist. 

 
The gap (line 8) is typical only for interaction with a robot operator, and there is no 

such gap in the interactions with a human operator. After the greeting from a human 
operator and the question “how can I help you?”, a caller immediately begins to speak. 
We can assume that the initial formulation would be different if the robot would also 
start with "how can I help you" instead of "please clearly formulate your question and 
speak after the tone", but this requires a different set of data. Long periods of silence 
instead of a response are known to be one of the indicators of interactional trouble and 
they are usually minimized in interaction between humans [40]. In conversation with a 
robot operator, the average length of a gap is 2.4 seconds, and it is longer than 1 second 
in 78% of the cases we have analysed. The robot is programmed to say the phrase 
“please speak up” (line 10 – here the cut-off) when there is a long gap. Similar straight-
forward methods are rarely found in communication between humans, even in an insti-
tutional context. As can be seen from this transcript, the method itself can lead to an 
overlap of utterances (lines 9-10), although the robot has been programmed to stop 
speaking when there is an overlap. This interaction is not successful so far and it is 
continued by the caller’s request to talk to a human operator, who is considered to be a 
specialist as opposed to the robot (line 12). It is also noteworthy that the caller uses the 
word of politeness ("please") in this case. These words are rare in this type of interac-
tion, and these enquiries often lead to a transfer to a human operator. 

The instruction “clearly formulate your question” can be interpreted in different 
ways by callers. For example, there are several cases when the caller begins to talk in 
detail about her/his problem and talks not only about what s/he needs to find out, but 
also why s/he needs to do so. Often after these requests, the robot uses such replies as 
“maybe I misunderstood you” or “I'm sorry, I cannot understand” and asks again to 
“clearly formulate the question”. In most of the cases, however, callers make their en-
quiries short and similar to a web-based search request. In addition, callers often make 
short pauses after each word and stretch the pronunciation of words (apparently trying 
to make their speech more understandable for the robot). This "robot-like" speech is 
one of the aspects of robot-recipient design. Formulating an enquiry as a command 



9 

similar to a search request leads to successful interaction with the robot, and people 
quite often make an enquiry this way (Example 2). In the data we have analyzed, 75% 
of enquiries addressed to a robot operator were formulated this way. 

 
Example 2 
07  R  ((tone)) 

08     (3.2) 

09  C  uznat' o gotovnosti patenta. 

       to get information on readiness of a patent. 

 

In the second example we also see a long gap, after which an enquiry without any 
explanations or additional details is provided (line 9 in Example 2). It is further suc-
cessfully read by the robot, so the caller receives the requested information. This way 
of formulating a request is specific for interacting with the robot. In cases when a caller 
is redirected from a robot operator to a human, the same request is formulated quite 
differently, as seen in the Example 3. The caller first speaks to a robot (lines 8-9 and 
omitted lines 10-37) and is later connected to the human operator, as interaction with 
the robot did not lead to the expected by the caller answer. 

 
Example 3 
07  R  ((tone)) 

08     (2.1) 

09  C  xochu uznat' (0.4) zadolzhennost' po kvartplate. 

       I'd like to know (0.4) rent arrears. 

[...] 

38  O  vy pozvonili v tsentr predostavlenija gosuslug Kontakt, 

       you called to the service center Kontakt, 

39     spetsialist Veselova Ol'ga dobryj den'. 

       specialist Veselova Olga good afternoon. 

40     (0.7) 

41  C  zdravstvujte .hh >podskazhite pozhalujsta< 

       hello .hh >please tell me< 

42     a ja mogu vot po telefonu uzna:t' summu zadolzhennosti.= 

       can I fi:nd out on the phone the amount of debt.=  

43     =↑ja tak primerno znaju, 

       =↑I know more or less, 

44     no vot (1.2) xotela (1.7) ne znaju tam 

       but well (1.2) I wanted (1.7) I don't know 

45     .hh prosto s sentjabrja my ne platim i .hh a::: °e°, 

       .hh it's just that we don't pay since September .hh u::hm °e°, 

46     schitat' summu kotoraja mne prixodit na: >nu vot<, 

       do I count the sum that comes to: >well<,  

47     v pochtovyj ↑jaschik,  

       to the ↑mailbox, 

48     ili tam kakie-to eschё protsenty byvajut. 
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       or are there some other penalties. 

49     >°ja prosto ne znaju°< 

       >°I just don't know°< 

 
In this case, even though the robot understands the request stated by the caller, it is 

unable to provide the caller the necessary information because of the lack of knowledge 
on the question, so the caller is redirected to a human operator. As seen from this tran-
script, the same caller formulates the request in a different way depending on the oper-
ator: a very short enquiry formulated to a robot (line 9) and a long, detailed enquiry 
formulated to a human operator (lines 41-49). Note also that the gap after operator's 
answer (line 40) is much shorter than the gap in interaction with the robot (line 8).  

In the second formulation, in addition to the same enquiry, there is a greeting and 
words of politeness (line 41). Apparently, successful interaction with this artificial 
agent rarely involves greetings, introductions or other polite forms of conversation. 
Moreover, in the interaction with a human operator, the caller often gives the circum-
stances of the call, the reasons for the question to arise or details of the question (lines 
45). The question can also be repeated twice during one turn to make it more clear for 
the human operator (lines 42 & 46-48). All of these elements are rarely present in the 
case of interaction with the robot operator, and all of them might cause additional prob-
lems for the robot. The formulation of a request as a command is a way to successfully 
interact with the robot and it is the exact way that most people formulate their enquiries.  

We can see that the callers orient to the properties of the recipient in their turns-at-
talk, and the “recipient design” of initial enquiries is different in the talk with the human 
and the robot, as the robot is simply introduced as such, and nothing is said about its 
capabilities. However, although enquiries are different, both the robot and the human 
operators can rarely answer the question after the first turn of the caller is over. Usually 
some additional work is needed: either by specifying the request or by clarifying certain 
details of it. In the next section we will concentrate on repair sequences that people 
perform to correct their initial enquiry and formulate a question in an adequate form. 

4.2 Repair sequences 

Repair situations are a useful focus for analysing what we call robot-recipient design. 
The type of repair solution shows a recipient (and an analyst) how the actor treats the 
trouble source (as a problem of speaking, hearing, or understanding) and can indicate 
the actor's assumptions about the recipient. We found a specific pattern of what repair 
solutions callers tend to propose and accordingly how they tend to interpret trouble 
sources in interaction with the artificial conversational agent. One of the situations in 
which a repair sequence typically occurs is when the robot (for an unknown reason) 
does not recognize speech fully or correctly, as in the following example. 

 
Example 4 
07  R  ((tone)) 

08     (1.5) 

09  C  gotova ↑li sotsial'naja karta? 
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       ↑is the social card ready? 

10     (4.1) 

11  R  utochnite, 

       specify, 

12     gotovnost' (.) kakogo dokumenta vas interesuet 

       readiness (.) of which document you are interested in 

13     (0.7) 

14  R  ((tone))= 

15  C  =.h SOTSIAL'NA- SOTSIAL'NAJA KARTA 

       =.h SOCIA- SOCIAL CARD 

 
In line 9, the caller produces an enquiry as a simple question. Even though the en-

quiry is short and precise, the robot doesn’t recognize the name of the document. In 
lines 11-12, the robot produces a repair initiation, which specifies the document's 
name/type as the trouble source. Next, there is a 0.7 gap (line 13) and a tone (line 14). 
The caller doesn't answer immediately but waits for the tone. This shows her orientation 
to the way the robot works. Right after the tone, the caller produces a repair solution 
(line 15). She uses the same name for defining the document but pronounces it louder. 
After this, the robot succeeds in correctly understanding the enquiry and continues to 
follow its script of actions. 

In this case, the caller treats the trouble source as a problem of hearing (or speech 
recognition) since she doesn't change the document's name. However, the robot didn't 
specify the type of problem. This could be both a hearing problem and a formulation 
problem (the document's incorrect name). In such ambiguous situations, callers tend to 
interpret trouble sources as a problem of hearing. In their repair solution, they don't 
change the "content" but pronounce it differently, usually louder and with longer pauses 
between words. This is what we call a robot-like voice. Let us consider one more case 
in which a robot initiates a repair sequence. 

 
Example 5 
11  R  nazovite (.) pozhalujsta 

       indicate (.) please 

12     nomer zajavlenija na sotsial'nuju kartu 

       the social card application number 

13     (.) 

14  R  govorite posle signala. 

       speak after the tone. 

15     (0.4) 

16  R  ((tone)) 

17     (1.3) 

18  C  znachit (0.2) PJAT' (0.2) DVA (0.2) ↑SHEST' (0.8) ODIN 

       so (0.2) FIVE (0.2) TWO (0.2) ↑SIX (0.8) ONE 

19     (0.3) ↓PJAT' (0.8) TRI (0.4) CHETYRE (0.3) DVA. 

       (0.3) ↓FIVE (0.8) THREE (0.4) FOUR (0.3) TWO. 

20     (4.1) 
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21  R  vozmozhno ja vas nepravil'no ponjala 

       maybe I misunderstood you 

22     (.) 

23  R  nazovite nomer esche raz po odnoj tsifre 

       indicate the number one digit after another 

24     (.) 

25  R  pozhalujsta govorite posle signala 

       please speak after the tone 

26     (0.4) 

27  R  ((tone)) 

28     (0.8) 

29  C  PJA:T' (0.8) DVA (0.4) SHEST' (0.8) ODIN  

       FI:VE (0.8) TWO (0.4) SIX (0.8) ONE (0.6) 

30     (0.6) PJAT' (0.5) TRI (0.8) CHETYRE (0.4) DVA. 

       (0.6) FIVE (0.5) THREE (0.8) FOUR (0.4) TWO. 

 
In lines 11-14, the robot asks for the application number. The caller provides it (lines 

18-19), but the robot, for some reason, doesn't accept it. In lines 21-25, the robot initi-
ates a repair by explicating the misunderstanding and giving more detailed instructions. 
In response, the caller pronounces the same number louder and makes longer pauses 
between words (lines 29-30). So again, the robot doesn't specify the type of problem, 
and the caller treats it as a hearing problem. 

In the above-mentioned cases, the robot’s demand for clarification ignores the fact 
that the caller has already mentioned all the necessary information. This type of ques-
tioning is seen quite often in talks with the robot, but it is rarely seen in interactions 
with human operators. The latter usually initiate the repair in another way. They pro-
pose a repair solution and request confirmation or rejection of the solution. Human 
operators have instructions they have to follow if the reason for the call is not estab-
lished after the caller’s first turn. To achieve clear understanding of the question, oper-
ators are supposed to use following phrases: “You mean that …”, “That is, you want 
…”, “So you need …”, “You need to clarify …” etc. In most of the cases they also 
make a guess about the question and ask the caller if they understood them correctly. 
Here is an example: 

 
Example 6 
07  C  >dobryj vecher Marina, menja zovut Anna<, 

       >good evening Marina, my name is Anna<,   

08     ja xotela uznat', 

       I want to know, 

09     my:: s papoj privatiziruem kvarti:ru, 

       me:: and father are privatizing the apa:rtment, 

10     mne by interesno bylo uznat' ↑sro:ki 

       I am interested in knowing the ↑te:rms 

11     .hh vot s momenta kak my ↑podaem 

       .hh from the moment we ↑apply 
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12     vse vot eti ↑dokumenty v ↓portal, 

       all these ↑documents to the ↓portal, 

13     cherez ↑kakoe vremja ona budet privatizirovana, 

       after ↑what time it will be privatized, 

   ((the operator starts to type and types until line 17)) 

14     my prosto ee ↑prodaem, 

       we just ↑sell it, 

15     poetomu mne by ukazat' etu ↑datu. 

       so I would like to indicate the ↑date. 

16     (2.8) 

17  H  neposredstvenno ↑srok ispolnenija. 

       (you mean) ↑document processing time. 

18     ↓pravil'no        [°ja vas ponjala°? 

       have I ↓correctly [°understood you°? 

19  C                    [da >da da< 

                         [yes >yes yes< 

 
The initial enquiry is formulated through lines 8-15. The caller gives a reason for a 

call and describes the situation. The operator starts to look for the answer in the data 
base (line 13) before the caller finishes her turn, which might be the reason why she is 
able to quickly transform this enquiry to a simple question further. Even though the gap 
in line 16 is rather long for an interaction with a human operator, the caller as well as 
the analyst can hear the typing by the operator, which makes her actions accountable. 
This gap, therefore, is different from those we have seen in interactions with the robot. 
In lines 17-18, the operator initiates the repair and proposes the repair solution by re-
formulating the question. As the caller confirms that the enquiry formulated by the op-
erator is correct, she will then get an answer from the operator. In most of the cases, as 
well as in the one presented here, human operators have to work with the details men-
tioned in the initial enquiry to help the caller to formulate a question. However, some-
times they also don’t get enough details and have to lead the caller towards formulating 
an enquiry in multiple turns. This is done by phrases such as “yes”, “I listen to you”, 
“speak further” etc. In cases, where an operator is not sure about what was said, a guess 
is also usually made. 

Robots are also sometimes faced with an enquiry which is either too detailed or not 
detailed enough. This could lead to the robot’s incorrect (from a caller’s point of view) 
answer as it understands the question by connecting keywords that are recognized dur-
ing the initial enquiry. In the following example, words in the enquiry were successfully 
recognized, but not in the way the caller expected the enquiry to be recognized. 

 
Example 7 
07  R  ((tone)) 

08     (0.6) 

09  C  .h >MFTS Danilovskogo rajona< 

       .h >MFC of Danilovskogo district<  

10     (4.2) 
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11  R  tsentr Gosuslug rajona Danilovskij 

       the Gosuslug center of the Danilovskij district  

12     naxoditsja po ↑adresu 

       is located at the ↑address 

13     (0.3) 

14  C  .tch 

15     (0.2) 

16  R  ulitsa Xavskaja ↑dom dvadtsat' ↓shest' 

       Xavskaja street ↑house twenty ↓six 

[...] 

29  R  ↑vam povtorit'? 

       shall I repeat? 

30     (0.6) 

31  R  ((tone)) 

32     (3.5) 

33  C  >soedinite pozhalujsta< s MFTS Danilovskogo rajona. 

       >please connect< to MFC of Danilovskogo district. 

 
Although the formulation of an enquiry in the form of a command assumes a short 

statement, it must be accurate enough; otherwise, the robot can provide wrong type of 
information. In the above transcript, the caller learns to formulate the request while 
interacting with the robot. The first request (line 9) was read by a robot as a request for 
information about the Multifunctional Centre for Provision of State and Municipal Ser-
vices (MFC) of a certain area – its location, working hours, etc. (lines 11-16 and omitted 
lines 17-28). However, as it becomes clear that the robot is going to give this infor-
mation about the mentioned MFC, the caller produces “.tch” sound which can be inter-
preted as a sign of discontent. This is something a human operator could orient to and 
stop, but the robot continues. The caller does not attempt to interrupt the robot either 
and waits until the end of its turn to add new keywords to the initial enquiry (line 33). 

The initial enquiry wouldn't be formulated to the operator in the same way, so it is 
not possible to make a comparison of a similar trouble source in a conversation with a 
human. Human operators usually get long and detailed enquiries that often include an 
account for the enquiry and description of the situation. Even though human operators 
also need to have an enquiry in a short and simple form to find an answer in their data 
base, callers tend to transfer this duty to the operator. In case there are not enough de-
tails, human operator indicates to the caller that there are not enough details by encour-
aging the caller to speak further. It is also possible that human operator can misunder-
stand the question and start to read the answer that is not relevant. In this case, unlike 
the robot, the human operator can be stopped by the caller, and the enquiry can be 
reformulated once again before the full answer is given by the operator. 

In situations where the robot experiences speech recognition or keyword search fail-
ure that eventually leads to the repetition or reformulation of the initial enquiry by the 
caller, the robot does not use the same methods as human operators use when it needs 
to make its problem explicit. However, the callers manage to reformulate their enquiries 
based on their knowledge about how the robot works. In most of the cases, the callers 
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speak either slower or louder or make longer pauses. There are also different combina-
tions of this "voice robotization". Differences in the users’ understanding of the reason 
for interactional trouble can be seen in the way initial enquiries are reformulated. As 
the robot can only indicate that there was a trouble, the callers tend to treat it as a prob-
lem of hearing and repeat their enquiries louder and with longer pauses between words. 
When talking to human operators, callers rarely encounter troubles in hearing, so a 
comparison of similar cases is not possible. However, when other problems arise, op-
erators provide a possible solution to the problem (see Example 6). 

5 Discussion 

5.1 Summary of the results  

Although the number of artificial conversational agents in institutional settings is con-
stantly growing, there are relatively few studies on how people actually interact with 
them. Investigating this aspect is important, as it reveals how callers design their utter-
ances for an artificial agent to achieve the goal of institutional interaction. If we under-
stand how people talk to an institutional agent, we can design an agent that will better 
deal with callers' enquiries, offer smoother and more efficient interaction and ultimately 
better customer and user experience. In institutional, task-oriented settings, pleasurable 
customer and user experiences are of utmost importance for continued service or prod-
uct use and customer and user retention (e.g. [28, 43, 46]). In this paper, we focused on 
the first step in interaction with an artificial agent in a telephone enquiry service; the 
formulation of an information enquiry and its repair after the operator's reply.  

Even though both human operators and robots follow instructions when talking to 
callers, they follow them differently, as the robot cannot deviate from the instructions. 
These differences can especially be seen in how repairs are initiated and carried out. 
However, as we have shown an initial enquiry is also formulated differently to a robot 
and a human, and accordingly different types of troubles in interaction arise.  In the talk 
with the human operator, the request includes many details: reason for the call, descrip-
tion of the situation, etc. (see Example 3, 6). In general, requests to a human operator 
are longer. Therefore, to repair the caller’s enquiry, the human operator shortens it and 
translates it into the form of a “clearly formulated question” to which the operator can 
find an answer in a knowledge base (see Example 6). A human operator, therefore, 
initiates and carries out the repair in most of the cases. 

Despite the institutional character of the call which imposes certain rules on the in-
teraction, people formulate and reformulate their enquiries differently to a robot, even 
though the goal in both cases is to get an answer to the same enquiry (see Example 3). 
Callers design their utterances based on their knowledge of the recipient, so when talk-
ing to a robot they orient to its (in)capabilities. They adapt their responses and perform 
“robot-recipient design” (as a form of a recipient design). When talking to the robot, 
people tend to produce simple and unambiguous enquiries (see Examples 2, 3, 4, 7) 
before giving the details in subsequent answers to robot's questions. In the case of the 
“robot-recipient design”, enquiry is formulated as a command or a search request; 
hence, the potential difficulties – an incorrectly composed command and the need to 
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reformulate it as a way of carrying out the repair, or a lack of necessary information 
and the need to add it in the next turn. Repair is usually initiated by the robot in a case 
of technical or interactional trouble, but the caller is the one who is expected to provide 
the solution (see Examples 4, 5, 7). 

5.2 Research and design implications 

Findings of this study lead to several implications for HCI researchers, designers of 
conversational user experience, and developers of artificial conversational agents for 
institutional settings. Our findings have interesting implications both in terms of “robot-
recipient design” and “user-recipient design”.  

This study introduces the notion of robot-recipient design as a novel form of recipi-
ent design for HCI research on artificial conversational agents. It highlights that infor-
mation enquiries are produced differently for human operators and for an artificial 
agent. Types of repairs are also different in interaction with a human and a robot oper-
ator. Overall, this study maintains that humans orient to their assumption about an arti-
ficial agent’s conversational competence and (in)capabilities, and they adjust their ut-
terances to this knowledge. Our results offer a description of these adjustments.  

Robot-recipient design has been acknowledged by HCI research to an extent. The 
use of a less rich language in interaction with robots has already been noted in previous 
research [23]. Short pauses after each word and stretch of the pronunciation of words 
have been found in prior studies on interaction with conversational interfaces [36]. 
However, this study explicates and makes this form of recipient design more visible, 
indicating also a new research area for the future: on users’ (often implicit) assumptions 
about the robot-recipients’ capabilities – there is a need to study their formation (how 
they form, when and where, based on what kind of experiences, expectations, bias, pre-
knowledge, trajectories) as well as their evolution along people’s encounters with dif-
ferent kinds of ever evolving intelligent systems and agents. Such research should de-
termine how the assumptions are enacted in the actual conversation, i.e. in this case 
their initial enquiries and repairs, in different settings and with different systems. Sim-
ilarly to the older HCI research stream of mental models, we should start examining 
what different kinds of people know, expect and assume in relation to artificial conver-
sational agents’ capabilities, acknowledging that very likely their understanding is not 
factual but may well be superstitious, outdated and biased. This, however, should be 
done based on the analysis of real conversations. We should also follow up the devel-
opments in technology and see how people’s understanding is evolving and adapting 
along their encounters with ever more intelligent systems and agents. 

We wish to direct HCI attention also to another form of recipient design: “user-re-
cipient design”, performed by designers and developers of artificial agents (see also 
[10, 16, 33]). Our study indicates that making the robot’s capabilities more explicit to 
the caller might improve and speed up the interaction. This is especially relevant for 
artificial agents in institutional settings, as their main purpose is getting a task done fast 
and easy, e.g. through getting enough information to find an answer to an enquiry. In 
more entertainment-oriented settings people may tolerate or even enjoy more compli-
cated interactions with a lot of reformulation and repair. Our data showed callers tended 
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to formulate their enquiries to human operators in a way that required additional work 
on the interpretation and reformulation. Both initial requests for an enquiry and requests 
for its repair should be formulated differently by an artificial agent to avoid the neces-
sity of this additional work. Making explicit what a robot can understand (e.g. by giving 
callers an input example) will lead to more appropriately formulated information en-
quires. This will eventually improve the process of parsing, transcribing and processing 
of an enquiry by the robot. Robot’s voice and way of speaking (pauses, intonations, 
etc.) should correspond to its capabilities, so that callers get a better idea about how 
they should formulate their enquiries. As we have shown, callers make their speech 
more robotic (and easier to parse) after they hear a reply from the robot. If the robot 
introduces itself instead of being introduced in a message pre-recorded by a human, 
callers can better evaluate robot's capabilities before formulating an initial enquiry. The 
robot’s introduction should be carefully designed to include relevant information on its 
capabilities. We also suggest that the less natural robot's speech and voice sounds, the 
less expectations people have, which results in easier formulations for the robots (see 
also [5, 48]). This hypothesis, however, has to be investigated with a different set of 
data. Future research could also focus on the comparison of enquiries formulated for 
the robot by people who interact with it for the first time and by those who have had 
previous experience of talking to this agent. This could reveal the process of learning 
to talk to an artificial agent in institutional settings.  

Overall, our study leads us to questions about the future of robots in institutional 
settings as well as in our everyday life: should robots learn to talk like humans (e.g. 
Google Duplex), or should humans learn to talk like robots; should robots in institu-
tional setting be more natural or should they be more effective; should conversations 
with robots be merged with our everyday life or should they be recognized as related 
to technology use? Should our children be taught to human-human as well as human-
robot interaction? How should robots introduce themselves to us to make us aware of 
their nature and capabilities? The HCI research community should be more engaged in 
reflection on these very broad issues, as human-robot interactions are becoming a prom-
inent part of our everyday life. It is important to remember that not only developers 
perform “user-recipient design”, i.e. design robot's utterances, but users also design 
their responses, i.e. perform “robot-recipient design”. A question for a future study 
could be on the dynamics between robot-recipient and user-recipient design: "How does 
robot-recipient design change when the design of the robot changes?" One interesting 
implication of our study is also that to understand how a human would interact with a 
robot, it is not sufficient to analyse human interactions of the same type, as it has been 
done in previous studies [47]. We also wish to point out the significance of emotions 
and affective computing in relation to human interaction with robots. As we have an 
interaction-based approach of CA, our focus has been on interactional features and we 
have not tried to find expressions of emotional stances. However, emotions are an in-
teresting topic for future studies in this context. 

This study demonstrates the usefulness of CA in studies on interaction with artificial 
agents. It has already been known that humans talk to robots differently [17], but CA 
allows us to see what exactly those differences are [35]. The method focuses on micro 
level analysis of empirical data and is not strong in generating design implications. 
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Nevertheless, we show CA results can be used as a basis for design implications re-
garding specific studied phenomena. We acknowledge the idea of robot-recipient de-
sign should be developed further through empirical investigations; we have taken only 
an initial step towards developing this approach. As an initial set of design guidelines, 
we propose the following: 1) Always consider the target user group(s) and their back-
ground knowledge and experiences with conversational agents (of different kind): those 
will inform their robot-recipient design and should guide the user-recipient design; 2) 
design the agent so that it makes its (in)capabilities visible for the user as early as pos-
sible (consider carefully how natural the interaction should seem for users); 3) design 
the agent so that it guides the user towards appropriate robot-recipient design (offering 
help in the formulation of initial enquiries as well as in repair). Naturally, these guide-
lines need to be developed towards a more practical design approach. Important is also 
to acknowledge that there are different types of robot-recipient design (e.g. for virtual 
assistant-recipient design, telephone robot-recipient design, etc.); we have empirically 
explored only one particular case; future studies are needed in this respect. 

6 Conclusion 

To conclude, in the talk with a robot, callers produce “robot-robot” conversation as they 
start to produce “robot-like” responses themselves, while in the talk with human oper-
ators, callers tend to shift the task of formulating the “clearly formulated question” to 
the operator. In situations when a repair is necessary, operators also have a bigger role: 
the robot indicates only the trouble source, while operators also provide a possible so-
lution to the trouble. Interaction with the robot has a particular conversational character, 
as people constantly orient to their knowledge on robot’s (in)capabilities. This raises a 
question regarding whether robots should be designed based on interaction with hu-
mans. There are always discussions in the field of development of conversational agents 
on how to make a machine speak like a person, but if a robot needs to get an enquiry in 
a particular form that is easy for him to read and find an answer to it is actually the 
question of how to make robot more “robot-like” that becomes relevant. It is especially 
relevant in the design of artificial agents for institutional settings, as the main goal of 
these agents is to understand an enquiry and provide a relevant response effectively and 
efficiently. Having a more "robot-like" agent will decrease callers' expectations regard-
ing robots' capabilities and lead to an easier to parse enquiry, which will be correctly 
interpreted by the robot. This will eventually lead to the relevant response and satisfac-
tory experience for people who use the service. 
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