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Abstract. Online news websites face an increasing amount of hateful reactions 
of readers, and reactive attempts at enabling more civil discourse, such as mod-
eration, do not prove sufficient. In this study, we propose a proactive approach 
to counter anti-social behavior by redesigning the comment section’s interface. 
We conducted an exploratory online experiment with 255 participants to deter-
mine the impact of including a discussion statement related to the news article’s 
topic in combination with two types of opinion elements. Results reveal a sig-
nificant positive effect of the novel interfaces on civility and relevance, com-
pared to a traditional comment section (control group). Users evaluated the 
pragmatic qualities of the traditional comment section significantly more posi-
tive compared to the interface with a discussion statement and the continuous 
opinion element.  

Keywords: User Interfaces, Commenting, Online News. 

1 Introduction 

Comments posted on news platforms do not always live up to the ideals 
of rational reasoning and civility [7]. Often, contributions are irrelevant, 
uncivil or misleading [13, 18]. Consequently, many journalistic outlets 
resort in reactive approaches to counter those unwelcome low-quality 
comments, such as deleting comments, blocking commenters or, more 
drastically, closing comment sections. Although moderation interven-
tions do have an impact, doing it properly is highly challenging, re-
source-intense and the results are not always satisfactory [38]. Alterna-
tively, a proactive approach attempts to counter anti-social behavior by 
supporting civil and respectful discourse in the comment section itself.  

In this contribution we explore the potential of such a proactive ap-
proach by redesigning the comment section’s interface to stimulate 
healthy conversations. First, we address framing and negativity bias by 
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narrowing down the focus of the debate and proposing a well-defined 
frame. Therefore, we include a conversational prompt in the interface, 
namely a specific statement to comment on, to nudge or encourage us-
ers to leave more constructive comments and to discourage users to ex-
pand on controversial details. Second, to guide participants through 
their commenting process, we add an opinion element below the state-
ment which serves as an anchor from which subjects can start writing. 
In this research, we explore how the presence of a statement, whether 
or not combined with an anchor, can influence argumentation, civility, 
relevance, orthography and length of participants’ comments. 

Our exploratory online experiment with 255 participants found evi-
dence for a positive impact of the novel interface elements on civility 
and relevance. More specifically, when a comment section’s interface 
contains a discussion statement, with or without an opinion element, 
users tend to be more civil and stick more to the central topic compared 
to users facing a traditional comment section. 

This study contributes to research on online discussions and user in-
terfaces in a news environment in two ways. (1) Based on empirical in-
vestigation, we reveal insights about how specific interface elements 
impact the quality of online news comments below controversial news 
articles in terms of argumentation, civility, relevance, orthography and 
length. (2) This work opens up new directions in enhancing the quality 
of the online debate of news outlets by proposing novel interface ele-
ments that can be incorporated in a comment section. Such interface de-
signs could assist newsrooms that maintain comment sections and other 
forms of reader engagement, and contribute to the ideal of online dis-
cussion as a space for public deliberation. 

2 Background and Related Work 

2.1 Online Discourse in a News Environment 

With the advent of ‘Web 2.0’, our online world has turned into a ‘par-
ticipatory web’ [8]. Such nomenclature refers to, among other things, a 
broad participation in discussions in online spaces. Audiences became 
more than mere spectators, but could contribute insights and voice 
opinions. These developments had an impact on news media and the re-
lationship with their readership, as many journalistic outlets attempted 
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to invite contributions from readers via polls, message boards and com-
ment sections [33]. 

As news media play a crucial role in fostering a constructive debate, 
these new tools for discussion with and among journalists and their au-
dience can be seen as part of an attempt to create a new public sphere. 
On a broader level, then, the integration of commenting platforms di-
rectly below news stories are an attempt to contribute to the ‘delibera-
tive potential’ of rational and civil discussion in a digital public sphere 
[42]. Besides these lofty moral ideals, commenting sections and other 
forms of audience participation provide journalistic opportunities to en-
gage with the audience [40] or can simply serve as features that draw 
and retain audiences to news websites. As it stands, however, comment 
sections seem unable to realize either of these goals. While different 
themes and newspapers result in variations in the tone of the debate, 
reader comments on newspaper websites are often uncivil or outright 
hateful [58]. The general toxicity in such discussion spaces means that 
maintaining comment sections quickly becomes frustrating and labor 
intensive. Especially reactive interventions, such as content moderation, 
take up a substantial number of human resources. As a result, many 
newspapers have decided to close down their comment sections.  

While maintaining a comment section involves considerable effort, 
research suggests that fighting against toxic participation can benefit of 
a double win: it increases the overall debate quality and lightens the 
burden of subsequent moderation. In this context, Fredheim [23] refers 
to an ‘inverse’ broken window effect in online comment sections. An 
overall increase of comment quality (and thus a metaphorical repair of 
broken windows) stimulates positive behavioral change in other users. 
An increase in comment quality can spur a virtuous circle. In other 
words: increasing comment quality could have effect beyond the com-
ments themselves. 

2.2 Cognitive Biases and Debiasing Strategies to Overcome them 

One type of psychological mechanisms that stand in the way of higher 
quality comments are cognitive biases. While interpreting information, 
for example reading news articles, our mind tries to simplify infor-
mation processing by using ‘rules of thumb’ to make judgements and 
decisions with relative speed [71]. In the case of writing online com-
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ments, people decide what to write not just based on rational infor-
mation but also on mental shortcuts, feelings and emotions [1]. Alt-
hough such heuristics can mostly prove effective, when people blindly 
rely on filtered information or are not receptive to update their opinion 
in light of new evidence, these shortcuts can lead to suboptimal deci-
sions, in the sense that important information is also filtered out [71]. 

One common bias related to news environments is framing bias. 
Framing refers to the way information is presented which in turn influ-
ences how people orient their thinking about an issue. Even subtle 
changes in the rhetorical frame of the information presentation, such as 
prioritizing particular interpretations, can significantly influence peo-
ple’s responses [34, 59].  

Another bias especially prominent when reading news is the negativ-
ity bias or the tendency to pay more attention or to react more strongly 
to negative stimuli than to positive stimuli [4, 5, 53]. Research has also 
shown that people perceive negative information as more salient and 
identify those stimuli with greater ease [53]. That said, it is not surpris-
ing that negativity is considered as one of the news values in journal-
istic agenda setting [25, 39].  

A way to reduce the negative effects of cognitive biases is by deploy-
ing debiasing techniques. Using certain strategies, individuals could 
change their thinking to be less susceptible to biases, debias themselves 
and consequently become more open, constructive and tolerant [15, 
44]. Prior research explored various debiasing approaches [12] ranging 
from simply mitigating the undesired effect of a bias (such as blind re-
views) to putting external constraints to force people to detect and cor-
rect potential biases in reasoning. Here, Correia [14] refers to the notion 
of ‘choice architecture’ of Sunstein and Thaler [68], a model that seeks 
to promote rational reasoning by setting external constraints on the con-
texts so that individuals are less likely to make decision errors. A con-
cept closely related to this approach is nudging. Hence, debiasing can 
take equally subtle forms in the context of online comments, guiding 
participants’ attention in a specific direction [20]. 

In computer-mediated environments, debiasing or nudging can be 
achieved by intentionally designing interfaces with the goal of chang-
ing a person’s attitude or behavior in a certain way [22]. In the context 
of online discussions, a series of studies found evidence for strategies 
that can positively affect the commentary such as altering the structure 
of the comment section [52, 67], applying a specific rhetorical frame 
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[34, 53, 59, 67], providing a short summary to highlight relevant facts 
or to present contrasting information [52], showing visualizations [34], 
exposure to CAPTCHA’s that prime positive emotions [62], using con-
versational prompts such as posing questions [16, 69, 49], or through 
word count anchors and partitioned text fields [48].  

More specifically, Peacock [52] found that presenting news readers 
arguments in favor of and opposed to a statement at the top of the com-
ment section, rather than offering some facts, increased both the quan-
tity and quality of the comments. Another recent experiment [48] re-
ports that a word count anchor below a text field, showing the length of 
the comment, had a significant positive impact on the number of argu-
ments and respect towards or engagement with others’ arguments. 

Although several studies were successful in debiasing in the context 
of online news comments, other results were mixed or inconclusive [3, 
14, 44, 48]. For example, based on a quasi-experiment, Stroud [66] 
suggests that when posing concrete questions in comment sections on 
Facebook incivility may decrease, but also other forms of engagement 
such as asking genuine questions and providing evidence may be re-
duced. The author also implied that prompting participants to make 
yes- or no-judgements may lead to less substantive discussion. In con-
trast, inviting people to leave comments without a question, such as 
‘Tell us your thoughts’, was related to increased incivility and reduced 
chances of offering evidence. Because these effects were only margin-
ally significant, the researchers called for additional investigations. 

2.3 Defining Comment Quality 

Beyond studying the underlying mechanisms leading to low-quality 
contributions and the techniques to overcome them, a challenging ques-
tion arises: What exactly describes a high-quality comment? In other 
words, the challenge lies in finding agreement on what separates a 
high-quality comment from a low-quality one [7]. In literature, the 
quality of online discourse has been approached as a multifaceted and 
complex construct, and various efforts have been undertaken to formu-
late a definition and a set of normative criteria [9, 18, 20].  

Literature often builds on theories of deliberation and group norms to 
define comment quality. Stroud [66] for example defined the quality of 
news comments based on incivility, provision of evidence, relevance, 
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and asking genuine questions. More recently, Beckert [19] used two in-
dices, one reflecting deliberativeness (including number of arguments, 
level of elaboration, information value and comment length) and the 
other one reflecting (in)civility (including disrespectful language, polar-
ization, simplification and humor). Fredheim [23] measured discourse 
quality by the use of offensive language, length, the number of proper 
names (reflecting personalization of the debate) and the comments’ or-
thography and structure. Other attributes of comment quality found in 
literature are meta-talk [13, 30], engagement with others [7, 9, 13, 20] 
and additional perspectives [30].  

One paper approached the challenging question by studying profes-
sionally curated comments: “the NYT Picks” [18]. Based on interviews 
with moderators, the researchers reported five criteria considered when 
identifying high-quality comments on a news site: (1) overall quality 
(spelling, grammar, argumentation, literary value), (2) diversity of per-
spectives, (3) constructive dialogue with others, (4) short, funny or unu-
sual comments, and (5) relevant personal stories and experiences. The 
moderators emphasized that these five criteria apply to different situa-
tions and that there is no one-size-fits-all model. 

For further guidance on which dimensions are critical for identifying 
qualitative comments posted in response to news stories, we reviewed 
the comment policies of five local online newspapers that have a com-
ment section for their readers. We found that each of these five news 
outlets defined guidelines with regard to reasoning, civility, relevance 
and orthography (such as punctuation, words in all capitals, language). 
Three newspapers included recommendations about comment length.  

These criteria for comment quality correspond with the studies men-
tioned above. In the following paragraphs, we turn to literature to fur-
ther reflect on these dimensions. These dimensions will then serve as 
criteria that allow us to code the comments in our experiment, thus ena-
bling more detailed analysis.  

Argumentation. One key characteristic of qualitative commenting is 
reasoned discussion or supporting one’s claim with explanations and 
evidence [24, 52, 65, 70, 73]. Simply expressing an opinion or making 
an assertion without any kind of validation needs to be distinguished 
from a justified claim [29, 37, 72]. In addition, the source of validation 
can vary in legitimacy, ranging from non-sensical rhetorical argumenta-
tion to substantiated argumentation [70, 72, 75]. Furthermore, argu-
mentation is often considered as an element of deliberative quality 
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[6,21, 52, 65], a concept that relates to Habermas’ framework of the de-
liberative public sphere [24]. According to Engelke [20], users value 
deliberative elements such as rational arguments in comment sections, 
ensuring the quality of the online discourse. Another study shows that 
when participants in a political discussion focused on carefully structur-
ing a valid argument, their contributions were more civil [50]. When 
we consider the local newspapers’ commenting policies, the guidelines 
highlight that claims should be supported with (correct) facts, experi-
ences, expertise, examples, etc.  

(In)civility. A second criterion that has been proposed as relevant 
when describing comment quality is the level of (in)civility. Incivility 
is a complex construct since uncivil speech can take different forms and 
so-called uncivil language can be perceived differently depending on 
individual and group characteristics and on the context [10, 13]. De-
spite the relativeness of the concept, several scholars have attempted to 
offer some theoretical clarity. Coe [13] for example describes incivility 
as “features of discussion that convey an unnecessarily disrespectful 
tone toward the discussion forum, its participants, or its topics”. Simi-
larly, Ksiazek [42] identifies uncivil comments as “intentionally de-
signed to attack someone or something and, in doing so, incite anger or 
exasperation through the use of name-calling, character assassination, 
offensive language, profanity, and/or insulting language”. Uncivil com-
ments on online platforms can increase polarization [2], reduce the 
willingness of others to participate in the conversation [31] or encour-
age others to leave uncivil responses as well [10]. Civility, on the other 
hand, is usually defined as the mere absence of hostility [42, 58], but 
Herbst [32] offers a more elaborate definition, namely “constructive en-
gagement with others through argument, deliberation and discourse”. 
Based on the review of the newspapers’ policies, each of them clearly 
addresses the issue of respectful commenting, reflecting the elements 
discussed in literature such as no hate, racism, personal attacks, name-
calling, offensive language, etc. 

Relevance. Third, quality comments are relevant and address the 
topic at hand [7, 30, 65, 70]. The link between a comment’s relevance 
to the news article and the editor’s selection of high-quality posts has 
been confirmed in a study [18] that shows that comments that are more 
on-topic are significantly more likely to be selected by an editor as 
“most interesting and thoughtful comments” (“NYT Picks”). Accord-
ingly, the newspapers’ policies we reviewed call for comments that do 
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not stray from the central theme of the respective article. Comments ad-
dressing spelling errors, the functioning of the media outlet or irrele-
vant topics are not desired.  

Orthography. A dimension associated with civility is the degree to 
which the comment’s orthography is clear and correct. In computer-me-
diated communication, using provocative punctuation and capitaliza-
tion of words, for example, are considered yelling [10, 17, 63]. This 
type of discourse functions as a strategy to evoke the sound and intona-
tion of spoken words and is widely used in hostile and uncivil interac-
tions [10, 17, 26]. Qualitative comments, by contrast, are characterized 
by correct spelling, grammar and punctuation and are easy to read [51]. 
This dimension is also reflected in the newspapers’ policies, requesting 
readers to use clear and correct language, and to avoid words in all cap-
itals or excessive punctuation. 

Comment length. Expressing a compelling, deliberative argument is 
assumed to require some space and longer messages can represent more 
(complex) ideas [9, 10, 29, 22]. Therefore, comment length is final di-
mension worth taking into account. Prior research has found that longer 
comments are more likely to contain evidence or legitimate questions, 
but also to be more uncivil, compared to more concise ones [10]. On 
the other hand, based on the reviewed policies, newspapers ask their us-
ers to remain concise and to not write excessively long comments. 

3 Research Question 

In the current paper we explore a proactive approach to comment qual-
ity based on debiasing and nudging theory, whereby we try to subtly 
encourage participants to engage in debate in a more constructive man-
ner via the implementation of specific interface elements. To translate 
this goal into a specific interface element, the effects of which we can 
test, our research focus is two-fold.  

First, we address framing and negativity bias by narrowing down the 
focus of the debate and proposing a well-defined frame. We argue that 
since a journalist often makes multiple statements in a news article, it 
might be hard for commenters to agree or disagree with the full article. 
Therefore, we expect that narrowing down the focus of the discussion 
using a conversational prompt, i.e. request users to comment on a spe-
cific question or statement, can encourage users to comment more con-
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structively. More specifically, we present a concrete discussion state-
ment related to the news article’s topic on which users can comment. 
Since research has shown that relevant commenting is related to higher 
civility and reasoning, we expect that including a discussion statement 
has a positive impact on the comment quality variables. 

Second, to nudge commenters to take a stance and justify their opin-
ion with arguments, the discussion statement will be expanded with an 
opinion element that acts as a reference point or anchor [71]. Given that 
prior information can serve as a reference point from which people 
make later decisions [71], we combine the statement with two other in-
terface elements: (1) a way for commenters to indicate their opinion, 
using either two opinion buttons or an opinion scale, and (2) a text box 
prompting participants to clarify their opinion. As such, the anchor 
point guides users in the interaction in the sense that participants can 
set a reference point for themselves, that is the degree to which they 
agree or disagree with the statement, from which they can start clarify-
ing their opinion with arguments.  

In order to evaluate the quality of the posted comments, we take into 
account the five quality dimensions which we earlier discussed in the 
literature review and to which we come back in the measurements sec-
tion. More specifically, this paper focuses on how the design of the 
comment section in an online news environment can influence the qual-
ity of the comments in terms of argumentation, civility, relevance, or-
thography and comment length. This leads to the following research 
question: What is the impact of the presence of a statement, whether or 
not combined with a way to indicate an opinion, on the quality of the 
comments posted? 

4 Experimental Design and Method 

4.1 Data Collection and Participants 

To examine our research question, we conducted an online experiment 
using Qualtrics and asked participants to comment on a news article. 
Subjects were recruited through paid social media posts, a call in the 
comment section of a local news website and an item in the newsletter 
of a research platform. A total of 258 subjects participated in the study. 
Three participants left a comment containing only ‘yes’ or a punctua-
tion mark and were therefore omitted from the analysis. The remaining 
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sample consisted of 255 participants (108 males, 113 females and 34 
did not disclose their gender) between 16 and 84 years old (M = 47.33, 
SD = 20.09). Gender, age and education were evenly distributed across 
the conditions. As an incentive, participants had a chance to win one of 
the ten gift vouchers of 15 euros. The study was approved by the local 
Social and Societal Ethics Committee. 

4.2 Experimental Stimulus 

To assess whether the novel interfaces have an impact on the quality of 
participants’ comments, a suitable stimulus, more specifically a news 
article, was needed. First of all, to limit survey time and to ensure the 
stimulus was comprehensible for a wide audience, the text had to be 
short and easy to read. Second, with the aim of having a base level of 
hateful debate, the content of the news article had to deal with a topic 
that elicited a high level of heated and polarized reactions. Finally, it 
was important that the article was published recently so that partici-
pants could more easily formulate an opinion with regards to the topic. 

The stimulus selected was an article about a local far-right federal 
MP, Dries Van Langenhove, caught attending a ‘lockdown party’. Van 
Langenhove is the founder of an ultra-conservative student organization 
and has been a fierce critic of the government’s coronavirus policies. 
Earlier during the Covid-19 lockdown, Van Langenhove publicly criti-
cized citizens going to lockdown parties in a Twitter post, which was 
included in the article. Consequently, the news article provoked a high 
number of uncivil comments on social media.  

To simulate a real discussion and thus increase ecological validity, 
we included three comments below the article. These comments were 
based on Facebook comments and modified to match realistic language 
and not violate privacy. They varied in tone, quality and language, and 
were presented on behalf of fictive as well as anonymous user names. 
In the experimental conditions, the statement presented below the news 
article and comments was articulated as follows: “A politician must 
also privately behave according to his or her exemplary role.” 

4.3 Experimental Setup 

At the start of the experiment, respondents in all conditions were in-
structed to read the news article and comments on the next screen, and 
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to leave a spontaneous comment of their own. With the goal of emulat-
ing a real online discussion, participants were led to believe that other 
people would be able to read their comment too and that these other 
people might in turn react on their comment. Before heading to the next 
screen to start the writing task, participants had to fill in their 
(nick)name or choose the option ‘anonymous’1. 

Next, participants were randomly assigned to one of the four condi-
tions. All respondents were shown the same news article including 
three prior comments, but the interface differed according to the condi-
tion. The four conditions were: (1) control condition, the news article 
and comments were followed by the text ‘Leave your comment below’ 
and a text box, comparable to a traditional comment section; (2) 
STATopen, under the article and comments a discussion statement was 
presented, followed by the text ‘Leave your comment about the state-
ment below’ and a text box; (3) STATbuttons, the same statement was 
shown including two buttons ‘agree’ and ‘disagree’, followed by the 
text ‘Why do you agree or disagree?’ and a text box; and (4) 
STATscale, instead of two buttons a scale was included with at the left 
side ‘disagree’ and at the right ‘agree’ The scale was followed by ‘Why 
do you agree or disagree?’ and a text box (see  

).  

 

 
1  The choice to request participants’ name was relevant with the goal of making the experi-

ment as realistic as possible, since many online platforms do not allow anonymous com-
ments. However, during the first days of the pilot study, many respondents left the question-
naire at this stage. Based upon this finding, an ‘anonymous’ option was added, and conse-
quently, the completion rate of the pilot survey increased. 
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Fig. 1. Condition STATscale 

A pilot-study with a similar set-up revealed that the comment sec-
tion’s layout was a fair representation of commenting on a real news 
site, that users had the feeling that other participants would read their 
comments and that they had commented almost the same way as they 
would do otherwise. 

4.4 Questionnaire 

After submitting their comments, participants completed a series of ex-
tra questions. First, with the aim of capturing participants’ impression 
of the comment section, the short version of the User Experience Ques-
tionnaire [60] was included. This validated questionnaire contains eight 
items representing the meta-dimensions pragmatic quality and hedonic 
quality of the original UEQ [21]. Each dimension consists of four pairs 
of terms with opposite meanings and participants rate each pair on a 
scale from 1 (if the alternative on the extreme left is marked) to 7 (if the 
alternative on the extreme right is marked). The four pairs of pragmatic 
quality are confusing vs. clear, inefficient vs. efficient, complicated vs. 
easy, and obstructive vs. supportive. The four pairs of hedonic quality 
are boring vs. exciting, not interesting vs. interesting, conventional vs. 
inventive, and usual vs. leading edge. A reliability test showed that 
both the pragmatic and hedonic quality subscales had high reliabilities, 
with a Cronbach’s alpha of respectively .802 and .749. 

Following the UEQ, participants were asked to share how frequently 
they read, write and vote on comments on online platforms, and to pro-
vide basic social and demographic characteristics. Since this study in-
volved the use of deception, an elaborate debriefing was included at the 
end of the questionnaire.  

4.5 Operationalization and Measurement 

To study variations in the quality of the comments, we carefully con-
structed a classification system to provide a valid and reliable measure-
ment of comment quality, as suggested by Riffe [54]. As discussed in 
related work, several schemes for classifying online discourse have 
been developed by researchers, with both manual and automatic ap-
proaches. Since we did not find a coding scheme in existing literature 
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that reflects all relevant aspects for assessing the quality of an individ-
ual comment in an online news environment, we developed a new 
codebook for rating news comments based on a review of multiple 
prior studies [7, 9, 10, 13, 29, 30, 37, 42, 51, 58, 70, 76]. As this litera-
ture discusses a wide range of quality criteria, we narrowed down the 
relevant dimensions based on the comment policies of five local online 
newspapers. We deliberately chose a manual coding approach over an 
automatic classification to not overlook textual nuances in comments 
[64]. 

One coder being blind to the condition coded all comments accord-
ing to five criteria. To assess reliability, a second coder categorized a 
random set of 20% of all comments. For each variable, both percentage 
of agreement and Krippendorff’s alpha were computed and reported 
(see Table 1). The true level of reliability falls between those two 
measures [54]. As can be seen in Table 1, agreement for the argumenta-
tion criteria is rather low [41]. However, since all comments were 
coded by one researcher and since we are interested in the relative dif-
ference between the conditions rather than absolute scores, we are con-
vinced that this is not a major concern for our exploratory study. 

Argumentation. Argumentation was measured based on the Asser-
tion, Reasoning and Evidence model [35, 46]. The three steps include 
“0” = assertion or expressing a simple opinion (“If you don’t set an ex-
ample as a politician, you’re doing a bad job”2), “1” = reasoning that 
supports the assertion, or the ‘because’ part of an argument, whether 
simple or complex (“That's not something you do. Rules are rules and 
you follow them. After all, it is for everyone's safety”), and “2” = evi-
dence that supports the reasoning, whether valid or not, such as refer-
ring to an example, expert, personal story, news facts, etc. (“(…) On the 
other hand, all Corona measures violate our fundamental rights 
“treaty of human rights”. We live in a rule of law, which means that 
the measures are invalid. (…)”) 

Civility. For measuring civility, we drew from past research [57, 58]. 
Civility was coded on three levels: “0” = explicitly offensive, disre-
spectful, threatening, vulgar or hateful language or a personal attack 
(“Fuck him”), “1” = implicitly unrespectful, forceful or crude com-
ment, or expression of scorn, ridicule, derision or disapproval, without 
resorting to hateful language or personal attacks (“They should put him 

 
2  Original comments were translated into English. 
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in strict quarantine for 2 weeks”), and “2” = none of the uncivil ele-
ments and free of any insults (“Anyone can make mistakes.”)   

Relevance. All comments were reviewed to assess whether they 
were related to the news article’s topic or not. In line with previous re-
search [30, 65, 52, 66], when (the majority of) a comment was not re-
lated to the central theme of the article or when the comment was only 
one word long (e.g. “hypocrisy”), it was coded as “0”. Comments that 
were relevant to the news article’s topic were coded as “1” (“It is a pity 
that he actually does not stick to the rules himself while he profiles him-
self that way on Twitter ...”). 

Orthography. A comments’ orthography was measured on a dichot-
omous scale with code “0” for comments that were not clear, difficult 
to read, contained at least 2 spelling errors, no or excessive punctuation 
(e.g. !!! or ???) or words in all capitals. Comments that were clear, easy 
to read and (largely) correctly written obtained code “1”.  

Comment length. To quantify comment length, we calculated the 
number of words per comment and compared this to the overall me-
dian. Comments with less than 25 words were given score “0”, whereas 
comments with 25 or more words were given score “1”. 

Table 1. Intercoder Reliability Coefficients 

Coding category Percentage of agreement Krippendorff’s alpha 
Argumentation 66.67 .573 
Civility 82.35 .775 
Relevance 94.12 .768 
Orthography 92.16 .77 

5 Data Analysis and Results 

Participants in our study are already active in online discussions. More 
than three out of four respondents (78%) reported reading comments on 
social platforms at least several times a week. 28.1% of participants 
stated that they regularly write online comments and 41.5% indicated 
that they frequently engage in voting such as liking, upvoting or down-
voting comments. 

Before starting the writing task, 71.4% of participants filled in their 
(nick)name, whereas 28.6% continued anonymously3. Across all condi-

 
3  We found no significant impact of anonymity on the comment quality variables. 
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tions, comments averaged 31 words and varied between 1 (“hypoc-
risy”) and 181 words in length. In the following paragraphs, we will 
first look at the impact of the interface on comment quality, after which 
we will present the results of the user experience questionnaire. 

5.1 Comment Quality 

We used IBM SPSS software to perform statistical analyses. Since the 
presumption of normal distribution of observed variables was not justi-
fied, we used non-parametric tests. See Table 2 for a complete over-
view of means and standard deviations by condition for the comment 
quality variables and Table 3 for the results of the post-hoc tests. 

Results of a Kruskal-Wallis test (with a Bonferroni-adjusted signifi-
cance level of .01 at a 95% confidence level) showed a significant dif-
ference between the four conditions for degree of civility (H(3) = 
26.453, p < .001) and degree of relevance (H(3) = 14.048, p < .01). 
When it comes to degree of argumentation, strength of argumentation 
and sentence quality, no significant differences emerged. 

Subsequent post-hoc pairwise comparisons (with a Bonferroni-ad-
justed significance level of .017 at a 95% confidence level) revealed 
that the mean levels of degree of civility and degree of relevance were 
significantly higher in each of the three experimental conditions com-
pared to the control group. Again, these findings indicate that present-
ing a discussion statement, whether or not combined with one of the 
two opinion elements, had a positive impact on civility and topic rele-
vance when commenting in an online news environment. When com-
paring each of the two interfaces including an opinion element (STAT-
buttons and STATscale) with the statement-only condition (STATo-
pen), no significant differences emerged. Both opinion elements do not 
have a significant impact on top of the discussion statement regarding 
the single comment quality criteria. We discuss the implications of 
these results in the next section. 

Table 2. Means and Standard Deviations (in Parentheses) for Comment Quality Variables 

Condition Argumentation Civility Relevance Orthography Length 
Control  .42 (.731) 1.05 (.789) .63 (.487) .72 (.453) .46 (.503) 
STATopen .63 (.698) 1.46 (.683) .84 (.371) .79 (.411) .53 (.504) 
STATbuttons .67 (.746) 1.63 (.540) .88 (.331) .77 (.426) .47 (.502) 
STATscale .65 (.664) 1.65 (.593) .84 (.371) .78 (.418) .50 (.504) 
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Table 3. Post-Hoc Pairwise Comparisons 

Condition Civility Relevance 
Control vs. STATopen  U= 1168, z= -2.795,  p < .01 U= 1264.5, z= -2.489,  p < .05 
Control vs. STATbuttons U= 1244, z= -4.337,  p < .001 U= 1570.5, z= -3.279, p < .01 
Control vs. STATscale U= 1132, z= -4.429, p < .001 U= 1537, z= -2.626, p < .01 

5.2 User Experience 

Across all conditions, the mean score for pragmatic quality or task-ori-
ented aspects ranged between .77 and 1.32, which is a slightly positive 
evaluation. On the other hand, the mean score for hedonic quality or 
non-task-oriented aspects ranged between -.28 and -.19, which repre-
sents a rather neutral evaluation [60]. 

A Kruskal-Wallis test compared users’ reported experience and re-
vealed a significant difference between the four groups with regard to 
pragmatic quality (H(3) = 7.902, p < .05). When it comes to hedonic 
quality, we observed no significant differences (H(3) = .069, p > .05).  
Post-hoc pairwise comparisons with a Bonferroni-correction tested 
which groups differed from the control group in terms of evaluation of 
pragmatic qualities and showed a significant difference between the 
control condition and the condition STATscale (U = 1016, z = -2.442, p 
< .05). More specifically, participants evaluated the task-oriented as-
pects significantly more positive in the control condition (M = 1.3207, 
SD = 1.1434) compared to participants in the STATscale condition (M 
= .8156, SD = 1.1105). This suggests that, despite the positive evalua-
tion of pragmatic aspects across all conditions, the novel interface with 
the discussion statement and opinion scale was seen as less clear, effi-
cient, easy and supportive compared to the traditional design. With re-
spect to the conditions STATopen (M = 1, SD = 1.1134) and STATbut-
tons (M = .7667, SD = 1.3050), pragmatic evaluation did not signifi-
cantly differ from the control group.  

6 Discussion and Conclusion 

The aim of this study was to explore the effectiveness of debiasing in a 
news environment by presenting commenters a discussion statement re-
lated to the news article’s topic, alone or combined with an opinion ele-
ment. We expected that narrowing down the focus of the discussion us-
ing a conversational prompt, i.e. a statement, encourages users to over-
come negativity bias and, hence, comment more qualitatively. With the 
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goal of providing users an anchor that guides them through the interac-
tion, the statement was expanded with an opinion element. 

First, the results revealed that the three novel interfaces – a discus-
sion statement, a discussion statement with an ‘agree’ and ‘disagree’ 
button and a discussion statement with an opinion scale – produced sig-
nificant positive effects on civility and relevance of participants’ com-
ments compared to a traditional interface. This suggests that when read-
ers have a specific statement to comment on, in particular in the context 
of controversial news, they are more likely to behave civil and stay on-
topic than when the focus of the comment section is more open. This 
finding is in line with prior research arguing that using conversational 
prompts may increase the quality of the commentary [16, 69, 49].  

Second, although our results clearly illustrate that the statement has a 
positive impact on civility and relevance, we found no influence on ar-
gumentation, comment length and orthography. As we prompted partic-
ipants to clarify whether they agreed or not with the statement, it was 
reasonable to expect that participants provided more and stronger argu-
ments compared to the more open instruction of ‘Leave your comment 
below’ in the control condition. While research suggests that civility 
and using evidence go hand in hand [50], we noticed only an increased 
civility and relevance. In that respect, scholars found mixed evidence 
about the association between civility and the use of evidence. Coe and 
colleagues [13] for example concluded that uncivil commenters are 
slightly more likely to support their claims with evidence, especially 
with numbers. Chen [10] on the other hand argued that deliberation and 
mild incivility can overlap, stating that “communication that is too po-
lite or too nasty has no potential for deliberation”. 

Third, we found no added value of combining the discussion state-
ment with an opinion element. When the discussion statement was 
combined with one of the two opinion elements, comment quality was 
still higher compared to the control group, but not higher compared to 
the statement-only condition. Our experimental design does not allow 
us to make inferences about the opinion element itself.  

Fourth, across all conditions, participants rated the pragmatic and he-
donic qualities of the writing task as positive and neutral respectively. 
Compared to the control group, the mere addition of a statement in the 
statement-only condition did not significantly influence users’ experi-
ence. This suggests that they did not felt restricted by the statement to 
exert an opinion. However, the interface with the discussion statement 
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and the opinion scale received a significantly lower evaluation in terms 
of pragmatic qualities compared to the traditional interface. In other 
words, participants perceived the novel design as less clear, efficient, 
easy and supportive. This could be the result of the higher degree of in-
teraction required from the participant to move the slider, compared to 
writing a traditional comment.  

Finally, we discuss some potential limitations of our study and for-
mulate directions for future research. A first limitation of our experi-
mental design is that we combined two interface elements in one condi-
tion, that is the statement and two opinion elements. Although we com-
pared the impact of those interfaces with both the impact of the control 
and statement-only groups, we were not able to provide insights about 
the impact of an opinion element in itself. Further research could use a 
2 (no statement – statement) x 3 (open commenting – opinion buttons - 
opinion scale) design to get a clearer view on how an opinion element 
affects comment quality. 

A second limitation is that it is not yet clear to which extent the re-
sults can be generalized to other news topics as well as to a real com-
ment section. In our experiment we pursued a high ecological validity, 
for example by including actual comments reflecting various views and 
by letting participants believe that others would see and respond to their 
comments. However, despite the fact that its validity was confirmed in 
a pilot study and that prior experimental research [30] used the same 
platform to gather participants’ comments, the survey environment was 
not a real comment section which could have affected the quality of the 
comments. For instance, it was not possible to react on other com-
ments, and all participants were required to leave a comment. In a real-
life setting, readers have their own motivations for engaging in a de-
bate, or they can simply choose not to react. Moreover, enabling con-
structive conversations implies that only users that have something to 
say should be encouraged to comment, in order to increase the topical 
focus of the discussion and to avoid irrelevant posts.  

To conclude, this paper demonstrated that particular interface ele-
ments can have an impact on the quality of online comments and there-
fore can bring about a more constructive debate on online news plat-
forms and social media. This finding is a single contribution to the 
growing field of research, especially in the context of polarizing news, 
and is a possible approach to pro-actively encourage respectful dia-
logue in the comment section itself, which in turn can also decrease 
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moderation efforts. Future research opportunities lie in conducting fol-
low-up experiments with other stimuli and on existing platforms within 
real comment sections. 
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