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Abstract: Subspace system identification methods are widely used in output-only vibration
analysis of civil structures, known as operational modal analysis. With the advent of new sensor
technologies, such as video camera-based full field displacement or velocity measurements, the
number of measured outputs is quickly increasing. In this paper, we propose principal component
analysis-based data size reduction methods for efficient application of subspace methods, while
preserving the high spatial resolution of the identified mode shapes for detailed modal analysis.
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1. INTRODUCTION

In operational modal analysis (OMA), the monitored civil
structures, such as bridges and buildings, are excited by
natural ambient disturbances (road traffic loads, wind, sea
water wave, etc.). Viewing the monitored structure and the
equipped vibration sensors as a system, its outputs are
the vibration sensor measurements, while its inputs are
natural ambient disturbances, which are unknown in most
practical situations. Then the OMA based on vibration
sensor measurements follows an output-only approach. In
this approach, a linear time-invariant (LTI) state space
model is built from vibration measurements made on the
monitored structure (Peeters and De Roeck, 1999). The
parameters of interest in modal analysis are the natural
frequencies, damping ratios and vibration mode shapes.
They are obtained from the state transition matrix A
and the output matrix C constituting the LTI model.
Stochastic subspace methods are widely used to identify
both matrices (A,C) that are required to obtain the modal
parameters, with typical methods being the covariance-
driven subspace method and the Unweighted Principal
Component algorithm (UPC, “data-driven”) (Benveniste
and Fuchs, 1985; Van Overschee and De Moor, 1996;
Peeters and De Roeck, 1999; Döhler and Mevel, 2012).
The popularity of subspace methods for operational modal
analysis is, on one side, due to their favorable statistical
properties, like consistency even when the noise driving
system is non-stationary (Benveniste and Mevel, 2007).
On the other side, they are direct methods that use
straightforward numerical operations like the SVD or
linear least squares to obtain the estimates, which makes
them numerically efficient (Döhler and Mevel, 2012).

With recently developed measurement technologies, the
number of sensors that can be used for vibration analysis
are rapidly increasing, and even (near) full field mea-
surements become possible with vision-based technologies

(Feng and Feng, 2018). Using image processing methods,
the displacement or velocity outputs are computed from
the recorded videos at possibly thousands or more posi-
tions. This leads to a great spatial resolution of the mode
shapes that can be identified from the data, which is ex-
tremely useful for applications on damage diagnosis (Avci
et al., 2021) or finite element model updating (Simoen
et al., 2015). On the other side, the number of modes that
can be identified is still limited by the sampling frequency
of the camera. The explosion of the number of outputs
is a numerical challenge for the subspace methods. The
possible redundancy of the outputs cannot be simply alle-
viated by a principal component analysis (PCA) before the
identification, since the full matrix C is required to carry
out the modal analysis. It should also be noted that even if
full field measurements are available, system identification
is still required since the measurements can only cover the
visible part of the structure, so the full states cannot be
measured directly.

One way to handle a large number of sensors, so far, is to
select a subset of the outputs, and instead of computing
output covariances between all the outputs, only the
covariances of all the outputs with respect to the selected
subset are computed in the subspace methods (Peeters
and De Roeck, 1999; Jacobsen et al., 2008). However,
since this approach depends on the selection of a subset
of the outputs, the information on the other outputs is
not optimally exploited. Furthermore, only the number of
columns of the involved covariances is reduced.

In this paper, we propose projection strategies based on
the PCA of the measurement data to efficiently perform
the subspace system identification from a possibly huge
number of outputs, by reducing both the rows and the
columns of the involved covariances in the identification
algorithm. This reduces the computational burden as well
as the memory usage significantly. Despite this data size



reduction, the full size output matrix C will be recovered,
so that the high spatial resolution of the mode shapes is
preserved for detailed modal analysis.

The paper is organized as follows. In Section 2, the back-
ground of stochastic subspace identification and modal
analysis is recalled. In Section 3, the techniques for PCA-
based size reduction in the subspace algorithms are devel-
oped, and applied to numerical and experimental data in
Section 4.

2. STOCHASTIC SUBSPACE IDENTIFICATION IN
VIBRATION ANALYSIS

2.1 Stochastic Subspace Identification

In vibration analysis, the studied vibrating mechanical
structure is usually described by a finite dimensional
system of ordinary differential equations (ODE), capturing
the essential vibration modes. Transformed into state-
space form and discretized in time (Prevosto et al., 1991;
Juang, 1994), the ODE model becomes{

xk+1 = Axk + wk

yk = Cxk + vk
(1)

where xk ∈ Rn is the internal state vector, yk ∈ Rr is
the output vector corresponding to available sensor mea-
surements (displacement, velocity, and/or acceleration);
wk ∈ Rn and vk ∈ Rr are random noises modeling natural
excitations of the structure (e.g., traffic load, wind, or
sea wave) and measurement noise, which are assumed to
be white; A ∈ Rn×n is the state transition matrix and
C ∈ Rr×n is the output matrix. While the output dimen-
sion r is the number of available sensors, the dimension n
of the state vector xk is usually unknown, but determined
by some model order selection method.

With subspace identification methods, the matrices A and
C are estimated from sensor measurements yk. In this pa-
per, the covariance-driven subspace algorithm (Benveniste
and Fuchs, 1985; Peeters and De Roeck, 1999) is applied,
but the developments of this paper can be similarly applied
to other subspace methods. The covariance-driven algo-
rithm is based on the output covariances Ri = E(yk+iy

T
k ),

i = 1, 2, . . ., and their factorization property Ri = CAi−1G
where G = E(xk+1y

T
k ) (Van Overschee and De Moor,

1996). When arranged in a block Hankel matrix

H =


R1 R2 · · · Rq

R2 R3 · · · Rq+1

...
...

. . .
...

Rp+1 Rp+2 · · · Rq+p

 ∈ R(p+1)r×qr (2)

with usually p + 1 = q, the system matrices A and C
can be retrieved from its column space, since the Hankel
matrix factorizes into observability matrix O ∈ R(p+1)r×n

and stochastic controllability matrix C ∈ Rn×qr,

H = OC, with O =


C
CA
...

CAp

, C =
[
G AG . . . Aq−1G

]
.

(3)

The matrix C is the first block row of O, and A is obtained
from the shift invariance property of O by

A = Ō†Ō (4)

where Ō and Ō ∈ Rpr×n are respectively the parts of O
after removing the first and the last block rows, and (·)†
denotes the Moore-Penrose pseudoinverse.

Using covariance estimates R̂i = 1
N

∑N
k=1 yk+iy

T
k filling

the Hankel matrix Ĥ corresponding to (2), the observabil-
ity matrix estimate is obtained from the truncated singular
value decomposition (SVD) of Ĥ at model order n,

Ĥ = [U1 U0]

[
Σ1 0
0 Σ0

] [
V T
1

V T
0

]
, Ô = U1Σ

1/2
1 , (5)

and estimates Â and Ĉ are obtained accordingly. Because
any linear transformation of the state xk in (1) would

modify the matrices A,C while keeping yk unchanged, Â
and Ĉ are estimates of A and C up to some similarity
transformation. Nevertheless, the vibration modal param-
eters are invariant under such a transformation.

2.2 Modal Analysis

In vibration analysis, it is important to obtain the modal
parameters of a vibrating structure, i.e., the natural fre-
quencies fi, damping ratios ξi and mode shapes φi. They
are obtained based on the eigenvalues λi and eigenvectors
ϕi of A, and matrix C, by

Aϕi = λiϕi, φi = Cϕi, (6)

and recovered via the complex-valued eigenvalues µi of
the corresponding continuous-time system (Juang, 1994;
Peeters and De Roeck, 1999) through

µi =
log(λi)

τ
, fi =

|µi|
2π

, ξi =
−ℜ(µi)

|µi|
. (7)

If Ã = TAT−1 and C̃ = CT−1 with any invertible matrix
T ∈ Rn×n, then (Ã, C̃) has the same eigenvalues λi and
mode shapes φi as in (6).

3. DIMENSION REDUCTION FOR SUBSPACE
IDENTIFICATION

With the development of new sensor technologies, in some
applications the number of available sensors becomes so
large that the Hankel matrix in (2) exceeds the processing
capability of typical computers. In this case, the Hankel
matrix H, or the sensor data size, should be somehow re-
duced before applying subspace identification algorithms.
In (Peeters and De Roeck, 1999; Jacobsen et al., 2008),
H in (2) has been reduced by replacing Ri ∈ Rr×r with
the covariances between the full output vector yk+i ∈ Rr

and a subset of s < r outputs ysubk ∈ Rs, i.e., by Rsub
i =

E(yk+i(y
sub
k )T ) ∈ Rr×s, which corresponds to selecting

the respective s columns of Ri. Then the factorization (3)
of the Hankel matrix still holds where G is replaced by
Gsub containing the respective columns of G. The subset
of outputs is chosen such that the correlation between the
chosen outputs is minimal and the correlation of the chosen
outputs with the remaining outputs is maximal (Jacobsen
et al., 2008). In this paper, instead of using a subset of
outputs for the size reduction, we propose a PCA-based
reduction to profit from the information in all outputs. In
addition, both the rows and columns of H will be reduced
in order to more substantially decrease the requirement on
computation resources. Moreover, despite the reduction,



the full size C matrix and the mode shapes φi correspond-
ing to all the available sensors before reduction will be
retrieved for detailed vibration analysis.

3.1 Covariances between full data and reduced data

The reduced size output vector yredk is formed by the prin-
cipal components of the full size output vector, obtained
by PCA as follows. Let Y denote the matrix of full size
output data,

Y = [y1 y2 . . . yN ] ∈ Rr×N , (8)

where N is the number of samples, and let Ỹ = S−1Y
be the data matrix normalized by the standard deviation
of each output with S = diag(σ1, . . . , σr) and σj being
the standard deviation of the j-th output. The full size
correlation matrix is computed as

R̂0 = 1
N Ỹ Ỹ

T ∈ Rr×r. (9)

The singular value decomposition (SVD) of (9) yields

R̂0 =
[
U red U0

] [Σred 0
0 Σ0

] [
(U red)T

UT
0

]
. (10)

In this decomposition, U red ∈ Rr×s corresponds to the
first s principal components, and Σred ∈ Rs×s is the cor-
responding singular value matrix, s is the chosen reduced
data size (s < r) with min{ps, qs} ≥ n. The data reduction
is achieved by projecting the outputs to the reduced basis

yredk = (U red)T yk. (11)

Then, the right side reduced output covariance is

Rrr
i = E(yk+i(y

red
k )T ) ∈ Rr×s (12)

and the right side reduced block Hankel matrix is

Hrr =


Rrr

1 Rrr
2 · · · Rrr

q

Rrr
2 Rrr

3 · · · Rrr
q+1

...
...

. . .
...

Rrr
p+1 R

rr
p+2 · · · Rrr

q+p

 ∈ R(p+1)r×qs. (13)

It can be easily seen that the size of the Hankel matrix
is reduced from (p + 1)r × qr to (p + 1)r × qs. Since
Ri = CAi−1G and Rrr

i = RiU
red, the right side reduced

output covariance can be factorized as

Rrr
i = CAi−1(GU red), (14)

leading to the factorization

Hrr = OCred, (15)

where O is defined in (3) and

Cred =
[
(GU red) A(GU red) · · · Aq−1(GU red)

]
, (16)

which is assumed to maintain full row rank. Hence, the
original matrices A and C, and the corresponding modal
parameters, can be consistently identified from an estimate
of the right side reduced Hankel matrix Hrr.

3.2 Covariances between reduced data

The above right side reduction has the advantage of pre-
serving the original A and C matrices, despite the data
size reduction. However, it reduces only the columns of
the Hankel matrix to be built and analyzed, leaving the
number of its rows unchanged. To further reduce the size
of the Hankel matrix, both its columns and rows will be
reduced. Such a both sides reduction would not preserve
the original modal parameters, because it will lead to a

reduced size C matrix with s rows instead of r rows. In
order to overcome this drawback, an additional computa-
tion step will be proposed to retrieve the original full size
C matrix and the corresponding modal parameters.

The both side reduced output covariances are

Rbr
i = E(yredk+i(y

red
k )T ) ∈ Rs×s, (17)

where the exponent “br” refers to “Both side Reduced”,
and the corresponding both sides reduced Hankel matrix

Hbr =


Rbr

1 Rbr
2 · · · Rbr

q

Rbr
2 Rbr

3 · · · Rbr
q+1

...
...

. . .
...

Rbr
p+1 R

br
p+2 · · · Rbr

q+p

 ∈ R(p+1)s×qs. (18)

Compared with the right side reduced (p+1)r×qs Hankel
matrix, the size of the both sides reduced Hankel matrix is
further reduced to (p+ 1)s× qs. The factorization of this
reduced covariance becomes

Rbr
i = (U red)TCAi−1(GU red), (19)

leading to the factorization

Hbr = OredCred, where Ored =


(U red)TC
(U red)TCA

...
(U red)TCAp

 (20)

and Cred is as defined in (16). To estimate A, ((U red)TC,A)
needs to be observable. Then, A is consistently retrieved

A = (Ōred)†Ōred (21)

where Ōred
and Ōred ∈ Rps×n are respectively the parts

of Ored after removing the first and the last block rows.

In contrast to the factorization of Hrr in (15) yielding the
full size observability matrix O, the factorization of Hbr in
(20) gives Ored, whose first block row is (U red)TC instead
of C in the full size O as in (3). This (U red)TC is in fact
a reduced size C matrix. If it was used in modal analysis,
the resulting mode shapes φred

i would be vectors of size
s× 1, instead of the full size r × 1 vectors φi. In order to
avoid this loss of details in modal analysis, the full size C
matrix will be computed in an extra step.

The reduced data yredk does not contain sufficient informa-
tion about the full size C. For this reason more information
than the both side reduced Hbr is required. Consider

γrr =
[
Rrr

1 Rrr
2 · · · Rrr

q

]
∈ Rr×qs. (22)

Due to the factorizations of Rrr
i in (14), γrr factorizes as

γrr = CCred (23)

where Cred is defined in (16) and has already been com-
puted when A was computed from (20) and (21). Then the
full size matrix C is consistently recovered through

C = γrr(Cred)†. (24)

This leads to the following reduced size subspace identifi-
cation and full size modal parameters:

1. Compute correlation of output data in (9).
2. Compute SVD in (10) to obtain the first s principal

components U red, where s is chosen for the reduced
data size.

3. Compute the covariances of the projected output
data (U red)T yk and the Hankel matrix estimate Ĥbr

corresponding to (17)–(18).



4. Compute the SVD of Ĥbr and truncate it at the
chosen model order

Ĥbr = [U1 U0]

[
Σ1 0
0 Σ0

] [
V T
1

V T
0

]
, (25)

Ôred = U1Σ
1/2
1 , Ĉred = Σ

1/2
1 V T

1 . (26)

5. Obtain Â from Ôred as in (21).
6. Compute output covariances between full and re-

duced data γ̂rr as in (22), and estimate Ĉ as in (24).
7. Compute modal parameters through (6) and (7).

4. APPLICATION TO A CANTILEVER BEAM

In this section, the proposed data size reduction schemes
are applied for modal analysis of simulated data from a
finite element beam model as well as on experimental data
from its counterpart in the lab, comparing:

• FULL. Full data size identification method (Section
2.1)

• PCACOR-rr. Proposed right side reduction scheme
on Hankel matrix (Section 3.1)

• PCACOR-br. Proposed both sides (left and right)
reduction scheme on Hankel matrix (Section 3.2)

The numerical application is used to validate the devel-
oped methods in a Monte Carlo simulation, before apply-
ing the methods to an experimental data set.

4.1 Description of test structure

The test specimen is a cantilever beam of size 30mm
× 2000mm × 5mm made out of steel, and mounted on
a shake table in the Structures and Integrated Instru-
mentation Laboratory at Gustave Eiffel University, see
Fig. 1 (left). A numerical counterpart, namely a 3D finite
element (FE) model has been made for simulation and
comparison. The Timoshenko beam model, adopted from
(Przemieniecki, 1985) and illustrated in Fig. 1 (right),
has Young’s modulus of 2.1 · 1011 Pa, mass density of
7850 kg/m3 and Poisson’s ratio of 0.21. It is composed of
160 beam elements. Each node has three translational and
three rotational degrees of freedom (DOFs), i.e. dx, dy, dz
and rxy, ryz, rxz. The DOFs at node 1 are constrained.

4.2 Numerical Results

In a Monte Carlo simulation, NMC = 100 displacement
vibration data sets of the beam are generated from Gaus-
sian white noise excitation at all 160 DOFs of the beam in
the (horizontal) x-direction, with time step τ = 1/500 for
a data length of N = 105. Gaussian white measurement
noise is added on each output with 5% of the standard de-
viation of the respective output signal. Only the generated
output data are used in the following, but not the inputs.

The datasets are processed with the proposed methods,
using parameters p + 1 = q = 61 for the block Hankel
matrices. For the size reductions, the first three principal
components of the output correlations are used, as the
sum of their respective singular values represent over 99%
of the total variance in the PCA. They are selected for the
projection of the output signals for the data reduction.

Fig. 1. Experimental setup and finite element (FE) model
of cantilever beam

The computational times for the entire processing of one
dataset are compared for both reduction techniques and
the full data size identification in Table 1. The results show
that in our setting the computation times are reduced by
factor 40 from the full data to PCACOR-rr, and by another
factor of 15 when using the PCACOR-br scheme. These
results show a good computational efficiency of the data
size reduction schemes.

Table 1. Computational time of identification
algorithms for one dataset.

Data size Computational time
reduction schemes (seconds)

FULL 170.4
PCACOR-rr 4.3
PCACOR-br 0.3

To evaluate the precision and the accuracy of the ap-
proach, the bias and standard deviation of the identified
frequencies is evaluated from the Monte Carlo simulation.
Eight structural modes are identified in all datasets. In
Fig. 2, the empirical bias and standard deviations of all
the identified frequencies are shown, normalized by the
frequencies, as

Ei =

∣∣f̄i − fi
∣∣

fi
, Di =

σfi
fi
, (27)

respectively, where f̄i and σfi are the empirical mean and
standard deviation from the Monte Carlo simulation. The
results exhibit that the bias is very low and remains in the
same range for all the methods. For some of the modes, the
bias with the size reductions is even smaller than with the
full size data. Similarly, the standard deviations with the
size reductions are getting mostly smaller when using the
size reduction techniques. These results show that for most
of the identified frequencies there is no loss in accuracy or
precision when using the size reduction techniques.



Fig. 2. Relative bias (left) and standard deviation (right)
of identified natural frequencies of the eight modes
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Fig. 3. Identified mode shapes of the beam from a sim-
ulated dataset with and without the reduction tech-
niques, and numerical mode shapes.

Finally, the accuracy of the mode shape estimation is
evaluated on one dataset. The identified mode shapes
are presented in Fig. 3, where they are compared to
the theoretical mode shapes from the numerical model.
It can be observed that the mode shapes are identified
very well with high spatial resolution, even with the data
reduction using merely three principal components. Few
differences are only visible for the higher modes. This

Table 2. MAC of mode shapes in simulation

mode FULL PCACOR-rr PCACOR-br

1 1.000 1.000 1.000
2 1.000 1.000 1.000
3 1.000 1.000 1.000
4 0.998 0.999 1.000
5 0.998 0.998 0.999
6 0.997 0.996 0.998
7 0.989 0.993 0.992
8 0.990 0.988 0.984

can also be validated quantitatively in Table 2, where the
modal assurance criterion (Allemang, 2003) between the
identified and the theoretical modes from the numerical
model is shown. The value of modal assurance criterion
(MAC) between two mode shapes is defined as

MAC(φ,ψ) =
|φHψ|2

(φHφ)(ψHψ)
. (28)

It is bounded between 0 and 1, where 1 indicates a perfect
match. The MAC values are all very close to 1, and there
seems to be no loss in accuracy when using the data size
reduction. This shows a high accuracy in mode shape
identification with the proposed data reduction scheme.

4.3 Application on Experimental Data

Finally, the algorithms have been applied to experimental
data from the beam in the laboratory. A PHANTOM
MIRO 320S camera with resolution 1920× 1200 was used
to record video flows of the beam while the shake table was
driven in random mode horizontally, perpendicular to the
camera axis. The frame rate was 512 frames/s, ensuring
identification of the first eight modes. The excitation
noise was band limited between 1 Hz and 200 Hz, and
datasets of 33 s length were recorded. Displacements were
extracted in 160 regions of interests (ROIs), coinciding
with the nodes of the numerical model, through a two-
step process: estimation of the integer pixel shift using
cross correlation (Sutton et al., 2009) and subpixel shift by
quadratic surface fitting (Pan et al., 2005) for refinement.

From the obtained dataset, the modal parameters were
estimated with the presented methods, see Table 3, which
are all in very good agreement. In Fig. 4, the identified
mode shapes are plotted, which are of good accuracy and
show no degradation with the reductions. This is also
quantified in Table 4, where the MAC values between the
mode shape estimates and the numerical FE mode shapes
are shown. No significant difference with or without the
size reductions is visible, indicating good accuracy of the
proposed methods also on experimental data.

Table 3. Estimated frequencies f (Hz) and
damping ratios ξ (%) from experimental data

mode FULL PCACOR-rr PCACOR-br
f ξ f ξ f ξ

1 0.999 0.16 0.996 0.18 1.009 0.52
2 6.741 0.18 6.742 0.19 6.741 0.19
3 19.01 0.09 19.02 0.10 19.01 0.13
4 37.35 0.15 37.34 0.16 37.35 0.16
5 62.03 0.14 62.03 0.14 62.04 0.17
6 92.57 0.05 92.57 0.05 92.57 0.05
7 129.7 0.08 129.7 0.02 129.7 0.19
8 172.1 0.06 172.1 0.06 172.1 0.06
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Fig. 4. Mode shapes of beam from experimental data.

Table 4. MAC of experimental beam mode
shapes with respect to numerical mode shapes

mode FULL PCACOR-rr PCACOR-br

1 0.999 0.999 0.999
2 1.000 1.000 1.000
3 0.999 0.999 0.999
4 0.999 0.999 0.999
5 0.998 0.998 0.998
6 0.998 0.998 0.998
7 0.962 0.964 0.964
8 0.995 0.995 0.995

5. CONCLUSION

In this paper, a novel data reduction scheme based on
principal component analysis is proposed for subspace-
based modal analysis with high dimensional output data.
The proposed method is first validated on numerical
motion data from a finite element model of a vibrating
cantilever beam. The computational time is reduced by
factor 600 compared to the full data size computation.
No loss in accuracy nor precision has been observed in a
Monte Carlo simulation, while the high spatial resolution
and accurate estimates of mode shapes are preserved.
The proposed schemes have also been applied successfully

on experimental vibration data from vision-based motion
estimation, which is promising for applicability to full field
measurements. Future research includes the optimal choice
of the number of principal components.
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