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Abstract

This paper focuses on energy minimization for the mapping and scheduling of real-time workflows under reliability constraints. Workflow instances are input periodically to the system. Each instance is composed of several tasks and must complete execution before the arrival of the next instance, and with a prescribed reliability threshold. While the shape of the dependence graph is identical for each instance, task execution times are stochastic and vary from one instance to the next. The reliability threshold is met by executing several replicas for each task. The target platform consists of identical processors equipped with Dynamic Voltage and Frequency Scaling (DVFS) capabilities. A different frequency can be assigned to each task replica to save energy, but it may have negative effect on the deadline and reliability target.

This difficult tri-criteria mapping and scheduling problem (energy, deadline, reliability) has been studied only recently for workflows with arbitrary dependence constraints. We investigate new mapping and scheduling strategies based upon layers in the task graph. These strategies better balance replicas across processors, thereby decreasing the time overlap between different replicas of a given task, and saving energy. We compare these strategies with two state-of-the-art approaches and a reference baseline on a variety of benchmark workflows. Our best heuristics achieve an average energy gain of 60% over the competitors and of 82% over the baseline.
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1. Introduction

Real-time systems are composed of periodic tasks that are regularly input to a parallel computing platform and must complete execution before their deadlines. In the simpler version of the problem, the tasks are independent. However, many scientific applications from various disciplines are structured as workflows [1]. Informally, a workflow can be seen as the composition...
of a set of basic operations that have to be performed on a given input data set to produce the expected scientific result. The development of complex middleware with workflow engines [2, 3, 4] has automated workflow management, providing even more appeal to a task-based approach in a variety of scenarios. This leads to scheduling real-time workflows: instances of the same workflow are input periodically to the system and must be completed by their deadline, which is the inter-arrival time of two consecutive instances. All dependence constraints, including communication costs, must be enforced among the tasks, which complicates the derivation of a schedule that meets the deadline. All workflow instances have the same dependence graph but operate on different data sets. Task execution times are stochastic and vary from one instance to the next; typically, it is assumed that they follow some probability distribution with bounded support. Scheduling and mapping decisions are taken based upon the Worst Case Execution Time (WCET) of each task, which is the largest value of the distribution support, i.e., the range of non-zero values of the probability density function. Mapping and static schedule tasks based on WCETs is the de-facto standard approach in real-time systems, which is pessimistic but mandatory, to guarantee that deadlines are met in every possible execution. Then at runtime the schedule is updated according to actual execution times of task instances, which obey the distribution and may be significantly smaller than their WCETs.

When scheduling a single workflow instance on a parallel platform, the traditional objective is to minimize the makespan, or total execution time: this is the time at which the last exit task of the workflow completes its execution. With real-time workflows, the objective is similar: one needs to match the deadline, i.e., to guarantee that the makespan does not exceed the deadline bound. Because the problem is already NP-complete with two processors, independent tasks (no dependence) and no communication cost\(^1\), list-scheduling heuristics have been introduced; the main idea is to sort the tasks according to their bottom levels, and to greedily map them onto the first available processor when they become ready; here the bottom level of a task is the length of the longest path from that task to an exit task in the dependence graph of the workflow. The bottom level was originally computed without taking communication costs into account. However, for many scientific workflows, communication costs cannot be neglected, which has motivated the introduction of HEFT [7], a list-scheduling heuristic that computes bottom levels by (pessimistically) including all communication costs in the dependence paths. HEFT is able to deal with heterogeneous platforms by averaging task weights and communication costs, and it has become a reference approach since its inception 20 years ago.

The advent of green computing has motivated to revisit the scheduling of scientific workflows beyond pure time constraints, taking energy consumption into account. Modern processors are equipped with Dynamic Voltage and Frequency Scaling (DVFS) and can run at different frequencies. Running at a lower frequency decreases the dynamic energy that is consumed during the computation but also increases execution time, as well as the consumed static energy (these power components are detailed in Section 2.5). This leads to achieving complicated trade-offs. In addition, it has been widely proved that DVFS has negative effects on transient failure rates. As a result, it is important to take reliability degradation into consideration while managing energy by DVFS. Transient errors [8] are usually manifested as bit-flips and due to radiation, minimum voltage, or thermal cycling, etc. They cause a task execution to fail but without completely losing the data present in the processor memory, which makes them harder to detect than permanent faults. Several replicas of the same task instance must be executed in order to guarantee

\(^1\)An easy reduction from 2-PARTITION [5]. See also [6] for more details on the complexity of multiprocessor scheduling.
a prescribed level of reliability. In fact, reliability has long been the main objective of real-time systems, because these systems deal with critical applications where erroneous or incomplete results could lead to catastrophic scenarios [9]. There are several approaches to enforce a prescribed reliability threshold. Re-execution after a failed execution attempt is one possibility, but it induces additional delays. Hence, the standard approach is to use replication: for each task, the execution of several replicas is scheduled, as many as needed to meet the reliability criterion. When DVFS is available, the problem gets more difficult, because one can choose to use, say, either two replicas at a high frequency, or three replicas at a lower one. Moreover, different frequencies can be assigned to different replicas of the same task. To further complicate matters, it is known that the transient error rate increases when scaling down frequency using DVFS (see [10] and the discussion in Section 2.3), so saving energy might lead to more errors. Similarly, the introduction of replicas, while mandatory to guarantee a reliability threshold, is also increasing energy consumption. Clearly, in order to limit this additional consumption, it is always beneficial to kill the other replicas of a task instance after one replica has succeeded; but several replicas may well have been executing concurrently until one of them succeeded, and the energy spent before interrupting them is wasted.

Altogether, the problem of mapping and scheduling real-time workflows on a parallel platform whose processors are equipped with DVFS, has become a challenging tri-criteria optimization problem: energy, deadline (or makespan bound) and reliability are conflicting objectives, and sophisticated algorithms must be designed. To the best of our knowledge, only two recent papers have tackled this problem [11, 12], albeit with additional restrictions (see Section 4.1 for details). We present a novel approach that outperforms all previously published solutions for an extended set of simulation scenarios. Given a deadline constraint and a reliability threshold, we first decide for each task how many replicas to use, and at which frequency to execute them. Next we use a new mapping heuristic based upon a notion of layers in the dependence graph; we map several (ready) tasks simultaneously rather than only the highest priority task; the motivation of using layers is to decrease the overlap between all the replicas of a given task, thereby providing more opportunities to save energy. Finally, we dynamically update the schedule to further reduce replica overlaps without violating deadline and reliability constraints.

The three main contributions of the paper are the following:

1. The formulation of the tri-criteria optimization problem, i.e., minimizing energy cost while ensuring deadline and reliability constraints, and the design of several mapping and scheduling heuristics to solve this problem without any restriction; to the best of our knowledge, this work is the first that can accommodate more than one or two replicas per task, hence that can deal with arbitrary reliability thresholds;

2. A set of heuristics which aggressively attempt to minimize the overlap between the replicas of the same task instance, relying upon the notion of task layers, upon the distinction between primary and secondary replicas, and upon the reclaim of the potential slack in the schedule;

3. An experimental evaluation based on a comprehensive set of simulation scenarios, showing that our best heuristics achieve a significant energy gain compared to the state-of-the-art methods over the whole spectrum of application and platform parameters.

The rest of the paper is organized as follows. Section 2 provides a detailed description of the optimization problem under study. The mapping and scheduling heuristics are described in
Section 3. Section 4 is devoted to a comprehensive experimental comparison of the heuristics. Section 5 presents related work. Finally, Section 6 gives concluding remarks and hints for future work.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n, M$</td>
<td>number of tasks and of processors</td>
</tr>
<tr>
<td>$T_i$</td>
<td>$i$-th task of application $G$</td>
</tr>
<tr>
<td>$w_i$</td>
<td>WCET for task $T_i$ under $f_{\text{max}}$</td>
</tr>
<tr>
<td>$w_{i,j}$</td>
<td>WCET for task $T_i$ at frequency $f_j$</td>
</tr>
<tr>
<td>$c_{i,j}$</td>
<td>communication cost from $T_i$ to $T_j$</td>
</tr>
<tr>
<td>$\text{succ}(T_i)$</td>
<td>set of successor tasks of $T_i$ in $G$</td>
</tr>
<tr>
<td>$\text{prec}(T_i)$</td>
<td>set of tasks preceding $T_i$ in $G$</td>
</tr>
<tr>
<td>$D(G)$</td>
<td>deadline for application $G$</td>
</tr>
<tr>
<td>$D(T_i)$</td>
<td>deadline for task $T_i$</td>
</tr>
<tr>
<td>$P$</td>
<td>set of processors</td>
</tr>
<tr>
<td>$\text{rep}_{\text{num}}(T_i)$</td>
<td>actual total number of replicas for $T_i$</td>
</tr>
<tr>
<td>$r_i^\alpha$</td>
<td>$\alpha$-th replica of $T_i$</td>
</tr>
<tr>
<td>$f_j$</td>
<td>the $j$-th available frequency</td>
</tr>
<tr>
<td>$f(r_i^\alpha)$</td>
<td>frequency of replica $r_i^\alpha$</td>
</tr>
<tr>
<td>$R(G)$</td>
<td>reliability threshold for application $G$</td>
</tr>
<tr>
<td>$R(T_i)$</td>
<td>reliability threshold for $T_i$</td>
</tr>
<tr>
<td>$R(r_i^\alpha, f_j)$</td>
<td>reliability of $r_i^\alpha$ under $f_j$</td>
</tr>
<tr>
<td>$R_i(f_j)$</td>
<td>reliability of $T_i$ under $f_j$</td>
</tr>
<tr>
<td>$k_{i,f_j}$</td>
<td>minimal number of replicas required to run $T_i$ with $f(r_i^1) = f_j$ while meeting $R(T_i)$</td>
</tr>
<tr>
<td>$ST(r_i^\alpha)$</td>
<td>start time of $r_i^\alpha$</td>
</tr>
<tr>
<td>$FT(r_i^\alpha)$</td>
<td>completion time of $r_i^\alpha$</td>
</tr>
<tr>
<td>$FT(T_i)$</td>
<td>completion time of $T_i$</td>
</tr>
<tr>
<td>$FT(G)$</td>
<td>completion time of application $G$</td>
</tr>
<tr>
<td>$E(T_i, f_j, k_{i,f_j})$</td>
<td>energy cost for $T_i$ with $k_{i,f_j}$ replicas under $f_j$</td>
</tr>
</tbody>
</table>

2. Model

The inputs to the optimization problem are a workflow (i.e., a task graph), a set of homogeneous processors, a reliability target and a global deadline. Key notations are summarized in Table 1. Our new scheduling algorithms apply to a very general framework, which we describe in this section. A particular instantiation of the model for the simulations is outlined in Section 4.2.

2.1. Application

The workflow application is modeled as a task graph $G$, where $G = (V, E)$ is a Directed Acyclic Graph (DAG) composed of a set of $n$ tasks $V = \{T_1, T_2, ..., T_n\}$. An edge from task $T_i$
to task $T_j$ in set $E$ represents a task dependency. Each task $T_i$ has a weight $w_i$, which denotes its worst-case execution time (WCET) under the maximum available frequency $f_{\text{max}}$. Task instances (also called jobs) typically complete their execution earlier than their estimated WCETs: execution times are assumed to be data-dependent and randomly sampled from some probability distribution whose support is upper bounded by the WCET [13]. Note that without a WCET, i.e., with probability distributions that can take arbitrarily large values, it is not possible to guarantee any deadline. Each edge between two tasks $T_i$ and $T_j$ is also weighted by the size $c_{i,j}$ of the output data produced by $T_i$ that is needed as input to $T_j$. $\text{prec}(T_i)$ and $\text{succ}(T_i)$ represent the set of direct predecessors and successors of task $T_i$ respectively. A task $T_i$ can only start its execution when all of its direct predecessors have finished their execution and all intermediate data has been transferred.

2.2. Processors

The platform consists of $M$ homogeneous processors, with the same set $F$ of frequencies ranging from $f_{\text{min}}$ to $f_{\text{max}}$. Without loss of generality, we normalize the frequencies to enforce $f_{\text{max}} = 1$. The interplay between task execution time and frequency is complicated [14]. To be fully general, we consider arbitrary WCETs that decrease when frequency increases. Specifically, for task $T_j$ at frequency $f_j$, the WCET is $w_{i,j}$, and we assume that $w_{i,j} > w_{i,k}$ if $f_j < f_k$. Then the actual execution time of a task instance of task $T_i$ at frequency $f_j$ is drawn from a distribution whose support is upper bounded by $w_{i,j}$. For the simulations in Section 4, we use four different set of frequencies taken from actual microprocessor values, we consider Amdahl speedup functions for the WCETs and we draw actual execution times from Uniform and Truncated Normal distributions.

2.3. Error model

We consider transient errors [8], modeled by an Exponential distribution whose average arrival rate depends upon the frequency used. The interplay between error rate and frequency is complicated too. In fact, the impact of DVFS on the error rate is discussed extensively in the literature. On the one hand, lowering the voltage/frequency is believed to have an adverse effect on the system reliability [15, 16, 17, 18, 19]: this is because decreasing the nominal voltage will increase the vulnerability to longer delays in rippling logic along computational paths, hence lowering the circuit’s critical charge (i.e., the minimum charge required to cause an error in the circuit). On the other hand, increasing the voltage beyond the nominal value (overclocking) will also increase the error rate due to overheating [20, 21, 22, 23]. In the general framework, we deal with frequency values in the range $[f_{\text{min}}, f_{\text{max}}]$, and can safely assume that the lower the frequency, the higher the error rate. In other words, $f_{\text{max}}$ is the nominal frequency recommended by the chip manufacturer, and we avoid overclocking to save energy. We let $\lambda(f_j)$ be the instantaneous error rate at frequency $f_j$ and assume that $\lambda(f_j) > \lambda(f_k)$ if $f_j < f_k$. For the simulations in Section 4, we instantiate the values of the $\lambda(f_j)$ from the formula used in [15, 16, 18, 19].

At the end of the execution of a task instance, there is an acceptance test [24] to check the occurrence of soft errors induced by the transient errors. If the execution result of a task instance satisfies its predefined acceptance criteria, then it is considered to be successfully executed [25, 26]. As in all relevant literature, it is assumed that acceptance tests are 100% accurate\(^2\), and that the duration of the test is included within the task WCET (see [27] and references

\(^2\)One could account for the possibility of the acceptance test to fail by lowering the reliability of a replica by some amount, but this goes beyond the standard model.
2.4. Reliability threshold and deadline

There are two constraints for the workflow $G$ in the optimization problem. Firstly, $D(G)$ represents the global deadline: the execution of exit tasks must be finished before $D(G)$. Let $FT(T_i)$ denote the finish time of the task $T_i$. Then the total execution time of the application is $FT(G) = \max_{j \in V} FT(T_j)$. If $FT(G) \leq D(G)$, the deadline is met. The calculation of $FT(T_i)$ will be detailed in Section 3.

Secondly, $R(G)$ denotes the reliability threshold. Given that the reliability of the application is the product of the reliability of each task, we have $R(G) = \prod_{i \in V} R(T_i)$, where $R(T_i)$ is the reliability threshold of task $T_i$. In some settings, the set of all $R(T_i)$ values is given as input, while in some other settings these values are computed from $R(G)$. Now, given the reliability threshold $R(T_i)$ for each task $T_i$, the question is to determine the number of replicas to use, and at which frequency to execute them, so that the threshold $R(T_i)$ is met. Following the literature again, we assume that the first replica of $T_i$ runs at some frequency $f_j$ to be determined by the mapping and scheduling process, and that all the other replicas run at frequency $f_{max}$. This simplifying assumption is not needed for our approach but it avoids the exponential cost of searching for all possible combinations. To fix notations, let $k_{i,f_j}$ be the total number of replicas needed for task $T_i$ when the first replica operates at frequency $f_j$, and let $f(i, j, \alpha)$ be the frequency of replica number $\alpha$ when the first replica runs at $f_j$, so that $f(i, j, 1) = f_j$ and $f(i, j, \alpha) = f_{max}$ for $2 \leq \alpha \leq k_{i,f_j}$. The reliability of replica number $\alpha$ of task $T_i$ is then $R(r^\alpha, f_j) = \exp^{-k(i,j,\alpha)w(i,j,\alpha)}$.

Since a task instance fails only if all its replicas fail, we achieve a reliability $R(r^\alpha, f_j)$ for task $T_i$ where
\[
R(r^\alpha, f_j) = 1 - \prod_{\alpha=1}^{k_{i,f_j}} (1 - R(r^\alpha, f_j))
\] (1)
and we need to enforce that $R(r^\alpha, f_j) \geq R(T_i)$. In the scheduling and mapping phase, we let $f(r^\alpha)$ denote the frequency actually used for replica number $\alpha$ of task $T_i$.

2.5. Energy model

The energy cost of a replica of task $T_i$ at frequency $f_j$ is estimated as the power times its worst-case execution time $w_{i,f_j}$, which is an upper bound for the actual execution. As for the power $P(f_j)$ at frequency $f_j$, we use
\[
P(f_j) = P_{\text{static}} + P_{\text{dyn}}(f_j) = P_{\text{static}} + (P_{\text{indep}} + C \times f_j^3)
\]
where $P_{\text{static}}$ (the static power), $P_{\text{indep}}$ (the frequency independent part of dynamic power) and $C$ (the effective switching capacitance) are system-dependent constants. The energy cost $E(T_i, f_j, 1)$ for the first replica of task $T_i$ at $f_j$ is then: $E(T_i, f_j, 1) = P(f_j) \times w_{i,f_j}$. The final energy cost with $k_{i,f_j}$ replicas is estimated as:
\[
E(T_i, f_j, k_{i,f_j}) = E(T_i, f_j, 1) + (1 - R(r^1, f_j)) \times \sum_{\alpha=2}^{k_{i,f_j}} E(T_i, f_{\text{max}}, 1)
\] (2)
In Equation (2), we assume that there is no overlap between the primary replica (the first replica starting its execution) and the other replicas of a task, while secondary replicas fully overlap. Thus, the estimated energy consumption for a task is the energy consumed by the primary replica plus (in case the primary fails) the energy consumed by all the secondary replicas. Furthermore, each processor always consumes static power when idle (this consumption can be eliminated only by a complete shutdown). Hence, we account for static power whenever the scheduling strategies described below keep some processors idle.

2.6. Optimization Objective

The objective is to determine a set of replicas for each task and their execution frequencies, and to build a static schedule, where the replicas of each task are mapped onto the processors, so that the expected energy consumption is minimized. The constraints are: enforcing all dependencies in the task graph, matching the workflow deadline $D(G)$, and meeting the reliability threshold $R(T_i)$ for each task $T_i$. As already mentioned in the introduction, the expected energy consumption is an average made over all possible execution times randomly drawn from their distributions, and over all failure scenarios (with every component weighted by its probability to occur). An analytical formula is out of reach, and we use Monte-Carlo sampling in the experiments. However, we stress the following two points:

- To guide the design of the heuristics, we use a simplified objective function as described in Equation (2); more precisely, we use WCETs instead of (yet unknown) actual execution times, and we estimate the energy of a task as the sum of the energy of its primary replica plus all its secondary replicas in case the primary replica failed.
- To further complicate matters, the static schedule is dynamically modified on the fly to take into account the actual execution times rather than the WCETs. Also, as soon as one replica of a given task instance completes its execution successfully, all the other replicas of that task instance become redundant and are terminated instantaneously. The scheduler receives a signal from the successful replica and is responsible for both interrupting the other replicas that are currently executing and discarding any additional replica that has not started yet [27].

3. Scheduling heuristics

In this section, we describe the heuristics we introduce to solve the tri-criteria optimization problem. We start by outlining some design guidelines, namely, how to prioritize tasks and compute a deadline for each of them (Section 3.1), how to set frequencies to task replicas (Section 3.2), how to map tasks (Section 3.3) and how to partition them into layers (Section 3.4). Then we introduce our basic static scheduling algorithm in Section 3.5, followed by several energy-saving heuristics using DVFS in Section 3.6. Finally the runtime optimization is described in Section 3.7.

3.1. Task deadlines and ordering

From the workflow deadline $D(G)$ we derive a deadline $D(T_i)$ for each task $T_i$. When deriving task deadlines, we conservatively assume that all communications take place (which is
similar to HEFT assumptions [7]). Consequently, if each task satisfies its deadline, the schedule is valid. We then have:

\[
\mathcal{D}(T_i) = \begin{cases} 
\mathcal{D}(G) & \text{if } \text{succ}(T_i) = \emptyset \\
\min_{T_j \in \text{succ}(T_i)} \mathcal{D}(T_j) - w_j - c_{i,j} & \text{otherwise}
\end{cases}
\]  

(3)

List-based schedules require tasks to be prioritized. We order tasks by non-increasing bottom-levels. The bottom-level \(bl(T_i)\) of a task \(T_i\) is the length of a critical path starting from \(T_i\) if all communications take place:

\[
bl(T_i) = w_i + \max_{T_j \in \text{succ}(T_i)} (c_{i,j} + bl(T_j))
\]

(4)

3.2. Replicas

For saving energy, we use DVFS and decrease the frequency of replicas. We decide that only the frequency of primary replicas may be modified (and, thus, may be lower than \(f_{\text{max}}\)), while all secondary replicas are executed at \(f_{\text{max}}\). Running all secondary replicas at \(f_{\text{max}}\) decreases the pressure on the schedule. This assumption should not significantly impact the energy consumption because we expect that most secondary replicas will not be executed in actual failure-free execution scenarios.

As we decrease the frequency of a primary replica, we may need to add an additional secondary replica to satisfy the reliability threshold. Indeed, let us assume that we need \(r\) replicas to satisfy the reliability threshold for task \(T_i\) when all replicas (including the primary) are executed at \(f_{\text{max}}\). Then a primary replica at \(f_{\text{min}}\) and \(r\) secondary replicas at \(f_{\text{max}}\) satisfy the reliability threshold as \(\mathcal{R}(T_i) \leq 1 - \Pi_{\alpha=1}^r (1 - R(r_i^\alpha, f_{\text{max}})) < 1 - (1 - R(r_i^1, f_{\text{min}})) \times \Pi_{\alpha=1}^r (1 - R(r_i^\alpha, f_{\text{max}}))\).

3.3. Task Mapping

To schedule replicas we follow an earliest starting time policy, i.e., we map each replica on a processor that will start its execution at the earliest (breaking ties arbitrarily). In the static scheduling phase, each task should wait for the completion of all the replicas of all of its predecessors before starting its execution. This is because we do not know which replicas of the predecessors will be successful, and we must consider the worst case.

We now describe how to compute the start time \(ST\) and the finish time \(FT\) of each replica. Let \(\text{EST}(r, p)\) denote the earliest time at which the replica \(r\) could start on processor \(p\), and let \(P(r)\) denote the processor that will execute \(r\). By definition of the earliest starting time policy, we have

\[
P(r) = \arg \min_{p \in \mathcal{P}} \text{EST}(r, p)
\]

(5)

and

\[
ST(r) = \text{EST}(r, P(r)),
\]

(6)

where

\[
\text{EST}(r_i^\alpha, p) = \max \left\{ \max_{T_j \in \text{prec}(T_i)} FT(r_j^\beta, p) + c(r_i^\alpha, r_j^\beta), \text{ready}(p) \right\}
\]

(8)
with

\[ c(r^\alpha_i, r^\beta_j) = \begin{cases} 0 & \text{if } P(r^\alpha_i) = P(r^\beta_j) \\ c_{ij} & \text{otherwise} \end{cases} \]

Here \( \text{ready}(p) \) denotes the time at which processor \( p \) is available, according to the mapping and scheduling decisions previously taken. \( \text{rep\_num}(T) \) denotes the number of replicas for task \( T \). We will later detail its computation.

We map each replica while ensuring that no two replicas of the same task are assigned on the same processor. This is implicit in Equation (5): the \( \arg\min \) is computed over all processors on which a replica of the same task as \( r \) has not already been mapped. Finally, we derive the completion time of each replica as

\[ FT(r^\alpha_i) = ST(r^\alpha_i) + w_{i,f(r^\alpha_i)} \] (7)

### 3.4. Task layers

Tasks are partitioned into layers and we will use a layer by layer approach to map and schedule replicas. A task layer is a set of tasks which are mutually independent. Because there is no dependence between any two tasks belonging to the same layer, we can schedule all their replicas in any order. For any task \( T \), \( L(T) \) is the integer index denoting its layer. The layer index of exit tasks is equal to 1, and layers are numbered in reverse topological order. Formally:

\[ L(T_i) = \begin{cases} 1 + \max_{T_j \in \text{succ}(T_i)} L(T_j) & \text{if } \text{succ}(T_i) \neq \emptyset, \\ 1 & \text{if } \text{succ}(T_i) = \emptyset \end{cases} \] (8)

With the layer by layer approach, we first map one replica of each task in the layer \( L \) considered, and we tag them as the primary replicas of the tasks in \( L \). All (possibly) remaining replicas for the tasks in \( L \) will be secondary replicas. We then map a first secondary replica of each task in \( L \), then a second secondary replica, and so on. The aim of this approach is to reduce the overlapping of replicas of the same task.

### 3.5. The BasicLayer algorithm

Initially, the task graph \( G \) is scheduled with the BasicLayer algorithm (Algorithm 1). The aim of BasicLayer is only to build a valid schedule, which will later be optimized. Therefore, BasicLayer does not use DVFS, which means all tasks are mapped with frequency \( f_{\text{max}} \). BasicLayer first computes the bottom-level, deadline, and layer index of each task (Lines 2 to 4). Then BasicLayer sorts tasks in list \( \text{TaskList} \), which includes all tasks in the task graph \( G \) sorted by non-decreasing bottom-level (Line 5). Then it builds a set of tasks that are in the same layer (Lines 7 to 10). We get the layer identifier from the top task of \( \text{TaskList} \) (Line 7), then move the top task and other tasks with the same layer identifier to \( \text{TasksInLayer} \) (Lines 8 to 10). In line 11, BasicLayer tries to map tasks in this set first using a layer by layer approach (Algorithm 2). If Algorithm 2 fails, BasicLayer maps those tasks using a task by task approach (Algorithm 3 called on line 13). If Algorithm 3 succeeds, BasicLayer moves to the scheduling of the next layer. Otherwise, when even the task-by-task approach failed, the whole schedule is cleared (Line 15), and the whole graph is rescheduled using only the task-by-task approach (Line 16). If this last attempt also fails, we report a failure of the BasicLayer algorithm, meaning that we are not able to find a feasible schedule of \( G \).

Algorithm 2 is an algorithm to map and schedule the replicas of a given layer in a layer-by-layer approach. In Line 2, we first compute the number of replicas for each task in \( \text{TasksInLayer} \)
Algorithm 1: The BasicLayer algorithm

Input: A graph $G = (V,E)$, the set $F$ of possible frequencies, the reliability threshold $\mathcal{R}(T_i)$ for each task $T_i$, the deadline $D(G)$

1. for $T_i \in V$ do
2.   Compute $bl(T_i)$ using Equation (4)
3.   Compute $D(T_i)$ using Equation (3)
4.   Compute $L(T_i)$ using Equation (8)
5. Populate a list TaskList containing all tasks sorted by non-increasing bottom-level
6. while TaskList $\neq \emptyset$ do
7.   LayerIdentifier $\leftarrow L(\text{Head(TaskList)})$
8.   TasksInLayer $\leftarrow \{\text{RemoveHead(TaskList)}\}$
9.   while $L(\text{Head(TaskList)}) == \text{LayerIdentifier}$ do
10.   TasksInLayer $\leftarrow$ TasksInLayer $\cup \{\text{RemoveHead(TaskList)}\}$
11.   map the tasks in TasksInLayer using Algorithm 2
12. if not feasible then
13.   map the tasks in TasksInLayer using Algorithm 3
14. if not feasible then
15.   clear the whole schedule
16.   reschedule application $G$, while only using Algorithm 3 to map each task
17. if not feasible then
18.   return failure to build a schedule
19. else
20.   return schedule
21. return schedule
Algorithm 2: Replica mapping (layer by layer)

Input: The set of tasks TasksInLayer, the reliability threshold $\mathcal{R}(T_i)$ and the deadline $\mathcal{D}(T_i)$ for each task $T_i$ in TasksInLayer, the schedule built so far

1 for $T_i \in$ TasksInLayer do
2 \hspace{1em} rep\_num($T_i$) $\leftarrow$ $k_{i,f_{\text{max}}}$
3 \hspace{1em} Compute $ST(r^1_i)$ using Equation (6)
4 max\_rep\_num $\leftarrow$ $\max_{T_i \in \text{TasksInLayer}} \text{rep\_num}(T_i)$
5 for $k = 2$ to max\_rep\_num do
6 \hspace{1em} for $T_i \in$ TasksInLayer do
7 \hspace{2em} if $\text{rep\_num}(T_i) \leq k$ then Compute $ST(r^k_i)$ using Equation (6)
8 \hspace{1em} for $T_i \in$ TasksInLayer do
9 \hspace{2em} $FT(T_i) \leftarrow \max_{1 \leq k \leq \text{rep\_num}(T_i)} FT(r^k_i)$
10 \hspace{2em} if $FT(T_i) > \mathcal{D}(T_i)$ then return not feasible
11 return the schedule built so far

under the assumption that the frequency of each primary replica is $f_{\text{max}}$ (recall that secondary replicas are always executed at $f_{\text{max}}$). Then we map the primary replica of each task (Line 3). Note that we use $r^1_i$ to denote the primary replica of task $T_i$, and $r^\alpha_i$ to represent any secondary replica (when $\alpha > 1$). After mapping all primary replicas in the layer, we map all secondary replicas in a layer-by-layer manner, which means we map a first secondary replica for each task, then a second secondary replica, and so on (Lines 5 to 7). Finally, we compute the completion time of each task (Line 9) and check whether any task exceeds its deadline (Line 10). If this is the case, we return not feasible, otherwise we return the partial schedule built so far.

For the task-by-task mapping of replicas (Algorithm 3), we iteratively schedule each task in TasksInLayer according to the task priority order. For any given task, we first compute its number of replicas with the same assumption as for Algorithm 2 (Line 2). Then we map its primary replica and each of its secondary replicas (Line 3). Finally, we compute its completion time (Line 4), and check whether it exceeds its deadline (Line 5). If this is the case, we return not feasible, otherwise, we return the partial schedule built so far.

Algorithm 3: Replica mapping (task by task)

Input: The set of tasks TasksInLayer, the reliability threshold $\mathcal{R}(T_i)$ and the deadline $\mathcal{D}(T_i)$ for each task $T_i$ in TasksInLayer, the schedule built so far

1 for $T_i \in$ TasksInLayer do
2 \hspace{1em} rep\_num($T_i$) $\leftarrow$ $k_{i,f_{\text{max}}}$
3 \hspace{1em} for $1 \leq k \leq \text{rep\_num}(T_i)$ do Compute $ST(r^k_i)$ using Equation (6)
4 \hspace{1em} $FT(T_i) \leftarrow \max_{1 \leq k \leq \text{rep\_num}(T_i)} FT(r^k_i)$
5 \hspace{1em} if $FT(T_i) > \mathcal{D}(T_i)$ then return not feasible
6 return the schedule built so far
3.6. Energy-saving heuristics

Recall that BasicLayer does not use DVFS to save energy. Therefore, after successfully building an initial solution where all replicas are run at \( f_{\text{max}} \), we use some heuristics to lower the frequency of primary replicas in order to save energy. However, as already stated in Section 3.2, when the frequency of a primary replica decreases, we may need to add one additional replica. Adding some extra replicas may prevent the workflow to be scheduled under the deadline and reliability constraints. Hence, it is very important to choose which tasks can have an additional replica, and which cannot. We propose several heuristics to choose which tasks will be granted an additional replica while ensuring the application can still be scheduled:

- **MinRepNumber**: No task is allowed to have an additional replica (this is the baseline).
- **TaskSize**: In each layer, tasks are sorted by non-increasing WCETs. This is because tasks with longer execution time consume more energy. Higher priority will give more freedom to those tasks to decrease their frequencies as low as possible. Following this order, we consider the tasks one by one. Each task can have an additional replica provided that a valid schedule can still be built.
- **LayerSize**: We define the WCET of a layer as the sum of the WCETs of its constituting tasks. LayerSize sorts layers by non-increasing WCETs and processes them in this order. When processing a layer \( L \), it checks whether all tasks in \( L \) can be granted an additional replica. If so, one replica is added for each task in \( L \), otherwise none of the tasks in \( L \) is allowed an additional replica.
- **TopoLayerSize**: This heuristic works as LayerSize except that after processing a layer \( L \), it goes directly to processing the next layer in the sorted list whose layer index is larger than that of \( L \). In other words, LayerSize does not process all layers but only a topologically ordered subset of them.

The next heuristic proceeds differently: rather than starting with BasicLayer, it tries to use DVFS from the start in an aggressive way:

- **OptFrequency**: For each layer, OptFrequency maps and schedules each primary replica using the frequency minimizing the energy consumption as expressed by Equation (2). If the global deadline is not satisfied, the solution of BasicLayer is used as is.

After deciding which tasks can have an additional replica, we use Algorithm 4 to adjust the frequency of primary replicas and the scheduling of all replicas. The aim of the latter type of modification is to reduce the overlap between the execution of a primary replica and that of the secondary replicas of the same task. In the BasicLayer algorithm, we map each replica as early as possible. Hence, it may contain some slack with respect to deadlines at the end of the schedule. We use this slack to postpone the execution of some replicas or to adjust the frequency of some primary replicas. Firstly, we consider the tasks in an order reverse from that of BasicLayer (Line 1), which means considering tasks starting from the end of the schedule. Then, we build at Line 5 the layer containing the first task, exactly as we did in Lines 7–10 of Algorithm 1. We delay the start of each secondary replica as much as possible. For a secondary replica (Lines 7 to 14), we compute its latest possible completion time according to its deadline and to the earliest start time of its successors (Line 8). We then optimize the schedule to minimize the overlap between the different secondary replicas of the same task (Line 9), while forbidding any of them
Algorithm 4: Schedule optimization

**Input:** The base schedule S, the Graph G = (V,E)

1. Sort the tasks in a list TaskList by non-decreasing bottom-levels
2. has\_changed ← true
3. while has\_changed do
4. has\_changed ← false
5. TasksInLayer ← ExtractFirstLayer(TaskList)
6. for \( T_i \in \text{TasksInLayer} \) do
7. for \( 2 \leq k \leq \text{rep\_num}(T_i) \) do
8. \( \text{newFT}(r_{ki}) \leftarrow \min \left\{ \mathcal{D}(T_i), \min_{T_j \in \text{succ}(T_i)} \mathcal{ST}(T_j) - c_{i,j} \right\} \)
9. Minimize the overlap between replicas of \( T_i \)
10. for \( 2 \leq k \leq \text{rep\_num}(T_i) \) do
11. if \( \text{newFT}(r_{ki}) > \text{FT}(r_{ki}) \) then
12. \( \text{FT}(r_{ki}) \leftarrow \text{newFT}(r_{ki}) \)
13. \( \text{has\_changed} ← \text{true} \)
14. \( \text{ST}(r_{ki}) \leftarrow \text{FT}(r_{ki}) - w_{i,f_{max}} \)
15. for \( T_i \in \text{TasksInLayer} \) do
16. \( \text{newFT}(r_{i1}) \leftarrow \min \left\{ \mathcal{D}(T_i), \min_{2 \leq k \leq \text{rep\_num}(T_i)} \mathcal{ST}(r_{ki}) \right\} \)
17. if \( \text{FT}(r_{i1}) < \text{newFT}(r_{i1}) \) then
18. decrease \( r_{i1} \) frequency as much as possible while satisfying
19. \( \text{FT}(r_{i1}) \leq \text{newFT}(r_{i1}) \) and \( k_{i,f_{i1}} \leq \text{rep\_num}(T_i) \)
20. \( \text{FT}(r_{i1}) \leftarrow \text{newFT}(r_{i1}) \)
21. \( \text{ST}(r_{i1}) \leftarrow \text{FT}(r_{i1}) - w_{i,f_{i1}} \)
22. if \( \text{rep\_num}(T_i) > k_{i,f_{i1}} \) then delete one secondary replica of \( T_i \)

We now detail the complexity of our approach. Recall that \( n \) is the number of tasks, and...
\( M = |\mathcal{P}| \) is the number of processors. In Algorithm 1, Line 5 sorts the \( n \) tasks in time \( O(n \log(n)) \); the maximum number of iterations of the loop Line 6 is \( n \), and each task has at most \( M \) replicas, hence the complexity of the loop is \( O(nM) \). Thus the time complexity of Algorithm 1 is \( O(n \max(n, M)) \). In Algorithm 4, each task has an additional replica in the worst case, hence the number of iterations for the loops of Lines 6 and 15 is at most \( n \); the number of iterations of the loop in Line 7 is at most \( M \); then in, for each of the \( O(nM) \) iterations overall, only one additional replica is deleted in the worst case, so we are going to repeat this big loop at most \( n \) times. Therefore the time complexity of Algorithm 4 is \( O(n^2M) \). This low complexity shows that our approach has a great potential for dealing with a large number of tasks (see also reports on actual execution times in Section 4.4).

3.7. Runtime optimization

In all executions of the heuristics, the successful execution of a replica leads to the immediate cancellation of all other replicas of the same task instance. This is a crucial source of energy saving. Furthermore, the actual execution times of replicas are usually shorter than their WCETs. Therefore, when one replica completes, we have some additional slack to adjust the schedule of other (unfinished) replicas, in order to save energy.

In the actual execution, when one replica completes, we adjust the scheduling of the first unfinished replica of each processor. For each unfinished replica, if there exists another replica of the same task instance that has successfully completed, it is immediately canceled. Otherwise, this replica is processed as early as possible, while satisfying precedence constraints and while not increasing its overlap with other unfinished replicas of the same task instance.

4. Performance evaluation

In this section, we present simulation results to evaluate the performance of our strategies compared to two state-of-the-art competitor approaches, OEA and MILP. In Section 4.1, we introduce both competitors and explain how we have extended them; we also present a baseline approach, QFEC, which we use for reference. In Section 4.2, we describe the parameters and settings used for the experimental campaign and in Section 4.3 we discuss the limitations of MILP. Finally, we present the results in Section 4.4.

4.1. Comparing Methods

We compare our five heuristics (MinRepNumber, TaskSize, LayerSize, TopoLayerSize, and OptFrequency) with one baseline reference, QFEC [28], and two state-of-the-art approaches, OEA [11] and MILP [12].

Baseline QFEC. Some related heuristics have been designed in the book [28]. Chapter 2 of [28] introduces heuristics for the bi-criteria problem (energy, makespan) while chapter 3 deals with another bi-criteria problem (reliability, makespan). Both chapters target heterogeneous platforms. In this work, we have extended the heuristic QFEC of chapter 3 in [28] to address the tri-criteria problem and used it as a baseline for performance comparison. In our extension of QFEC, all replicas are assigned the highest frequency, and their number is computed so as to match the reliability threshold. The scheduling and mapping obey the HEFT priority and assignment rules [7]. This QFEC extension is used as a reference to report the energy savings of the other heuristics.
OEA. The OEA heuristic [11] minimizes the energy consumption while satisfying the reliability requirement, but only considers low reliability thresholds for which additional replicas are not needed: using only one instance of each task is assumed to be enough to match the reliability threshold. The general OEA heuristic targets heterogeneous platforms; for homogeneous platforms, the same frequency is assigned to all tasks. A major difference is that the mapping of tasks to processors is assumed to be given in OEA; computing a mapping is achieved by the ODS heuristic [11], which differs from HEFT in that priority is given to tasks with high out-degree. The intuition is that the scheduling of a task is more urgent if it has many successors. We have extended OEA with replicas to match arbitrary reliability thresholds as follows: all primary replicas are assigned the same frequency \( f \), and all secondary replicas are assigned \( f_{\text{max}} \); we iteratively find the smallest primary replica frequency \( f \) (and the corresponding replica number) that can meet the reliability and deadline constraints using HEFT to allocate each replica: this leads to the HEFT-OEA heuristic. We have also designed a similar extension to deal with replicas, but keeping the original ODS scheduling instead of using HEFT: this leads to the ODS-OEA heuristic. After these phases, we use Algorithm 4 to decrease the overlap between primary and secondary replicas. Altogether, we have designed two optimized extended version of OEA, one with traditional HEFT scheduling (HefT-OEA) and one with the ODS priority scheduling (ODS-OEA).

MILP. The MILP heuristic [12] presents a Mixed Integer Linear Program (MILP) to deal with the same tri-criteria problem as in this paper (in the variant which considers task-level DVFS giving rise to the RAFTM-TL linear program; the other variants being less general). Hence, this is the closest related work to our approach. However, MILP does not take communication costs into account and is limited by design to have at most two replicas per task; hence, it cannot match high reliability thresholds that require three or more replicas.

We first comment on the objective function of MILP. Then we show how to modify MILP to obtain a new version, called EMIHILP, which does not have its limitations. The objective of MILP is to minimize the energy consumption. The formula used to estimate the energy consumption (Equation (10) of [12]) assumes that if a task has two replicas, then both are fully executed. This is a conservative, and thus pessimistic, assumption: if the primary replica completes successfully, and the two replicas do not overlap, the secondary replica does not need to be launched and its energy consumption is then null. Our own objective function in Equation (2) accounts for the possibility that a primary replica completes successfully, and is optimistic since it assumes that the secondary replicas of a task do not overlap with the primary replica. However, we fix the frequency of secondary replicas at \( f_{\text{max}} \) (to simplify the problem) while MILP is free to chose any frequency.

To take communications into account in MILP, we need to modify Equation (8) of [12] which enforces task dependencies. To the right-hand side of this equation we add the term

\[
 c_{ij}(1 - w_{ij} - w_{ji}).
\]

where \( w_{ij} \) is a binary variable equal to 1 if and only if the \( i \)-th task is executed before the \( j \)-th task and on the same processor. Indeed, if tasks \( i \) and \( j \) are both mapped on the same processor no communication cost should be paid and exactly one of the two binary variables \( w_{ij} \) and \( w_{ji} \) is equal to 1 while the other one is 0. Otherwise \( w_{ij} = w_{ji} = 0 \) and the communication cost must be paid.

We now show how to extend Equation (2) of [12] to enable a number \( N \) of secondary replicas for each task. Let \( \sigma_{kN+i} \) be the binary variable indicating whether there is a need for \( k+1 \) replicas.
Table 2: Comparison of the capabilities of the different heuristics: maximum allowed number of replicas per task; whether DVFS is used or all replicas are executed at $f_{max}$; whether communication costs are taken into account.

<table>
<thead>
<tr>
<th></th>
<th>MILP</th>
<th>ExtMILP</th>
<th>OEA</th>
<th>Heff-OEA and ODS-OEA</th>
<th>QFEC</th>
<th>Our methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of replicas</td>
<td>≤ 2</td>
<td>arbitrary</td>
<td>1</td>
<td>arbitrary</td>
<td>arbitrary</td>
<td>arbitrary</td>
</tr>
<tr>
<td>DVFS</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Communication cost</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

for task $i$ (hence, $k$ secondary replicas). We have the constraint: $\sigma_{(k+1)N+i} \leq \sigma_{kN+i}$, because there is no need for a $(k+1)$-th secondary replica if there is no need for a $k$-th one. Let $R^d_i$ be the reliability obtained using the primary replica and the first $k$ secondary replicas for task $i$. There is a need for a $(k+1)$-th secondary replica only if $k$ secondary replicas do not provide the required level of reliability. Hence, $R^d_i > R^k_i$ implies $\sigma_{(k+1)N+i} = 1$. Therefore, the equation generalizing Equation (2) of [12] is:

$$\delta_i - (1 + \delta_i)\sigma_{(k+1)N+i} \leq R^d_i - R^0_i \leq 1 - \sigma_{(k+1)N+i}.$$ 

These inequalities are not linear because of the definition of $R^k_i$:

$$R^k_i = (1 - \sigma_{kN+i})R^{k-1}_i + \sigma_{kN+i} \left( 1 - \prod_{j=0}^{k-1} (1 - r_{jN+i}) \right)$$

where $r_{jN+i}$ is the reliability of the $j$-th replica, i.e., using the notations of [12]:

$$r_{jN+i} = \sum_{l \in L} s_{jN+i}e^{-\phi_i(f_l)}.$$ 

Hence, the formula of $R^k_i$ is a polynomial of degree $k + 1$ in the binary variables $s_{jN+i}$, which can easily be linearized using classical methods [29].

**Comparison fairness.** We point out that all energy-aware heuristics discussed in this section (Heff-OEA, ODS-OEA, ExtMILP) were originally designed to solve problem instances with low reliability thresholds: there is a single replica per task in OEA, and only two replicas per task in MILP. The heuristics introduced in this work are the first ones that can solve arbitrary instances of the tri-criteria problem. We have extended OEA to deal with replicas and MILP to use an arbitrary number of replicas and to take communication costs into account. We have optimized their runtime executions in the same way as our own heuristics. Table 2 details the different capabilities of the methods. We will see in Section 4.4 that solving ExtMILP with only two replicas is already very slow. Therefore we report results for ExtMILP for low reliability scenarios requiring, most of the times, only two replicas.

### 4.2. Experimental methodology

We validate our methods on a comprehensive set of parameters that we detail below. In the simulations, we set $M = 8$ cores as default. Interested readers could run experiments with different settings using our discrete simulator which is publicly available online [30].

**Fault rates.** Let $\lambda_0$ denote the fault rate at frequency $f_{max}$. Then the fault rate at frequency $f_i$ is given by the formula used in [15, 16, 18, 19]: $\lambda(f_i) = \lambda_0 \times \exp^{d_i f} \times \exp^{-d_i f_{max}}$, where $d$ is the sensitivity
factor; \( d \) is a measure of how quickly the transient fault rate increases when the system supply voltage and frequency are scaled. Following [27], we assume that the transient error arrival rate at \( f_{\text{max}} \) is \( \lambda_0 = 10^{-6} \) and the system sensitivity factor is \( d = 4 \).

**Frequency sets.** We have 4 sets of frequencies. Due to space limitation, the plots in Section 4.4 are for a 5-level frequency set which is taken from a real microprocessor [31] and whose (normalized) values are \( f_1 = [1.0, 0.8, 0.6, 0.4, 0.15] \). We also validate our methods on two other real frequency sets, \( f_3 = [1.0, 0.86, 0.71, 0.57, 0.46, 0.32, 0.21] \) and \( f_4 = [1.0, 0.844, 0.750, 0.633, 0.562, 0.50, 0.421, 0.375, 0.316, 0.281, 0.250, 0.211] \). Following [27], we assume that the transient error arrival rate is drawn uniformly and randomly in the interval [0, 10].

**WCETs and task execution times.** To be close to real application cases, we let WCETs obey a randomized speedup function similar to Amdahl’s law: specifically for task \( T_i \) at frequency \( f_j \), the WCET is \( w_{i,f_j} = s_i w_i + (1 - s_i) \frac{w_i}{f_j} \), where the sequential fraction \( s_i \) is drawn uniformly and randomly in the interval [0.1, 0.3]. Actual task execution times for each task may have different probability distributions. In the experiments, we consider that the actual execution time is between a best case (BC) and a worst case (WC) execution time and is determined by a normal distribution or by a uniform distribution. The mean and the standard deviation of the normal distribution are set to \((BC + WC)/2\) and \((BC - WC)/6\), respectively, as in [27]. Moreover, we varied the BC/WC ratio from 0.1 to 0.9 by step of 0.1 to model different workload variability settings.

**Power.** The static power and the frequency-independent part of the dynamic power are set to 5\% and 15\% respectively, of the maximum frequency-dependent power consumption with \( C = 1 \).

**Workflows.** We consider 12 workflows, including 9 workflows (with 300 tasks) from real-world applications, namely Genome, BLAST, BWA, Cycles, Epigenomics, Montage, Seismology, SoyKB and SRAsearch generated by the Pegasus Workflow Generator (PWG) [34, 35, 36], as well as the 3 most classical factorization algorithms of a \( k \times k \) tiled matrix (LU, QR, and Cholesky) [37]. For each factorization, we perform experiments with \( k = 15 \) with up to 1240 tasks. The number of vertices in the DAG depends on \( k \) as follows: the Cholesky DAG has \( \frac{1}{2}k^3 + O(k^2) \) tasks, while the LU and QR DAGs have \( \frac{5}{2}k^3 + O(k^2) \) tasks. The task weights (WCETs) and file sizes of Pegasus workflows are generated by PWG, and those for the numerical kernels correspond to the number of floating-point operations and communication volumes according to [38]. The actual execution time (at \( f_{\text{max}} \)) of each task instance of a task \( T_i \) is randomly generated from a uniform distribution or a normal distribution see details in Section 4.4.

**Reliability threshold.** We first compute the reliability of the whole workflow when there is a single replica per task running at \( f_{\text{max}} \): \( R(G) = \prod_{i=1}^{n} \mathcal{R}(f_{\text{max}}) \). This will give us a corresponding probability of failure \( F = 1 - R(G) \). Then we consider three reliability thresholds \( \mathcal{R}(G) \) chosen as \( 1 - F, 1 - \frac{F}{10} \) and \( 1 - \frac{F}{100} \). Thus, the reliability thresholds vary from one workflow to another. To compute the reliability threshold \( \mathcal{R}(T_i) \) for each task \( T_i \), we let \( \mathcal{R}(T_i) = \sqrt[100]{\mathcal{R}(G)} \), where \( n \) is the number of tasks in the workflow.

**Communication-to-Computation Ratio (CCR).** An important factor that influences the performance of scheduling strategies is the data-intensiveness of the application. We define the Communication-to-Computation Ratio (CCR) as the time \( \tau \) needed to store all the files handled by a workflow (input, output, and intermediate files) divided by the time \( T \) needed to perform all the computations of that workflow on a single processor. Here \( \tau \) is simply the sum \( S \) of all communication sizes (in bytes) divided by the bandwidth \( b \), and \( T \) is the sum of all WCETs (in
seconds). In other words, the CCR is

\[ c = \frac{S}{b T} \]  \hspace{1cm} (9)

We consider 3 CCR values namely \( c = 1 \), \( c = 0.1 \) and \( c = 0.01 \). Given the value \( c \) of the CCR, we generate the value of the communication time \( c_{i,j} \) as the size \( s_{i,j} \) of the file communicated from \( T_i \) to \( T_j \) divided by the bandwidth \( b = \frac{1}{c} \) computed from Equation (9). When not specified otherwise, we report performance for the case \( c = 1 \). Again, the complete set of experimental results is available at [33].

**Deadlines.** We set five deadlines for each workflow: tightest, tight, medium, relatively loose, and loose. To calculate the tightest deadline \( d_1 \), we take the makespan when scheduling the workflow with HEFT with a single replica per task running at \( f_{max} \). Then the loose deadline is \( d_5 = 10 \times d_1 \) and the other deadlines are at \( \frac{1}{4}d_1 \), \( \frac{1}{2}d_1 \), and \( \frac{3}{4}d_1 \) of the interval \((d_1,d_5)\) respectively.

### 4.3. Limitations of MILP

The time complexity of the MILP method is quite large: in [12], the authors of MILP report execution times for MILP ranging from 3 seconds to more than 300 seconds, with a median at 150 seconds, for a task graph only containing a total of 20 replicas (hence, for a workflow containing at most 10 tasks when each task has a second replica). They do not report execution times for workflows containing a total of 30 tasks and replicas (the largest workflows considered in [12]). We have extended MILP to ExtMILP as detailed in Section 4.1. In the simulations involving ExtMILP, there are three differences from the general setting: (i) we only consider the 8 workflows from the Pegasus suite that could generate graphs with 10 to 70 tasks (for instance, the Montage workflow has a minimal task number of 133 and is not considered); (ii) we consider three relatively low reliability thresholds 0.9, 0.93, and 0.96, that is, reliability thresholds which are chosen sufficiently large to have a good chance to be achievable with only two replicas per task; and (iii) we set a timeout of 600 seconds for ExtMILP (if, after 600 seconds ExtMILP has not been able to find an optimal solution, it will report the best feasible solution found so far, if it was able to find at least one). By construction of ExtMILP, the maximum number of replica per task is hard-coded in the linear program. However, the larger the number of replicas, the larger the running time of ExtMILP. Therefore, in the evaluation we first run ExtMILP with a maximum of two replicas per task. If ExtMILP answers that no solution exists, it is then run with a maximum of three replicas per task, and so on, until it finds a solution or the allowed time is exceeded.

### 4.4. Results

We designed a discrete event simulator which is publicly available online [30] with all experimental data. Interested readers could run experiments with different settings, e.g., different numbers of cores, different workflow sizes, etc. Due to space limitations we only present a subset of our results: all results are available in the companion research report [33]. The performance reported on Figure 1 and on Figures 4 through 7 is based on the first frequency set and a generation of actual execution times that uses a uniform distribution and a \( BC/WC \) ratio equal to 0.8. On Figure 1 and on Figures 4 through 7, the x-axis is the deadline of the application (from tightest to loosest), and the y-axis displays the ratio of the energy cost of the studied heuristic with respect to the energy cost of QFEC; hence, the lower the better. All energy costs are evaluated using the actual execution times of tasks (and not their WCETs).
Table 3: Type of the solution found by MILP with a reliability threshold of 0.96.

<table>
<thead>
<tr>
<th>workflow</th>
<th>number of tasks</th>
<th>deadline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tightest</td>
<td>tight</td>
</tr>
<tr>
<td>BLAST</td>
<td>20</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>No Result</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>No Result</td>
</tr>
<tr>
<td>BWA</td>
<td>20</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>No Result</td>
</tr>
<tr>
<td>Cycles</td>
<td>20</td>
<td>Optimal</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>No Result</td>
</tr>
<tr>
<td>Epigenomics</td>
<td>20</td>
<td>Optimal</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>No Result</td>
</tr>
<tr>
<td>Genome</td>
<td>20</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>No Result</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>No Result</td>
</tr>
<tr>
<td>Seismology</td>
<td>20</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>No Result</td>
</tr>
<tr>
<td>SoyKB</td>
<td>20 (3 replicas per task)</td>
<td>Optimal</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>No Result</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>No Result</td>
</tr>
<tr>
<td>SRASearch</td>
<td>20</td>
<td>Suboptimal</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>No Result</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>No Result</td>
</tr>
</tbody>
</table>

On graphs which display box plots, each box ranges from the 25th percentile to the 75th, and the horizontal line inside a box marks the average performance. The whiskers explicit the whole range of achieved performance from the best to the worst one.

ExtrMILP experiments. In Table 3 we report the type of the solution found by ExtrMILP: “Optimal” means that ExtrMILP found an optimal solution; “Suboptimal” means that ExtrMILP only found a feasible solution within the allocated 600 seconds, but not an optimal one; “No Result” means that ExtrMILP was not able to find a single feasible solution in 600 seconds. Table 3 shows that as the number of tasks increases, ExtrMILP requires more time to obtain the optimal solution. Hence, the quality of the solution found by ExtrMILP decreases as the number of tasks increases, moving from an optimal solution, to a feasible solution (without any guarantee on its quality), to no solution at all. Therefore, in our simulations including ExtrMILP we set the task size of the considered workflows from 10 to 70.

Figure 1 displays the relative performance of ExtrMILP and of the other heuristics for the SRASearch workflow with 20 tasks. This figure shows that when the deadline becomes larger (and thus looser), our methods (e.g., TaskSize, LayerSize) perform (generally) better than ExtrMILP. Indeed, with larger deadlines, there is more scheduling freedom and it becomes possible to decrease the overlap between the replicas of the same job. Such a strategy leads to a significant reduction of the energy consumption and explains why our heuristics outperform ExtrMILP. Furthermore, when the reliability increases our heuristics outperform ExtrMILP for tighter deadlines.

One can check in Figure 2 that this conclusion about the impact of the tightness of deadlines is general. For the tightest deadlines, ExtrMILP achieves a performance similar to those of the best competitors. However, for looser deadlines our methods are significantly outperforming it.
Figure 1: Assessing the performance of ExtMILP on the SRASearch workflow (with 20 tasks) under the frequency set $f_1$, a CCR of 1.0, and when actual execution times are generated with a uniform distribution and a $BC/WC$ ratio of 0.8.

Figure 2: Comparing the performance of ExtMILP and of the other heuristics over all parameter settings as a function of the deadline tightness.

Figure 3: Comparing the performance of ExtMILP and of the other heuristics over all parameter settings as a function of the workflow.
Figure 3 aggregates the statistics over the performance of all heuristics over all parameter settings as a function of the considered workflow. ExtMILP achieves good to very good performance for three of these workflows (Genome, Cycles and Seismology), passable performance for one of them (BWA), and very bad performance for the remaining 4 workflows (BLAST, Epigenomics, SoyKB, SRASeach). This confirms that even for small workflows ExtMILP is not the heuristic of choice.

In fact, ExtMILP achieves the best performance only when the deadline is very tight or the reliability threshold is very low. This may surprise the reader as ExtMILP is designed to obtain an optimal solution. This is due to the choice of the objective function of ExtMILP. As we explained in Section 4.1, ExtMILP uses a pessimistic approximation to evaluate the energy consumption of a solution while our heuristics work with an optimistic one. The fundamental problem is the complexity of the evaluation of the energy consumption of a solution, mainly because of the potential overlapping of the different replicas of a single task.

General experiments: study of particular instances. We start by considering a set of well-chosen experiments (Figures 4 to 7) to assess some of the features of the proposed solutions. We move to the whole set of experiments right after this.

Figure 4 reports performance when the reliability is low enough so that each task only requires a single replica. Heft-OEA and ODS-OEA, which were designed for this peculiar case, are nonetheless outperformed by our heuristics, and especially by LayerSize and TaskSize (in this graph Heft-OEA is hidden behind ODS-OEA most of the time). Hence, while our new heuristics were specifically designed to work with any number of replicas, they are already very efficient with a single replica per task.

A major feature of our heuristics is their layer-by-layer approach. We assess the pertinence of this design choice with Figure 5. There, we compare the performance of heuristic TaskSize in its layer-by-layer approach and in a task-by-task version. This figure shows that a layer-by-layer approach reduces energy consumption when the deadline is tight. When the deadline is loose, there is enough scheduling freedom for even a task-by-task approach to avoid the overlapping of primary and secondary replicas. Hence, a layer-by-layer approach cannot lead to additional gains in such a case.

At runtime, we implement the optimization described in Section 3.7. We assess with Figure 6 the impact of this optimization. Once again, when the deadline is tight, this type of optimization can lead to additional gains. The runtime optimization never leads to worse performance, whatever the workflow and the parameter settings [33]; therefore, it should always be used.

Figure 7 reports the performance of the heuristics when the number of cores M varies. We observe on this figure that the number of cores has no significant impact on the relative performance of our heuristics with respect to the competitors, Heft-OEA and ODS-OEA. Again, interested readers can run additional experiments with various settings using [30].

General experiments: synthesis over all parameter settings. Figure 8 presents a synthesis of the performance achieved by each heuristic for each workflow, over the whole set of experiments (for the different frequency sets, reliability thresholds, deadlines, communication-to-computation ratio, maximum BC/WC ratio and the two different distributions used to generate the actual execution times).

It is obvious that Heft-OEA and ODS-OEA achieve rather poor performance overall and for each single workflow, even though they already lead to significant gains with respect to QFEC.
Figure 4: Assessing performance with the Montage workflow when the reliability threshold is very low (a single replica per task is needed) under the frequency set $f_1$, a CCR of 1.0, and when actual execution times are generated with a uniform distribution and a $BC/WC$ ratio of 0.8.

Figure 5: Assessing the impact of the layer-by-layer approach on the Montage workflow under the frequency set $f_1$, a CCR of 1.0, and when actual execution times are generated with a uniform distribution and a $BC/WC$ ratio of 0.8.

Figure 6: Assessing the impact of the runtime optimization on the Cycles workflow under the frequency set $f_1$, a CCR of 1.0, and when actual execution times are generated with a uniform distribution and a $BC/WC$ ratio of 0.8.
This proves the benefit of using DVFS for energy minimization, even if lowering the processor voltage leads to an increase in the fault rate.

MinRepNumber achieves some rather good performance for some of the workflows (typically the three factorization algorithms: LU, QR, and Cholesky) and poor performance for others (BLAST and SRA Search being the worst workflows for MinRepNumber).

OptFrequency achieves better performance than MinRepNumber except for the three factorization algorithms. It even achieves the best performance overall for SoyKB but also has difficulties with the BLAST and SRA Search workflows.

Among the three remaining heuristics, TaskSize achieves slightly lower average performance than TaskSize and TopoLayerSize for workflows Cycles, Epigenomics, Montage, SRA Search and, less significantly, for BWA, QR, and Cholesky. Its average is slightly outperformed for Genome and LU. Even if it achieves worse performance than OptFrequency for SoyKB, the difference of average performance is quite small. On the other hand, TaskSize achieves significantly better average performance than any other heuristic for SRA Search: its 75-th percentile is below the average of any other heuristic. Altogether, TaskSize achieves robust performance overall with very few weak points, and appears as a heuristic of choice. A peculiar case is that of workflow BWA: the 25-th percentile and average performance of TaskSize is better than any other heuristics but its 75-th percentile is extremely large; therefore, even if TaskSize achieves...
Table 4: Statistics over all parameter settings on the amount of energy used by each heuristic expressed as a ratio over the energy used by QFEC (hence, the lower the better). Best, worst and geometric average ratios are reported.

<table>
<thead>
<tr>
<th>LAYER SIZE</th>
<th>TASK SIZE</th>
<th>TOPO LAYER SIZE</th>
<th>OPT FREQUENCY</th>
<th>MIN REP NUMBER</th>
<th>HEFT-OEA</th>
<th>ODS-OEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>0.0430</td>
<td>0.0429</td>
<td>0.0478</td>
<td>0.0502</td>
<td>0.1994</td>
<td>0.2015</td>
</tr>
<tr>
<td>Worst</td>
<td>0.8794</td>
<td>0.9018</td>
<td>0.8770</td>
<td>0.8843</td>
<td>0.9923</td>
<td>0.9923</td>
</tr>
<tr>
<td>Mean</td>
<td>0.1948</td>
<td><strong>0.1721</strong></td>
<td>0.1962</td>
<td>0.2181</td>
<td>0.4410</td>
<td>0.4390</td>
</tr>
</tbody>
</table>

Figure 9: Average performance of the different heuristics for different deadlines over all the parameter settings.

very good average performance on that workflow it often achieves bad performance on it.

On average, LAYER SIZE and TASK SIZE have an average energy gain of 60% over the competitors (HEFT-OEA and ODS-OEA) and save 82% of the energy consumed by QFEC. Figure 9 presents a synthesis of the performance achieved by each heuristic, over the whole set of experiments, depending on the tightness of the deadline. It shows that when the deadline is the tightest, all heuristics achieve similar performance, even if the performance of ODS-OEA and HEFT-OEA is slightly worse than that of the others. But as deadlines grow larger, the differences between heuristics grow larger too. Our heuristics perform far better, and they can save up to 95% of QFEC cost.

Table 4 presents statistics on the energy performance of the different heuristics over all the parameter settings. The performance reported is the energy used by each heuristic expressed as a fraction of the energy used by QFEC. We report the geometric mean (rather than the classical arithmetic mean) because we aggregate ratios and not raw values. Table 4 shows that TASK SIZE achieves the minimum mean energy cost. Its average performance is slightly better than those of LAYER SIZE and TOPO LAYER SIZE. OPT FREQUENCY achieves slightly worse performance, and then MIN REP NUMBER. The performance of both competitors (HEFT-OEA and ODS-OEA) is significantly worse. These overall statistics confirm the previous analyses.

Because QFEC does not use DVFS, the fact that there are heuristics which achieve lower energy usage than QFEC shows that using DVFS enables to decrease energy consumption even if lowering processor voltage increases the fault rate which may lead to additional replicas.

Finally, we timed heuristics TASK SIZE and LAYER SIZE on a subset of the real-world applica-
tions workflows (BWA, Cycles, Epigenomics, Genome), and on the QR factorization algorithm. For the real-world workflows, the running time of both TaskSize and LayerSize was under 0.5 second for workflows comprising 1,000 tasks, and under 31 seconds for 10,000 tasks (with an average at 11 seconds). For QR, their running time was under 0.9s for 1240 tasks, and under 5.2 seconds for 2870 tasks. Hence, TaskSize and LayerSize are both able to process large workflows in a fairly reasonable time. It should be noted that the fastest heuristic depends both upon the workflow and upon its size.

5. Related work

A lot of works focus on this tri-criteria optimization problem (reliability, deadlines, energy), but for independent task sets. Reference [27] proposes both static and dynamic methods to reduce overlapping between replicas, thus minimizing energy consumption. Reference [39] improves the approach of [27] through three steps, and proposes several new scheduling heuristics, which have the best performance under a wide range of scenarios. Reference [40] considers an energy-budget-aware reliability management (enBudRM) method for multi-core embedded systems featuring hybrid energy source, while [41] proposes heuristic-based scheduling techniques to minimize the energy consumption of task executions when errors are absent, and preserves feasibility under the worst case of error occurrences. Reference [42] considers deadline-partition scheduling algorithm for periodic tasks on heterogeneous platforms. Reference [43] presents a low-overhead strategy to reduce energy consumption while enforcing deadlines on heterogeneous platforms. References [44, 45, 46, 47] introduce low-overhead multi-hierarchical heuristics to reduce energy consumption while satisfying temperature constraints for real-time systems.

There are other works that consider managing energy using DVFS for real-time workflows. Reference [48] considers precise scheduling of tasks in a mixed-criticality model. Reference [49] aims to schedule sporadic parallel tasks with deadline constraints while saving energy and proposes a real-time scheduler to solve this problem. Reference [50] considers energy-aware duplication scheduling algorithms for a parallel application on homogeneous systems. Reference [51] presents energy-conscious scheduling to implement joint reduction between the schedule length and energy consumption of a parallel application on heterogeneous systems. Reference [52] investigates the problem of reducing energy consumption with a schedule length constraint for a parallel application on heterogeneous systems by reclaiming the slack time for each task on its fixed assigned processor. Reference [53] also examines the same problem as that reported in [52] by switching off inefficient processors to reduce static energy consumption based on slack time reclamation. The MaxRe [54] and RR [55] algorithms aim at reducing resource consumption while satisfying the reliability goal of a parallel application on heterogeneous systems. However, they only aim to reduce resource consumption cost, which refers to the resource usage of processors when tasks are running.

The works listed above do not consider reliability, but it has been widely proved that DVFS has negative effects on transient failure rates. As a result, it is important to take reliability degradation into consideration while managing energy by DVFS. Reference [56] proposes reliability-aware power management schemes to save energy while guaranteeing a certain level of system reliability on homogeneous multiprocessors. Reference [57] introduces a power-efficient reliability management method through dynamic redundancy and voltage scaling under variations on homogeneous manycore processors. Reference [58] presents an N-modular redundancy (NMR) technique to achieve high reliability with low energy overhead for hard real-time applications on homogeneous multicore processors.
The tri-criteria problem is also studied in [59] but again with major differences: mapping of the tasks onto the processors is assumed to be given, as in [11], and reliability is achieved through re-execution, not replication. Similarly, reference [60] studies the tri-criteria optimization problem with a given mapping on heterogeneous architectures, assuming that the user specifies the maximum number of failures per processor tolerated to satisfy the reliability constraint. Reference [61] addresses the tri-criteria optimization problem by choosing some tasks that have to be re-executed to match the reliability constraint. However, they restrict to the scheduling problem on one single processor, and they consider only the energy consumption of the first execution of a task (best-case scenario) when re-execution is done. Reference [56] studied energy minimization problem for real-time workflows on homogeneous platforms, while reference [62] worked on the same problem on heterogeneous platforms. Both works save energy by scaling down frequencies of selected tasks, and preserve reliability by shared recovery. But they can only guarantee the original reliability level, which means all tasks running at $f_{max}$ with no replica. Finally, reference [63] has proposed an off-line tri-criteria scheduling heuristic (TSH), which uses active replication to minimize the makespan, with a threshold on the global failure rate and the maximum power consumption. TSH is an improved critical-path list scheduling heuristic that takes into account power and reliability before deciding which task to assign and to duplicate onto the next free processors. The complexity of this heuristic is unfortunately exponential in the number of processors. To the best of our knowledge, the only existing solutions based on replication that applies to workflows of arbitrary shape are OEA [11] and MILP [12], which we described in Section 4.1. As already stated, MILP allows at most two replicas per task and the original version of OEA has only one, which limits their solutions to low reliability thresholds only.

Finally, in all the works above, the mapping procedure always proceeds as a list-scheduling heuristic, where ready tasks are sorted according to some priority in a waiting queue and mapped in this order. The idea of mapping a chunk of ready tasks rather than only the task with the highest priority is used in [64] to achieve a better load-balancing at each decision step when targeting an heterogeneous platform. We re-use the idea but focusing on graph layers rather than arbitrary chunks, and with a different objective, namely to avoid overlap between replicas.

6. Conclusion

In this paper, we have introduced scheduling and mapping heuristics for real-time workflows, with a general tri-criteria objective (deadline, reliability, energy). A key design element is our novel layer-by-layer approach, which allows to considerably limit the overlap between the replicas of a task, thereby dramatically saving energy. To the best of our knowledge, these heuristics are the first to solve the general problem with an arbitrary number of replicas. We have assessed the performance of our heuristics via an extensive set of experimental scenarios, and we have shown that they significantly outperform the best available competitors from the literature. Specifically, our best heuristics LayerSize and TaskSize have an energy gain of 60% over the Heft-OEA and ODS-OEA competitors and save 82% of the energy consumed by QFEC. We also report partial comparisons with ExtMILP, which does not take communication times into account. On the contrary, our heuristics can deal with much larger workflows, account for communication times, and include as many replicas as needed to meet high reliability thresholds.

Future work will investigate whether complementary resilience techniques such as introducing intermediate error detectors and checkpointing can help decrease the number of replicas, and thereby the total energy consumption.
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