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Abstract—We provide a framework consisting of tools and
metatheorems for the end-to-end verification of security pro-
tocols, which bridges the gap between automated protocol
verification and code-level proofs. We automatically translate
a Tamarin protocol model into a set of I/O specifications
expressed in separation logic. Each such specification describes
a protocol role’s intended I/O behavior against which the
role’s implementation is then verified. Our soundness result
guarantees that the verified implementation inherits all secu-
rity (trace) properties proved for the Tamarin model. Our
framework thus enables us to leverage the substantial body of
prior verification work in Tamarin to verify new and existing
implementations. The possibility to use any separation logic
code verifier provides flexibility regarding the target language.
To validate our approach and show that it scales to real-
world protocols, we verify a substantial part of the official Go
implementation of the WireGuard VPN key exchange protocol.

Index Terms—Protocol verification, Symbolic security, Auto-
mated verification, Tamarin, Separation logic, Implementation.

1. Introduction

Security protocols are central to securing communication
and distributed computation and, by nature, they are often
employed in critical applications. Unfortunately, as history
amply demonstrates, they are notoriously difficult to get right,
and their flaws can be a source of devastating attacks. Hence
the importance of their formal modeling and verification.

Over the past decades, expressive and highly automated
security protocol verifiers have been developed, including the
two state-of-the-art tools Tamarin [1], [2] and ProVerif [3],
which have been used to analyze real-world protocols such as
TLS [4], 5G [5], and EMV [6]. These tools build on a model
of cryptographic protocols called the symbolic or Dolev-
Yao model, where cryptographic primitives are idealized,
protocols are modeled by process algebras or rewriting
systems, and the attacker is an abstract entity controlling the
network and manipulating messages represented as terms.
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However, the protocol verified is a highly abstract version of
the actual protocol executed and there is a priori no formal
link between these two versions. The problem of verifying
the security of protocol implementations has been studied
before, but the solutions usually come with severe limitations,
the most important of which we highlight here. Section 7
contains a detailed overview of related work.

Many existing approaches are based on code generation
or model extraction, and either extract executable code from
a relatively abstract verified model (e.g. [7], [8], [9]) or
conversely extract a model from the code for verification
(e.g. [10]). Another recent approach, DY* [ 1], provides a
framework to write an executable implementation in F* and
obtain a corresponding model that can be reasoned about
symbolically, also in F*. Other methods adopt an approach,
where security is proved in a computational model (e.g. [12],
[13], [14]). These models are more precise and thus give
stronger guarantees than symbolic ones. However, their
proofs are very difficult to automate.

These previous approaches are usually tied to a specific
implementation language, like ML, F#, or Java dialects, and
they are difficult to extend to other languages. They are there-
fore ill-suited to verifying pre-existing implementations, espe-
cially when used for code extraction. In addition, the extrac-
tion mechanisms used are not always proved correct or even
formalized, which weakens the guarantees for the resulting
code. Moreover, in many cases, the security proof is tailored
to the implementation considered rather than constructed at
an abstract level by a standard security protocol verifier such
as Tamarin or ProVerif. Hence one can neither leverage these
tools’ automation capabilities nor the substantial prior work
invested in security protocol proofs using them.

Our approach. We propose a novel approach to end-to-end
verified security protocol implementations. Our approach
leverages the combined power of state-of-the-art security
protocol verifiers and source code verifiers. This provides
abstract, concise, and expressive security protocol specifica-
tions on the modeling side and flexibility and versatility on
the implementation side.

More precisely, our approach bridges abstract security
protocol models expressed in Tamarin as multi-set rewriting
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systems with concrete program specifications expressed as
I/O specifications (in a dialect of separation logic [15]),
against which implementations can be verified. Its technical
core is a procedure, implemented in an associated tool, that
translates Tamarin models into I/O specifications along with
a soundness proof, stating that an implementation satisfying
the I/O specifications refines the abstract model in terms of
trace inclusion. As a result, any trace property proved for the
abstract model using Tamarin, including standard security
protocol properties such as secrecy and authentication, also
holds for the implementation.

Our approach provides a modular and flexible way to
verify security protocol implementations. On the model
verification side, we can leverage Tamarin’s proof automation
capabilities to prove protocols secure. Moreover, we can
prove a given protocol’s security once in Tamarin, and reuse
this proof to verify multiple implementations of this protocol,
rather than having to produce a custom security proof for
each implementation. In fact, numerous complex, real-world
protocols have been analyzed using Tamarin over the years.
Using our method, this substantial body of prior work can
be exploited to verify implementations.

On the code verification side, the I/O specifications we
produce can be encoded in many existing verifiers that
support separation logic. Our tool currently generates 1/O
specifications for the Go code verifier Gobra [16] and for the
Java code verifier VeriFast [ 7], which we respectively use for
our case study and for our running example. It could easily be
extended to other verifiers supporting I/O specifications such
as Nagini [ 18] for Python code. In addition, the requirements
for adding other code verifiers based on separation logic
to our arsenal are low: they need to only support abstract
predicates to encode I/O specifications and to guarantee that
successful verification implies trace inclusion between the
I/O traces of the program and those of its I/O specification.

We establish our central soundness result relating Tamarin
models via I/O specifications to implementations. This result
follows a methodology inspired by the Igloo framework [19],
which provides a series of generic steps that gradually
transform an abstract model into an I/O specification, and
requires establishing a refinement relation between each
successive pair of steps. We take similar steps and prove these
refinements once and for all starting from a generic Tamarin
system, so that our method can be applied to obtain an I/O
specification from any Tamarin protocol model (under some
mild syntactic assumptions) without any additional proof.

Our contributions. We summarize our contributions as
follows. First, we design a framework for the end-to-end
verification of security protocol implementations. This con-
sists of a procedure and an associated tool to extract I/O
specifications from a Tamarin model, which can be verified
on implementation code. Our soundness result ensures that
the implementation inherits all properties proven in Tamarin.

Second, we propose a novel approach to relate the
I/O specifications’ symbolic terms to the code’s bytestring
messages. We parameterize the code verifiers’ semantics with
an abstraction function, instantiate it to a message abstraction

function, and identify assumptions and proof obligations to
verify that the code correctly implements terms as bytestrings.
Finally, to validate our approach, we perform a substantial
case study on a complex, real-world protocol: the WireGuard
key exchange, which is part of the widely-used WireGuard
VPN in the Linux kernel. We verify a part of the official Go
implementation of WireGuard which is interoperable with
the full version. Using our method, we thereby obtain an
end-to-end symbolically verified WireGuard implementation.
All our models, code, and proofs are available online [20].

2. Background

We present background on tools and methodology.

2.1. Tamarin and multiset rewriting

The Tamarin prover [1], [2] is an automatic, state-of-
the-art, security protocol verification tool that works in the
symbolic model. Tamarin has been used to find weaknesses in
and verify improvements to substantial real-world protocols
like the 5G AKA protocol [5], [21], TLS 1.3 [22], the Noise
framework [23], and EMV payment card protocols [0], [24].

Protocols are represented as multiset rewriting (MSR)
systems, where each rewrite rule represents a step or action
taken by a protocol participant or the attacker. We present
the following building blocks: messages, facts, and rules.

Message terms are elements of a term algebra
T = Ts(N UV). These are built over a signature 3 of func-
tion symbols and a set of names N = fresh U pub consisting
of a set of fresh names fresh (for secret values, generated by
parties, unguessable by the attacker), a countably infinite set
of public names pub (for globally known values), and a set
of variables V. Cryptographic messages M are modeled as
ground terms, i.e., terms without variables. The term algebra
is equipped with an equational theory E, which is a set of
equations, and we denote by =g the equality modulo E.

Example 1 (Diffie-Hellman equational theory). The signed
Diffie-Hellman (DH) protocol is a well-known key exchange
protocol, where two agents A and B exchange two DH public
keys, g” and g, to establish the shared key ¢g”™¥ (where g is
a group generator). For the Tamarin model, we use a term
signature containing symbols; g, sign, verify, pk modeling
respectively exponentiation, the group generator, signature,
verification, and public keys. We use the simplified theory:

(") = (¢")"
Tamarin’s actual model includes further equations. The
protocol’s informal description is as follows:

A= B: g
B — A: sign({0,B, A, g%, 9"),kB)
A— B: sign((1,A,B,g%,g%),ka)

verify(sign(z, k), pk(k)) = true

x fresh
y fresh
agree on (¢%)" =¢ (¢)"

The tags 0 and 1 are used to distinguish the last two messages.

All parties, including the attacker, can use the equational
theory. The attacker also has its own set of rewriting rules,
expressing that it can intercept, modify, block, and recombine



all network messages, following the classic Dolev-Yao (DY)
model [25]. These rules are generated automatically from the
equational theory, but users may formalize additional rules
giving the attacker further scenario-specific capabilities.

Facts are simply atomic predicates applied to message
terms, constructed over a signature Xficts = iin W Mper
of fact symbols, partitioned into linear (3y,), i.e., single-
use, and persistent (Xpe) facts, which encode the state of
agents and the network. We write 7 = {F(t1,...,t;) | F €
Yfacts With arity k, and ¢q,...,t, € T} for the set of facts
instantiated with terms, partitioned into Fjn & Fper as
expected. In addition, U™, N™, \™, C™, and €™ denote
the usual operations and relations on multisets, and for a
multiset m, set(m) denotes the set of its elements.

A multiset rewriting (MSR) rule, written € 2y ¥, contains
multisets of facts ¢ and + on the left and right-hand side,
and is labeled with «, a multiset of actions (also facts, but
disjoint from state facts) used for property specification. A
MSR system R is a finite set of rewrite rules. A MSR
system R and an equational theory E have a semantics as a
labeled transition system (LTS), whose states are multisets
of ground facts from F, the initial state is empty ([]), and
the transition relation :'>R7E is defined by

¢S eR €D = (6D )0
¢ N F,C™ S set(€) N Fper C set(S)

S énﬁ S \m (fl nm ]:Iin) um 4/

;o (D

where 6 is a ground instance of the variables in ¢, @, and +.
Intuitively, the relation describes an update of state S to a
successor state, that is possible when a given rule in R is
applicable, i.e., an instantiation with some 6 (mod E) of its
left-hand side appears in S. Applying the rule consumes the
linear but not the persistent facts appearing in its left-hand
side, and adds the instantiations under ¢ of all the facts of
its right-hand side to the resulting successor state.

The MSR rules used in Tamarin feature the reserved
fact symbols K € Y,e, and Fr,in,out € 3j,, modeling
respectively the attacker’s knowledge, freshness generation,
inputs, and outputs. The attacker is modeled by a set of
message deduction rules MDy, giving it the DY capabilities
mentioned above. A distinguished freshness rule, labeled
Fr(n), generates fresh values n, which either protocol agents
or the attacker directly learn, but never both.

Finally, a protocol’s observable behaviors are its traces,
which are sequences of multisets of actions labeling a
sequence of transitions. We define the sets of full traces
and of filtered traces with empty labels removed.

Tr(R) = {{ai)1<i<m |
ElSl, ey Sm- H :1>R,E S1 :2>R,E - %R’E Sm}
T (R) = {{ai)1<i<mai) | (@i)1<i<m € Tr(R)}.

To ensure that fresh values are unique, we exclude traces
with colliding fresh values by defining

Tre(R) = {{a:)1<i<m € TY'(R) |
Vi, j,n. Fr(n) € a; "™ a; = i = j}.

We will abbreviate inclusions between each kind of trace
sets using the relation symbols <, <, and <. For example,
R1 =t Rz denotes Tri(R1) C Tri(R2), and similarly for
the other two. Note that < C <’ C <.

We focus here on Tamarin’s trace properties (i.e., sets
of traces) such as secrecy and authentication [26]. An MSR
R satisfies a trace property @, if Tri(R) C .

Example 2 (Diffie-Hellman). Continuing Example 1, we use
the linear fact symbols Setup 4, (init), Steply,..(init, x),
Step? ;e (init, z, g¥) to initialize and record the progress
of agent A playing the role of Alice in the protocol. The
parameters of the facts store her knowledge. Alice’s state
is initialized with init = rid, A, k4, B, pkp, i.e., a thread
identifier, her identity, her private key, and her partner’s
identity and public key. This state is then extended with her
share of the secret x, and the DH public key g¥ she received.
For Alice, the two steps of the protocol can then be modeled
by the rules:

[SetupAlzce (m)v Fr(r)] ﬂ) [Step}éllwe (W> J?)7 OUt(gz)]
[Stepluee (i, @), in(sign((0, B, A, g%, Y), k)] et
[Step? ;.. (init, z,Y), out(sign({1, A, B,Y,g%), ka))]

The received signature is checked using pattern-matching,
knowing that pkp = pk(kp). The action fact Secret(Y*)
in the second rule is used to specify key secrecy. It records
Alice’s belief that the key she computes from the value Y
(supposedly g¥) received from Bob remains secret. The fact
Setup 4. (4nit) in the first rule is produced by another rule,
modeling the environment initializing Alice’s knowledge:

[Fr(Tid), Sk(A7 kA)7 pk(B'~pkB)} ﬂ> [SetupAlice(rid7 A7 kA'/ B'pkB)}
2.2. Separation logic and I/O specifications

Separation logic enables sound and modular reasoning
about heap manipulating programs by associating every
allocated heap location with a permission. Permissions are a
static concept used to verify programs, but do not affect their
runtime behavior. Each permission is held by at most one
function execution at each point in the program execution.
To access a heap location, a function must hold the
associated permission; otherwise, a verification error occurs.
The separating conjunction = sums up the permissions in its
conjuncts. Permissions to an unbounded set of locations, for
instance, all locations of a linked list, can be expressed via
co-recursive predicates. Moreover, abstract predicates are
useful to specify permissions to an unknown set of locations.

Permission-based reasoning generalizes from heap
locations to other kinds of program resources. Penninckx et
al. [27] reason about a program’s I/O behavior by associating
each I/O operation with a permission that is required to
call the operation and is then consumed. They equip the
main function’s precondition with an I/O specification that
grants all permissions necessary to perform the desired
I/O operations of the entire program execution. These I/O
specifications can easily be encoded in standard separation



requires token(?p1) && out (pi,v, ?p2)

ok = token (p2)

ensures !ok = token(pi) && out (p1,Vv,p2)
func send (v int) (ok bool)

ensures

Figure 1. Specification of the send operation with I/O permissions.
Variables starting with ? are implicitly existentially quantified. The code
verifier uses && to denote the separating conjunction x.

logic, such that existing program verifiers supporting different
programming languages can be used to verify /O behavior.
Every I/O operation io, such as sending or receiving
a value, is associated with an abstract predicate io, called
an 1/0 permission. Intuitively, io(p1, U, W, p2) expresses the
permission to perform io with outputs v and inputs w.
We use z to denote a vector of zero or more values. The
parameters p; and po are called source and target places,
respectively. An abstract predicate token(p) is called a
token at place p. The I/O operation io moves a token from
the source place p; to the target place p, by consuming
token(p1) and producing token(p2). Hence, the position of
the token indicates the currently allowed I/O operations.

Example 3 (Send I/O operation). Figure | shows the signa-
ture and specification of a send function. The precondition
requires an I/O permission out to send the value v at some
source place p; with the corresponding token. When the
send operation succeeds, the I/O permission is consumed
and the token is moved to some target place po. In case of
failure, the token remains at the source place and the I/O
permission is not consumed.

The separating conjunction of I/O permissions with the
same source place encodes non-deterministic choice between
such permissions. Moreover, co-recursion enables repeated
as well as non-terminating sequences of I/O operations.

Example 4 (I/O specification for a server).

P(p,S) = Q(p,S) » R(p, S)
Q(pl7 S) = Hvap2ap3' in(p17 Uap2) * OUt(p27 Uap?))
*P(p3, SU{v})
R(p1,S) = Ips. out(py, “Ping”, p2) x P(p2, S)

The formula ¢ = token(p) x P(p,0) specifies a non-
terminating server that repeatedly and non-deterministically
chooses between receiving and forwarding a value v or
sending a “Ping” message. All received values v are recorded
in the state S, which is initially empty. Input parameters, like
v in in here, are existentially quantified to avoid imposing
restrictions on the values received from the environment.

To enforce certain state updates between 1/O operations,
it is useful to associate permissions also with certain internal
(that is, non-I/O) operations and include those internal
permissions in an /O specification. For instance, the above
server could include an internal operation to reset the state
S when it exceeds a certain size.

I/O specifications induce a transition system and hence
have a trace semantics. The traces can intuitively be seen as
the sequences of I/O permissions consumed by possible exe-
cutions of the programs that satisfy it. We write Tr(¢) for the

set of traces of an I/O specification ¢. In the example above,
the sequence in(5) - out(5) - out(“Ping”) - in(7) - out(7) is
one example of a trace of ¢. Note that the I/O permissions’
place arguments do not appear in the trace.

3. From Tamarin models to I/O specifications

In this section, we present our transformation of a
Tamarin protocol model, given as an MSR system R, into
a set of I/O specifications 1;, one for each protocol role 1.
The 1; serve as program specifications, against which the
roles’ implementations c¢; are verified (Section 4). Our main
result is an overall soundness guarantee stating that the traces
of the complete system C(cy, ..., ¢, 6), composed of the
roles’ verified implementations c; and the environment €, are
contained in the traces of the protocol model R (Section 5):

Clery..oyen,8) <t R

Hence, any trace property ® proven for the protocol model,
i.e., Try(R) C @, is inherited by the implementation.

The sound transformation of an MSR protocol model R
into a set of I/O specifications is challenging:

1) Tamarin’s MSR formalism is very general and offers
great flexibility in modeling protocols and their prop-
erties. We want to preserve this generality as much as
possible.

2) For the transformation to I/O specifications, we require
a separate description of each protocol role and of the
environment, with a clear interface between the two
parts. This interface will be mapped to I/O permissions
in the I/O specification and eventually to (e.g., I/O or
cryptographic) library calls in the implementation.

3) The protocol models operate on abstract terms, whereas
the implementation manipulates bytestrings. We need
to bridge this gap in a sound manner.

Our solution is based on a general encoding of the
MSR semantics into I/O specifications. To separate the
different roles’ rewrite rules from each other and from
the environment, we partition the fact symbols and rewrite
rules accordingly. The interface between the roles and the
environment is defined by identifying I/O fact symbols, for
which we introduce separate I/O rules. This isolates the I/O
operations from others and allows us to map them to I/O
permissions and later to library functions. Moreover, we keep
I/O specifications as abstract as possible by using message
terms rather than bytestrings. We handle the transition to
bytestrings in the code verification process (Section 4).

The proofs for the results stated in this section can be
found in Appendix E.

3.1. Protocol format

We introduce a few mild formatting assumptions on
the Tamarin model. They mostly correspond to common
modeling practice and serve to cleanly separate the different
protocol roles and the environment. They do not restrict



Tamarin’s expressiveness for modeling protocols. In particu-
lar, all protocols in the Tamarin distribution would fit our
assumptions after some minor modifications.

3.1.1. Rule format. To model an n-role protocol, we use a
fact signature of the form

Efacts = Zact G Zenv W ( L'H Zitate)v

1<i<n

where (i) Yact, Yenvs and i, are mutually disjoint sets of
fact symbols, used to construct action facts (used in transition
labels), environment facts, and each role ¢’s state facts; (ii)
Yenv contains two disjoint subsets, Y, and ¥, of input
and output fact symbols such that Fr,in € 3, out € X,
and K € ¥¢ny \ (Zin UXout); and (iii) there is an initialization
fact symbol Setup, € ¥, for each protocol role .

We consider MSR systems R whose rules are given by:

R =Rt ( 1 Ri).
1<i<n
Here, Reny and the R;s are pairwise disjoint rule sets
containing rules for the environment and each protocol role.
Protocol rules use input and output facts to communicate with
the environment. For example, the following two environment
rules transfer a message to and from the attacker’s knowledge:

fout(z)] & [K(2)] K@) L [in@)]. @

The attacker rules MDs., the freshness rule, and the rules
that generate the Setup, facts (cf. Example 2), are also in
Renv- The protocol rules for role ¢ (and only those) use role
state facts from Y., to keep track of the role’s progress.
We require that their first k; > 1 arguments are reserved for
role i’s parameters from the Setup, fact, and that the first
of these parameters is the thread identifier rid.

For a more detailed specification of the format restrictions

on the rewrite rules, see Appendix A.

3.1.2. Protocol messages. We support both the usual ways
of checking received messages using pattern matching and
explicit equality checks. The latter are formalized, as usual in
Tamarin, as a combination of action facts labeling the given
rule (e.g., Eq(x, hash(z))) and restrictions associating these
facts with (a boolean combination of) equalities (e.g., * =g y
whenever Eq(z,y) occurs in a trace). These restrictions act
as assumptions on the traces considered by Tamarin.! The
I/O specifications resulting from our procedure require that
these equality checks are implemented (Section 3.3).
Furthermore, we recommend, but do not require, the
replacement of nested pairs and tuples by formats [28]. These
are user-defined function symbols, along with projections for
all arguments, that behave like tuples. In the implementation,

1. To handle these, we use a modified, but equivalent MSR semantics,
where the equalities are checked at each step rather than globally on traces.
This semantics allows us to translate these checks into the I/O specifications
and thus enforce their correct implementation. For simplicity, we present
our results under the standard semantics and refer to Appendix E for more
details.

each format is mapped to a combination of tags (i.e.,
constant bytestrings), fixed-size fields, and variable-sized
fields prepended with a length field. Formats help to soundly
relate term and bytestring messages, if we prove that they
are unambiguous and non-overlapping (see Section 4).

Example 5 (Diffie-Hellman formatting). The rules for Al-
ice’s role from Example 2 satisfy the format conditions above.
The initiator setup rule produces a fact Setup 4. (init),
whose parameters init appear as the first parameters of the
state facts Steply, . (init, ...) and Step?,, . (init, . . .). Both
protocol rules produce an out fact to send a message. The
second rule also consumes an in fact to receive a message.
To follow our recommendation to use formats, we can model
the message (0, B, A, g*,Y) being signed as a format with
five fields, rather than a tuple. Note that, at the Tamarin level,
tuples containing unique tags to distinguish them behave
essentially the same as formats.

3.2. Transformation to component models

We decompose an MSR system R that satisfies our
format requirements into several component models, one
for each role, and a separate environment model, which
includes the attacker. In doing so, we move from a global
view of the protocol, useful for security analysis, to a local
view of each role, more appropriate for their implementation.
In Section 3.3, we transform the component models into
I/O specifications for the programs implementing them.

As a preparatory step, we refine R into an interface model
which starts decoupling the roles from the environment by
introducing separate rewrite rules for their interactions.

3.2.1. Interface model. The protocol roles and the envi-
ronment interact using input and output facts, including the
built-in facts Fr, in, and out. For example, the protocol roles
receive messages by consuming in facts produced by the
attacker. The interface model adds an /O rule for each such
fact, which turns it into a buffered version. These I/O rules
will later be implemented as calls to library functions.

Let ¥  be the set ¥;, without the initialization facts
Setup,. We first add to the fact signature, for each non-setup
input or output fact F' and role 7, a copy (the “buffer”) F;:

St ={Fi | FeX, UXou} =2t

role state

f = Yact W Xeny W (&Jz b )

facts — role

U Zf:uf

We then replace the facts used by the protocol rules as
follows. For each role i, let R; be the set of rules obtained
by replacing, in all rules in R;, each fact F'(¢1,...,tx) such
that F' € 3, U Xo by Fi(rid, t1,...,t;). The latter fact
has 7id as an additional parameter.

We also introduce the set R;, of I/0 rules, which translate
between input or output facts and their buffered versions.
The set R, contains the following rules, for each role .

, )] ﬂ) [Fi(rid, 21, . ..

)] L G,

[F(l’l, N
[Gi(rid, xy, . ..

for I’ € X5,
for G € Yout.

)]

o))



For reasons that will become clear later, we also count
the role setup rules as I/O rules. Hence, we move them from
Renv to Rio, calling the remaining environment rules R,

Finally, the interface model is specified by:

env*

Rintf = R;w W R W (Lﬂ R;) (3)

Example 6. Continuing Example 5, we introduce the buffer
facts in azice, OUt Ajice, and Fr4pcc. Recall that rid is included
in ¢ndt. This yields the modified set R, ;.. for the role Alice:

[Setup 4ice (init), Fr apice (rid, 7)) LN
[Stepl e (init, ), out asice (1id, g%))
]

[Secret(Y*)
e A

[Stepljice (init, x), inasice (rid, sign({0, B, A, g%, Y), kg))]

[Stephice (init, x,Y'), out atice (rid, sign((1, A, B,Y, g%), ka))].
We show that the interface model refines the original one.

Lemma 1. R <’ R.

3.2.2. Decomposition. We can now decompose the interface
model into the role components and the environment. In
a nutshell, we assign the rules R to the component for
role 7 and the rules R, including the attacker rules MDsy;,
to the environment. The protocol communicates with the
environment using the I/O rules. We split them into two
synchronized parts, one belonging to the environment
and the other to the protocol. Below, we show that the
re-composed system implements the interface model.

We explain the splitting of the I/O rules into a protocol
part and an environment part using the example rule

[out;(rid, )] 1N [out(z)].

This rule models instance rid of role ¢ outputting a message
to the attacker. We split this rule into two parts:

[out;(rid, )] 1B 4
[ [out(x)], (5)

where the first rule belongs to role ¢ and the second to the
environment. We label both rules with a new action fact
Aout(7id, x), which uniquely identifies the original I/O rule
and has as parameters all variables occurring in it. We call
this fact a synchronization label, as we later use it for synchro-
nizing the two parts to recover the original rule’s behavior.
We similarly split all rules in R, yielding two sets Rf, and
‘R, belonging to the protocol role ¢ and to the environment.

The components for each protocol role ¢ and for the
environment are then defined as follows.

:'ole = R’/L & 7ziio 7—\>'ec;nv = R;\v & Rsa' (6)

[Aout(ridvx)]
s

[Aout (rid,z)]
e

Note that these two rule sets operate on pairwise disjoint
sets of facts, namely over the signatures X} . and Xen,,
respectively. Hence they can interact with each other only

by synchronizing the split I/O rules.

Example 7 (Component for Diffie-Hellman). The MSR

system R;‘éféce for Alice’s role contains the two protocol

rules in R/ ;.. from Example 6, the output rule (4) described

above, and similar rules for inputs and freshness generation.
In addition, it contains the protocol part of the split setup
rule for Alice’s role from Example 2, i.e.

[ R ARABPREN, Gt (rid, A, ka, B, pki)].

The traces of the recomposition of all roles with the
environment are included in the traces of the interface
model. We define two kinds of parallel compositions
on LTSs (induced here by the MSR systems’ transition
semantics). We give the intuition here and refer the reader
to Appendix B for the formal definitions. The (indexed)
parallel composition ||| interleaves the transitions of a family
of component systems without communication. The (binary)
parallel composition |5 synchronizes transitions with labels
from the set A, resulting in a transition labeled [], and
interleaves all other transitions. We then show:

Lemma 2 (Decomposition). Let R} (rid) be the MSR
system R, for a fixed thread id rid. Then

role

(|||i77"’id,R’£ole(Tid)) HA R:nv < Rintfa

where A = J;{a0 | 3, 7.¢ = + € Ri, Arange(9) C M}
consists of all ground instances of synchronization labels.

3.3. Transformation to I/O specifications

Finally, we extract an I/O specification 1; from each
role i’s MSR system R ., which serves as the specification
for the role’s implementation at the code level. ; is
parameterized by the thread identifier rid, and it associates

a token with the starting place p of the predicate P;:
Y (rid) = Jp. token(p) x P;(p, rid,[]).

The predicate P;(p, rid, S)’s parameters are a place p, a
thread identifier rid, and a state S of the MSR system Rﬁole
(i.e., a multiset of ground facts). Note that 1); invokes P; with
the initial state, i.e., the empty multiset [] (see Section 2.1).
It is defined co-recursively as the separating conjunction over

the formulas ¢r, one for each rewrite rule R € R} :
P7,(pa Tid, S) = *RGR:'OIE (bR(p) Tid, S)

¢r encodes an application of the rewrite rule R to
the model state S. It contains an I/O or internal permis-
sion R(p,...,p’), which an implementation must hold in
order to execute the program part implementing R. ¢ co-
recursively calls P;(p’, rid,S’) with the target place p’ of
R and the updated state S’. We define the formulas ¢g
separately for protocol rules in R} and for /O rules in R},.

Consider a protocol rule R = ¢ = R
with variables . We associate the internal permission
R(p,z,t', o/ ,#',p') to R, and define ¢g(p, rid, S) by

or(p,rid, S) =Vz,¢' ', +'.
M@, s) Nt/ =gt A&/ =g a A+ =g+ A DR(T)
= . R(p,z, ", ¢/, +',p) x P,(p/,rid, U(¢',+',5))

where M (¢',S) = (€' N™ Fiin C™ S) A (set(€’) N Fper €
set(S)), U(€',+,S) = S\™ (¢'N™ Fiin) U™/, and P is the



conjunction of all (boolean combinations of) equality checks
(mod E) that the rule R performs using a combination of ac-
tion facts in -« and associated restrictions (cf. Section 3.1.2).

This formula specifies that, for any instantiation (mod E)
t’, ', +' of the facts in the rule, if the matching condition
M(¢’,S) and the equational formula @ are satisfied, then
we have an internal permission R to execute the rule’s
implementation. This yields an updated state U (¢’, +’,.5), on
which P; is co-recursively applied to produce the permissions
for the rest of the execution. The formula ®; thus enforces
that the implementation performs the explicit equality checks
on messages specified in the rule R (see also Section 4.3.4).

We define similar formulas for all I/O rules. For output

rules of the form Rg = [Gi(rid, T)] Ro(rid D, | € RL,
we define the formula

dr. (p,rid, S) =VT. Gi(rid,z) €™ S
= 3p, RG(pa ’r’id7f7p/) * Pi(p/7 rid, S \m [G7(7"Zd,i)]))7

which grants the I/O permission Rg (p, rid, T, p’) for any
rid and terms T for which the fact G;(rid, ) exists in S. P;
is called co-recursively with the target place of the permission
and the updated state, where G;(rid,T) is removed.

R D), (F(rid, 7)) € RE

For input rules Rp = |] 02

we define the formula

¢Rp(p7 T’Zd,S) =
I, Z. Re(p, rid, z,p') * Py(p', rid, S U™ [F;(rid, Z)])),

which grants the I/O permission Ry (p, rid,z,p’) to read
inputs Z for any rid. Note that the input variables Z
are existentially quantified (cf. Section 2.2) and the fact
F;(rid, %) is added to the state in the co-recursive call to P;.

Example 8 (I/O specification for Diffie-Hellman). Continu-
ing Examples 6 and 7, the component system is translated
into an I/O specification that features the following conjunct
corresponding to the rule for the second step of Alice’s role:

@ Alice, (p, Tid, S) = Vinit, z,Y, €' ', +'.
M(€,S) A
t" =g {Steply,; . (init, ), in agice (rid, sign((0, B, A, g%, Y ), kg))[} A
o =g {Secret(Y*)[} A
¥ =g {Step? e, (init, x,Y), out ayce (rid, sign((1, A, B, Y, g%), ka)) [} A
= Jp'. Alicea(p,init,z,Y, €', o', +' ,p")*P;(p/, rid, U(¢',+', S)).

Namely, the permission to execute this step is granted,
provided S contains instantiations of the previous state fact
and the correct input fact, and that S is updated by replacing
them with the new state and output facts. Recall that init
abbreviates rid, A, k4, B, pkp.

The construction of t; from R’ can be seen as an
instance of the method presented in [19] and by the soundness
result from that paper, we get the following trace inclusion.
Theorem 1 ([19]). For all MSR systems Rl (rid), where
the fresh name rid instantiates the thread id in all facts,

Tr("/}z(md)) < R?ole(rid)a

where T = Tint 0 Teqr relabels (the LTS induced by) 1;(rid).
Here, ;pt and ey are the identity functions except on the
following labels:

Tt (R(T, €', 0/, +')) = o'

ezt (F(rid, T)) = [Ap(rid, T))

for Re R,
for F € Ri,.

4. Verified protocol implementations

The implementation step consists of providing the code
¢;(rid) implementing each role ¢ and proving that it satisfies
its I/O specification 1);(rid). The challenge here is bridging
the abstraction gap between the message terms in the I/O
specifications ;(rid) and the bytestring messages manipu-
lated by the code. In Section 4.1, we present an extension of
the code verifiers’ semantics of Hoare triples to accommodate
such abstractions. In Section 4.2, we explain how we
concretely relate bytestrings to terms. Finally, in Section 4.3,
we show how we verify the roles’ I/O specifications based
on appropriate I/O and cryptographic library specifications.

4.1. Code verification with abstraction

In Penninckx et al.’s program logic [27], the statement
that a program c satisfies an 1/O specification ¢ is expressed
as the Hoare triple

{¢} c {true}, (7

with the I/O specification ¢ in the precondition and the post-
condition true. We assume that the program c¢ has an LTS
semantics € given by the programming language’s opera-
tional semantics, where the labels represent the program’s
I/O (and internal) operations and the program’s traces consist
of sequences of such labels. We leave the exact semantics
unspecified here, to keep our formulation generic with respect
to the programming language used. The semantics of the
Hoare triple (7) implies that the program c’s traces are
included in the traces of ¢, i.e. € < ¢.

To bridge the gap between message terms and bytestring
messages, we extend Penninckx et al.’s approach by intro-
ducing an abstraction or relabeling function « between the
implementation’s transition labels and the I/O specification’s
transition labels. For example, & may map a concrete label
in.(l) to an abstract version in,(s), where [ is a list
implementation and s is the mathematical set of [’s elements.
We also extend the soundness assumption on the code verifier
accordingly.

Assumption 1 (Verifier assumption).
Fo {6} ¢ {true} = «a(8) < ¢.

This means that a successful verification implies that
the program traces, abstracted under «, are included in the
I/O specification ¢’s traces. In Appendix C, we sketch a
semantics for Hoare triples that entails this trace inclusion.

To ensure this extension’s soundness, we require that
the I/O operations’ contracts are consistent with «, i.e., they
imply a correct mapping of transition labels under . More



precisely, suppose the specification of such an operation op
induces a concrete transition label op, (@), where @ are op’s
inputs and outputs, and the I/O permission in the precondition
induces the abstract transition label op,(b). Then we define
a as lifting from an (overloaded) function « that maps
concrete parameter types to abstract ones, i.e., a(op.(a)) =
op,(a(a)). We therefore require that b = «/(a@) follows from
op’s precondition (for arguments) and postcondition (for
return values). Moreover, we allow « to be a partial function,
in which case the specification must also imply that the
concrete arguments are in its domain.

Application to role verification. We now apply this idea to
the verification of the protocol’s role implementations (using
Gobra in our case study). That is, we wish to establish

Fo {®i(rid)} c;(rid) {true} 8)

for a suitable . An obvious possibility would be to define
an abstraction function « : B* — M from bytestrings to
messages and then lift it to trace labels. For example, a
concrete in.(rid, b) would be abstracted to a(in.(rid, b)) =
in,(rid, a(b)). However, this mapping assumes that each
bytestring corresponds to exactly one term, and consequently
that every bytestring can be uniquely parsed as a term. To
minimize our assumptions, however, we do not a priori want
to exclude collisions between bytestrings, i.e., we allow a
bytestring to have several term interpretations.

In Section 4.2, we therefore relate bytestrings and terms
using a concretization function v : M — B*. Since a
bytestring may be related to several terms, we cannot define
a function o mapping concrete labels to abstract I/O labels.
Our solution is based on adding ghost term parameters to the
I/O operations in the implementation code. For example, the
operation receiving a bytestring b gets an additional ghost
return value term m with b = y(m) and the corresponding
transition label is in.(rid, (b,m)). These ghost terms aid
verification (see Section 4.3), but are not present in the
executable code. We instantiate « to the function 7/, that
removes the bytestrings from the concrete I/O operation’s
labels and keeps only the ghost terms used for the reasoning.
For instance, 7, (in.(rid, (b,m))) = in,(rid, m). This
function is defined only for b = y(m), which is guaranteed
by the receive operation’s contract (cf. Figure 2).

Our proposed method enables us to verify that pre-
existing real-world code satisfies I/O specifications produced
from abstract Tamarin models (see Section 6).

4.2. Relating terms and bytestrings

In Tamarin’s MSR semantics, messages in M are ground
terms. We model the concrete messages and the operations
on them as bytestring algebras defined as X-algebras 5 with
the set of bytestrings B* as the carrier set. To relate terms to
bytestrings, we use a surjective >-algebra homomorphism - :
M — B, which maps (fresh and public) names to bytestrings
and the signature’s symbols to functions on bytestrings:

v(n) = n¥ for n e N
Stk) = fB(y(t), ... (k) for f e XF

([t

ensures seq(ciph) = encB(seq(key), seq(msqg) )
func encrypt (key, msg []lbyte) (ciph []lbyte)

ensures ok == seq(c) = encB(seq(k), seq(m))
func decrypt(k, c []lbyte) (m [lbyte, ok bool)

requires token(?p1) && in(p1,?m, ?p2)

ensures ok =—> token(p2) && seqg(b) = y(m)
ensures !ok = token(p1) && in(p1,m,p2)
func receive() (b []byte,ghost m term, ok bool)

Figure 2. Simplified specifications for encryption, decryption, and receive.
The function seq abstracts an in-memory byte array to 3. We omit Gobra’s
memory annotations needed to reason about heap data structures and
conditions on the size of bytestrings.

With the requirement that v is surjective, we avoid junk
bytestrings that do not represent any term (i.e., the algebra
B is term-generated). This is without loss of generality as
there are countably infinitely many public names that can
be mapped to potential junk bytestrings.

Note that »-algebra homomorphisms are required to
preserve equalities. For example, a symbolic equality
dec(k,enc(k,m)) =g m on terms implies the equality

decB(key, encB(key, msg)) = msg

on bytestrings. In what follows, we will use the bytestring
algebra’s functions in our cryptographic library’s specifica-
tion. This enables us to reason about message parsing and
construction.

4.3. Verifying the I/0 specification

The verification of the I/O specification generally follows
the same approach as in previous work [27], [19]. Every I/O
operation performed by the code requires that a correspond-
ing I/O permission is held. The required I/O permissions
must be obtained from the I/O specification. However, our
introduction of abstraction makes reasoning about what is
sent and, in particular, received more challenging.

4.3.1. Sending and receiving messages. For a sent pair of a
bytestring and a ghost message (in M), we must verify that
the I/O specification permits sending the message. Similarly,
for a received pair of a bytestring and a ghost message, we
must verify that the received message matches a term in the
I/O specification, describing the expected protocol message.
We refer to such terms as patterns. In Example 8, there is
a single pattern, namely sign({0, B, A, ¢*,Y), kp), where
the unconstrained Y is a variable and all other entities are
constrained by the fact Stepl,, . (init, z).

Verifying that the I/O specification permits sending
a message boils down to verifying that the bytestring
~v(m) for a permitted message m was constructed and
then sent. This becomes straightforward by equipping the
cryptographic library with suitable specifications. Consider
the simplified specification of an encryption function shown
in Figure 2. The function seq abstracts an in-memory
byte array into a mathematical sequence of bytes, i.e., an
element of B*. Due to the specification and the surjectivity



1 // seq(key) = ~ (k) holds

2 ciph, ¢, ok := receive(); if !ok {return}

3 assert seqg(ciph) = 7vy(c)

4 msg, ok := decrypt (key, ciph); if !ok {return}
5 assert Ju. seqg(msg) = 7(u)

6 && seqg(ciph) = 7y (enc(k, u))

7 PaRl(m, ...) // using the pattern requirement
8 assert Jw. ¢ =g enc(k, w) && seqg(msg) = 7y (w)

Figure 3. Reasoning about receiving and parsing a ciphertext.

req token(p) && Papn (P, r,S) && Stepl, (k)€Ms
req 3Ix. y(enc(k,x)) =y(m)

ens token(p) && Pann (p,r,S) && Ix’. m=g enc(k, x’)
ghost func PaRl(m,p,r,S,k)

Figure 4. Ghost function for the pattern requirement of Example 9. There
is the single pattern enc(k, z), where k is a constant and x is a variable.

of ~, the result of encrypt (key, msg) is equal to
~v(enc(Myey, Mmsg)) for some messages Mye, and Moysg,
where (e, ) = seq (key) and y(Mmsy) = seq (msg).
To verify the construction of an entire message, we combine
the information of all such calls.

Verifying that a message m returned by receive ()
(cf. Figure 2) matches a pattern ¢ is more involved. Using
our cryptographic library’s specifications, we can verify that
~v(m) is equal to y(to), where the substitution o instantiates
the variables of ¢ with messages. Unfortunately, this does
not entail that the received message m matches the pattern .
The function v may have collisions and hence v(m) may
equal v(to), while m and to differ. We address this issue
by requiring that instances of the I/O specification’s patterns
do not collide with other bytestrings; we discuss below how
we justify this requirement.

Definition 1. The pattern requirement for a pattern t € T
is defined by

y(to) =~y(m) = Jo'.m =g to'. (PaR(?))

This requirement states that if messages m and to
coincide under ~, then m must match the pattern ¢ (mod E)
with some substitution ¢/, which may differ from o.

We need the pattern requirement for all patterns of
the I/O specification. For code verification, we express the
pattern requirement as a ghost function whose pre- and
postcondition are the left-hand and right-hand side of the
pattern requirement, for each pattern respectively. To apply
the pattern requirement, the corresponding ghost function is
called in the code. In Sections 4.3.2 and 4.3.3, we will explain
how to prove the pattern requirement for a given pattern ¢.

Example 9 (Checking a ciphertext). Consider a simple
protocol where a role Ann expects a message matching
the pattern enc(k,x), where k is a pre-shared key. We
use the fact Stepy,. (k) to bind k in the model state.
Figure 3 shows part of an implementation. The variable key
stores the pre-shared key, expressed as seq (key) =y (k).
After successfully receiving a bytestring ciph with a

message ¢, seq (ciph) =y (c) holds due to receive’s
specification (cf. Figure 2). Next, the code decrypts ciph.
If successful, ciph equals the bytestring v(enc (k, u))
for some message u with seq(msg) =y (u) (lines 5-6)
by decrypt’s postcondition (cf. Figure 2) and v being
a surjective homomorphism. Furthermore, we know that
v (enc (k,u)) equals 7y (c), but not yet that the received
message ¢ matches the pattern enc(k, ) (line 8). For this, we
apply the pattern requirement by calling the ghost function
PaR1 (cf. Figure 4). The constant k of the pattern enc(k, z)
is passed as an argument to the call, and related to the
state facts of the I/O specification via the ghost function’s
precondition (with Stepl,,  (k)€™s).

4.3.2. Deriving the pattern requirement. The pattern
requirement for a given pattern ¢ can be derived from two
more basic properties. We define these properties here and
prove this implication. In Section 4.3.3, we will discuss
assumptions and justifications regarding these properties.

The first property is image disjointness, which has two
parts: (i) the images of (public and fresh) names under ~ are
pairwise disjoint and (ii) the image of any function f3 for
f € X neither collides with the image of any other function
g5, for g € ¥, nor with the image of names under 7.

Definition 2 (Image disjointness). Image disjointness holds
under the following two conditions:

(i) v is injective on the set of names N and
(i) for all f,g € ¥ such that f # g,

img(f®) N (img(g°) U(N)) = 0.

The second property is pattern injectivity for a pattern t.
This constitutes a much weaker form of standard injectivity.
It is required to hold only for subterms ¢’ C ¢ and where,
again, equality is guaranteed only modulo a substitution o’

(ID¢.4)

Definition 3 (Pattern injectivity). Pattern injectivity holds
for a pattern ¢t if, for all f € ¥ occurring in ¢,

FWs s ty) EEA FP((tr0), . v(th0) = [P (b1, .., bi)
= 3o’ by =yt o) A A b = y(t0). (Palf(t))

Proposition 1. Given a linear pattern t (where every variable
occurs only once), image disjointness and pattern injectivity
for t imply the pattern requirement for t.

Proof. We prove the proposition’s statement for all ¢’ C ¢
by induction on ¢’ O

We split non-linear patterns into multiple linear ones. For
instance, the non-linear pattern ¢ = (z, hash(z)) can be split
into t; = {x,_) and to = (_,hash(z)) (where _ matches
any term). Conceptually, we then first match a given term
(u, hash(u)) against ¢;, which binds z to u, and then against
(_,hash(u)) = tz[x + wu]. This is equivalent to matching
against ¢. This turned out to be simpler to work with than a
single linearized pattern with additional equality constraints.



4.3.3. Assumptions and proof obligations. We discuss
assumptions and proof obligations regarding image disjoint-
ness and pattern injectivity. In doing so, we distinguish
cryptographic operations from formats.

Since we are working in a symbolic (Dolev-Yao) model,
which assumes perfect cryptography, we maintain this as-
sumption for cryptographic operations at the bytestring level
in the following form.

Assumption 2 (Cryptographic operations). We assume that

(i) ~ is injective on the set of names N/,
(ii) (IDy 4) holds for cryptographic f € ¥ and all g € %,
(iii) (Pal;()) holds for all protocol patterns ¢ and all cryp-
tographic f € ¥ occurring in t.

We justify these assumptions by noting that we can expect
collisions violating these assumptions to occur only with
negligible probability in good cryptographic libraries. Also
recall that pattern injectivity is a much weaker requirement
than standard injectivity.

The situation is different for formats (cf. Section 3.1.2).
We can expect that the formats of a well-designed protocol
are unambiguously parseable (i.e., injective and hence pattern-
injective) and mutually disjoint (i.e., image disjoint). We
therefore require that these properties are proved for formats,
e.g., using the techniques proposed in [28], [29].

Remark. An obvious way to achieve image disjointness and
pattern injectiveness is to fag each construct of the bytestring
algebra with a different bytestring. This approach is followed,
e.g., in [19] but it is unrealistic for real protocols.

Alternatively, image disjointness holds if different opera-
tions result in differently sized bytestrings. For operations
with varying output sizes, such as stream encryption, this
may require restricting the allowed argument sizes in the
implementation. In some cases, this approach may allow us
to prove image disjointness even for some cryptographic
operations. Indeed, we do this for a pre-existing implementa-
tion of the WireGuard protocol, which does not use tagging.
However, this approach also has its limitations; for example,
AES-256 or SHA-256 have the same output size.

4.3.4. Proving term equalities. Obligations to prove term
equalities during code verification arise from equality con-
straints in the I/O specification. However, while the code
can check that an equality holds on the bytestring level (e.g.,
v(z) = ~y(hash(z))), this does not in general imply the pre-
scribed term equality (e.g., © =g hash(z)). Following [30],
[31], [32], [33], we can reasonably assume that collisions
violating this implication do not occur (with overwhelming
probability) in actual protocol executions and thus prove
the specification under the condition that bytestring equality
implies term equality for the two concrete bytestrings at
hand (e.g., v(x) = 7y(hash(z)) = = =g hash(z)). We call
this a collision-freedom assumption for a given equation.

4.3.5. Summary. The verification of the role implementa-
tions, i.e., the Hoare triples -/ {1i(rid)} c¢;(rid) {true},
relies on the following assumptions:
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1) contracts for the I/O and cryptographic libraries, where
the former’s operations are consistent with 7/, ;
2) the pattern requirement for each pattern ¢ occurring in
the I/O specification; and
3) collision-freedom for all equalities @z occurring in the
I/O specification.
We suggest to also prove the pattern requirement for a given
pattern ¢t whenever possible, e.g., by showing image disjoint-
ness and pattern injectivity (at least) for formats and assuming
them for the cryptographic operations (Assumption 2).

5. Concrete environment and overall soundness

We now derive an overall soundness result for our
approach, which relates the abstract Tamarin model to the
concrete protocol implementation.

5.1. Concrete environment

To formulate such a result, we must first define a
concrete environment model €, including a concrete attacker,
which can interact with the roles’ implementations. These
implementations communicate with the environment using
I/O library functions, which include non-ghost and ghost
parameters: they send and receive both bytestrings (used
by the program) and ghost terms (used for the reasoning),
related by ~. The ghost parameters should be reflected in €’s
interface, i.e., its synchronization labels. Moreover, to fit into
an overall soundness result, € must be trace-included in R¢,,,,.
Hence, the concrete attacker must not be more powerful than
the Dolev-Yao attacker, i.e., we must prevent attacks at the
bytestring level such as exploiting collisions.

To achieve this, we construct the concrete environment
from the term-level environment R¢,, by changing only
its interface with the protocol. Concretely, we rename and
extend every synchronization label [Ar(rid,T)] of (the LTS
induced by) RE,, to the label F(rid,y(Z),T) in € and we
keep the labels of Rg,,’s internal actions. Note that applying
the relabeling 7., 07, to 8 recovers R&,,’s original labels.

Hence, we record the following property.

Proposition 2. 7., (7,,(8)) < R

5.2. Overall soundness result

Our goal now is to show that any trace property proved
for the Tamarin model is preserved in the concrete system

( | |i,rid ﬂ-int(%i(m‘d))) ||A’ €,

which is composed of the verified programs’ LTSs 6; and
the concrete environment €, where the programs’ internal
operations are mapped back to their action fact arguments and
N = (megs o 7,,,) "1 (A) synchronizes /O permissions that
also include bytestrings beside terms. Note that our soundness
result assumes that the role implementations are already
verified and that the verifier assumption (Assumption 1) holds.
The verification of the role implementations themselves and
the related assumptions are discussed in Section 4.
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Yr (Theorem 1)
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Figure 5. Overview of soundness proof, where 7 and A’ are defined by
T = Tint © Text and A/ = (et © ﬂ',ezt)il(A)'

Theorem 2 (Soundness). Suppose Assumption 1 holds and
that we have verified, for each role i, the Hoare triple -5/
{i(rid)} ¢;i(rid) {true}. Then

(|Hi,m'd Tint (Bi(rid))) ||ar € <y R.

Proof. We decompose the proof into a series of trace
inclusions. Figure 5 gives an overview of the proof.
The first trace inclusion is

(1l yiq Tine (Bs(rid))) |2 6
< (H|i,rid (Tt (Bi(1id)))) | Teat (T4 (€)),

where the first line is obtained from the second by pushing
the relabeling e, o 7., into the parallel composition, thus
changing the set of synchronizing labels from A to A’. Next,
we deduce

€))

r%ole(m‘d)

from Theorem | and from the combination of Assumption |
and the assumption b/ {9;(rid)} c;(rid) {true}. We then
leverage a general composition theorem [19, Theorem 2.3]
that implies that trace inclusion is compositional for a large
class of composition operators including ||| and ||5. We apply
this to the trace inclusion (10) and the one from Proposition 2
to derive the trace inclusion

(i, rig 7 (wewe (Bi(rid)))) A Teat (ess (€))
< M i Reote(7d)) [l Ren-
Our result follows by combining the trace inclusions (9)

and (11) with Lemmas 1 and 2 and the relation inclusions
< C %’ C < from Section 2. O

(Mo (Bi(rid))) < (10)

(11

Corollary 1 (Property preservation). Any trace property ®
that holds for R also holds for (|||, ;4 mint(Bi(rid))) [|a 6.

Example 10 (Secrecy for Diffie-Hellman). We have verified
the secrecy of and agreement on the exchanged key for
the Tamarin protocol model from Example 2. The former
is expressed as the requirement that in all possible traces of
the system, the attacker never learns a value k for which a
Secret(k) action occurs in the trace. We then implemented
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both roles by programs, and proved they satisfy their I/O
specifications (Example 8). Our soundness result and its
corollary guarantee that the composed system also satisfies
key secrecy and authentication.

6. Application and WireGuard case study

To provide evidence that our approach to verifying
cryptographic protocol implementations is general, powerful,
and scales to complex real-world protocols, we use it to verify
our Diffie-Hellman running example and the WireGuard
protocol. Both case studies are available open-source [20].

6.1. Applying our approach

The application of our approach involves three steps:

1) Protocol model specification and verification in Tamarin.

Protocol models must satisfy our mild format restrictions

(Section 3.1). Existing protocol models may require

minor syntactic modifications. Verify the desired trace

properties such as secrecy and authentication.

Generation of the roles’ I/O specifications. Our tool

automatically generates each protocol role’s I/O spec-

ification along with definitions of types and internal
operations. It accepts all protocol models satisfying our
format assumptions. The tool currently supports Gobra

(for Go) and VeriFast (for Java).

3) Role implementation and verification. Verify an existing
or new role implementation against its I/O specification.
This relies on user-provided (reusable) contracts for the
I/O and cryptographic libraries used and on proofs of
the relevant instances of the pattern requirement (e.g.,
using Assumption 2 and Proposition 1).

By Corollary 1 (and Assumption 1), all properties proven
for the Tamarin model are inherited by the implementation.

For our Diffie-Hellman example, we have verified a Go
implementation (using Gobra) and a Java implementation (us-
ing VeriFast) against their generated specifications. These two
implementations are interoperable and exchange messages
via UDP. We have also produced a faulty implementation
that sends z instead of ¢g” as the first message and for which
verification fails because the I/O permissions do not permit
sending this payload.

2)

6.2. The WireGuard key exchange

WireGuard is an open VPN (Virtual Private Network)
system that is widely deployed on various platforms and
integrated into the Linux kernel. Its core is the WireGuard
cryptographic protocol.

The WireGuard protocol mainly consists of a handshake,
where two agents establish secret session keys and
authenticate each other, and a transport phase, where they
use these keys to set up a secure channel for message
transport. We give an overview of the protocol in Figure 6.
The complete protocol additionally features denial of service
(DoS) protection mechanisms, which we omit.



// handshake phase

A—B: (1, sidl,ge’“,cpkl,cts,macll,mac%)

B — A: (2,sidg, sidr, g%, Cempty, macl g, mac2g)
// transport phase

A — B: (4,sidg,0,aead(krg,0,p0,”))

B— A: (4,sid;,0,aead(kgr,0,p0,"))

A— B: <4, sidR,l,aead(km,l,pl,”)>

Figure 6. The WireGuard protocol.

The protocol involves two roles, the initiator (Alice) and
the responder (Bob), each with long-term private and public
keys. It is assumed that Alice and Bob know each other’s
public keys pk; and pkg in advance. They may optionally use
a pre-shared secret. The protocol relies on an authenticated
encryption with associated data (AEAD) construction aead,
and hash and key derivation functions. The exact algorithms
used are irrelevant for our presentation. All protocol messages
contain a tag: 1 and 2 for handshake messages, 3 for the
optional DoS prevention messages (not shown), and 4 for
transport messages. They also contain randomly generated
unique session identifiers sid; or sidg (for each role).

The handshake phase comprises two messages. Alice and
Bob generate fresh ephemeral Diffie-Hellman keys ek, ekp,
and exchange the associated public keys g*7, g°*#. They
also exchange ciphertexts ¢y, , Cts, and Cempiy, Which respec-
tively encrypt Alice’s public key, a timestamp, and the empty
string, with keys derived from both long term and ephemeral
secrets. The messages also contain message authentication
codes (MACs) for the DoS protection mode, not described
here. At the end of the handshake, both agents compute
two symmetric keys k;z and kr;. The detailed message
construction and key computation is given in Appendix D.

These two keys are afterwards used to encrypt messages
in the transport phase: ki for messages from initiator to
responder and kp; for the other direction. Alice and Bob
both keep two counters n;r and ngs, counting the number of
messages sent in each direction. When Alice sends a message,
she encrypts it with k;g, using the current value of n;p as
the AEAD nonce, and increments nr. Thus, no confusion is
possible regarding the order of messages. The use of different
keys and counters allows messages to be sent independently
in each direction, without requiring strict alternation.

Note that the protocol mandates that Alice sends the first
transport message. The reason is that it is used by Bob to con-
firm she has received his key. In contrast, Alice confirms this
for Bob when she receives the second handshake message.

6.3. Tamarin model

We model the WireGuard protocol in Tamarin as a MSR
system satisfying the assumptions from Section 3.1. Our
model features rules for each of the two roles’ behavior, as
well as environment rules modeling the initial long-term key
distribution. The environment may spawn any number of
instances of each role, i.e., an unbounded number of sessions
running in parallel, between the same or different agents.
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Table 1. PROPERTIES VERIFIED FOR THE WIREGUARD CASE STUDY. By
COROLLARY 1, THE CODE INHERITS THE PROTOCOL’S PROPERTIES.

Level ‘ Verified properties
Protocol | Agreement on the keys, forward secrecy
Code Memory safety, conformance with generated I/O spec

Note that we not only model the handshake and
first transport message, after which the key exchange is
concluded, but also the loop that follows where agents
may exchange any number of transport messages, in any
order, using the computed keys. Verifying such unbounded
loops is challenging for automated tools, and often leads
to non-termination. For this reason, they are usually not
modeled in their full generality. However, the presence
of the loop in the implementation required its inclusion
in the model as well, so that the implementation adheres
to the model’s behavior. We had to manually write three
lemmas and an oracle (a heuristic for Tamarin’s proof
search) to help the tool terminate. Tamarin can then prove
these lemmas and verify the model automatically.

We formulate and prove in Tamarin trace properties
expressing authentication (see Table 1). More precisely, we
show that, after the first transport message, the participants
mutually agree on the resulting keys: if Alice believes
she has exchanged k;z and kr; with Bob, then Bob also
believes so, and conversely. Moreover, we prove the forward
secrecy of the keys k;r and kr;: they remain secret from
the attacker, provided neither Alice nor Bob’s long-term
secrets were corrupted before the end of the key exchange.
The Tamarin file consists of about 250 lines of MSR rules,
and 100 lines of lemmas and properties. It is verified
automatically by Tamarin in about 3 minutes.

6.4. Implementation and code verification

We separately verified the initiator and responder code of
the official Go implementation of WireGuard [34] in Gobra.
We first proved memory safety, which is independent of our
approach, but a required initial step in tools like Gobra and
VeriFast. We then verified each role implementation against
its I/O specification, which we generated with our tool from
the WireGuard Tamarin model. We annotated the code
with specifications, namely pre- and postconditions and loop
invariants, and proof annotations, namely assertions, lemma
calls, and predicate unfolding commands. The code can be
compiled, since the annotations appear inside comments.
Table 1 summarizes all properties we proved.

Changes to the implementation. We modified the official
Go implementation in three ways. First, we removed features
not included in our Tamarin model, namely DDoS protection.
Second, we made changes to simplify proving memory
safety. For this, we removed metrics and load balancing,
which requires complex concurrency reasoning currently not
supported by Gobra. Lastly, we performed changes related
to our approach. Namely, we wrote stubs for cryptographic
and network operations and equipped them with trusted spec-
ifications (cf. Section 4.3) and adapted the code accordingly.



Our verified implementation is interoperable with the offi-
cial implementation and can delegate OS traffic over a VPN.

Verified components. We verified both the handshake and
transport phase for both roles. These components are respon-
sible for all I/O operations of the implementation. We did not
verify the setup code for network sockets and cryptographic
keys. The stubs for cryptographic and network operations
are trusted by assumption and thus also not verified.

I/0 specification. In addition to the I/O specifications
generated by our tool, we declared the bytestring algebra
operations and the homomorphism .

Our verification of the I/O specification is standard. To
verify a call to an I/O operation or an internal operation, we
extract the corresponding I/O permission from the predicate
Pi(p, rid, S). This requires facts about the model state S.
For instance, to send a bytestring b, there must exist a term ¢
with (t) = b such that out;(rid,t) € S. We verify such
facts by relating the program state to the model state S.

Tool expertise requirements. Performing the code-level
verification requires a basic understanding of separation logic
and tool-specific knowledge to complete the memory-safety
proof (as is necessary when verifying any heap-manipulating
program). Justifying each of the program’s I/O operations by
relating them to an I/O permission of the I/O specification
is mostly straightforward.

Pattern requirement. Each of the protocol’s three non-linear
patterns induces two instances of the pattern requirement,
realized as lemma functions (cf. Figure 4).

We proved the pattern requirement instances using Propo-
sition 1 and Assumption 2 by showing that all formats
are (i) image-disjoint with each other and names and (ii)
pattern-injective. Point (i) holds, since all formats start with
a different constant and their lengths differ from the lengths
of bytestrings representing names. Formats are also injective
and hence satisfy (ii), as the arguments of all formats appear
at fixed offsets in the bytestring representation.

Statistics. Our WireGuard implementation consists of
608 lines of verified Go code, excluding library stubs.
Specifications and proof annotations make up 3936 lines of
code, 1241 (32%) of which are generated by our tool. We
required 87 lines of code to declare the term and bytestring
algebras and the axioms about . The verification runtime
is about 148 and 138 seconds for the initiator and responder,
respectively. This case study demonstrates that our approach
is applicable to pre-existing real-world security protocols
with implementations of considerable size.

The smaller Diffie-Hellman implementations consist of
106 lines of verified Go code and 113 lines of verified Java
code (both excluding library stubs). The Go and Java code
require 1015 and 1022 lines of specification of which 623
(61%) and 780 (76%) are generated by our tool, respectively.

7. Related work

We compare our work with different kinds of approaches
to formally verifying protocol implementations. We focus
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on symbolic approaches, as we have already discussed their
relation to computational approaches in the introduction.

Model extraction and code generation. Bhargavan et
al. [10] present a sound model extractor from (a first-order
subset of) F# to ProVerif models. They work with an abstract
datatype of bytestrings and corresponding interfaces for the
cryptographic and network libraries, which they instantiate
both to symbolic terms for prototyping and to actual library
implementations. This approach is used in [35] to verify
TLS 1.0. In [4], the authors extract models from a typed
JavaScript reference implementation of TLS 1.2 and TLS 1.3.
Several works generate both models for verification and exe-
cutable code from abstract protocol descriptions. In [7], [&],
Alice&Bob-style protocol specifications are translated into
ProVerif models and into JavaScript or Java implementations.
While in [8], the authors prove the correctness of a partial
translation from a high-level to a low-level semantics, neither
paper proves the full translation’s correctness. Sisto et al. [9]
generate a ProVerif model and a refined Java implementation
from an abstract Java protocol specification and prove the
implementation’s soundness. We have already discussed the
drawbacks of this family of approaches in the introduction.

Code verification only. Bhargavan et al. [36] modularly
verify protocol code written in F# using the F7 refinement
type checker [37]. They rely on protocol-specific invariants
for cryptographic structures, e.g., stating which messages
are public. Vanspauwen and Jacobs [32], [33] use a similar
approach for protocols implemented in C and verified using
VeriFast. They allow the concrete attacker to directly manip-
ulate bytestrings, which they overapproximate symbolically
by a set of terms. However, it is unclear what effect these
manipulations have on message parsing in the protocol roles.
While the verification of global protocol properties in the
earlier work [36] required additional hand-written proofs, the
more recent work [11] enables their verification in a single
tool, F*, by explicitly incorporating a global event trace.

While these approaches are also modular and thus
scale to protocols like Signal, finding a suitable protocol-
specific invariant is challenging. Our approach not only
decouples proving the security properties from verifying the
implementation’s correctness, it also leverages Tamarin’s
automated proof search.

Combined model and code verification. Dupressoir et
al. [30], [31] use the interactive prover Coq for model
verification in combination with the C code verifier VCC.
Their approach involves reasoning about concrete bytestrings
and their relation to terms. The central definitions of the
protocol model are duplicated in Coq and in VCC and some
theorems proven in Coq are imported as axioms into VCC.

Igloo [19] is a framework for distributed system verifica-
tion that soundly combines model refinement in Isabelle/HOL
with code verification using I/O specifications. Their case
studies include a simple authentication protocol. We follow
similar steps to extract I/O specifications from Tamarin
models, but do this generically and automatically for a
large class of protocol models. In contrast, these steps
must be repeated in Igloo for each protocol, which requires



Isabelle/HOL expertise. Moreover, our way of relating terms
and bytestrings is more flexible and realistic than theirs,
which assumes an injective function from bytestrings to
terms. Penninckx et al. [27] introduced I/O specifications for
verifying programs’ I/O behaviors, but they did not propose
a method for verifying global system properties.

Message parsing. Modersheim and Katsoris [28] show that
an abstract symbolic model using message formats soundly
abstracts a more concrete model, which includes associative
message concatenation, variable and fixed length fields,
and tags. Their result holds for protocols whose formats
are uniquely parseable and image-disjoint and they give
algorithms to check these conditions. This work has inspired
our use of bytestring algebras and our decomposition of
the pattern requirement into image disjointness and pattern
injectivity. Their focus is on abstraction soundness, whereas
ours is on code verification. EverParse [29] is a framework
to generate provably secure (i.e., injective and surjective)
parsers and serializers for authenticated message formats.

8. Conclusion

We have proposed a novel approach to cryptographic
protocol verification that soundly bridges abstract design
models, specified as multiset rewriting systems, with code-
level specifications. This allows us to leverage the automa-
tion and proof techniques available in Tamarin for design
verification together with state-of-the-art program verifiers
to obtain security guarantees for protocol implementations.
Our approach is general, compatible with different code
verification tools, and applicable to real-world protocols.

There are several exciting directions for future work. Our
framework is based on a Dolev-Yao attacker. It would be
interesting to relax this assumption and allow the concrete
attacker to perform additional (non-Dolev-Yao) bytestring
operations. Moreover, we currently only support trace prop-
erties. Some security properties such as privacy properties
can be formalized as observational equivalences, which
Tamarin also supports [38]. How to obtain implementation-
level equivalence guarantees from a symbolic model is an
open problem.
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Appendix A.
Protocol format details

We require that the rules’ labels only contain facts from
Yoo, ie. for all € = » € R, facts(w) C 3, Here,
facts(s) denotes the set of fact symbols that occur in a
multiset of facts s. We assume that environment rules do
not directly use the agents’ internal states. Namely, for all
€ % # € Reny, facts(€ U#) C Zeny. In addition, any rule
in Reny producing a Setup, fact must not produce any other
facts on its right-hand side and its label must be empty.

We also require that rules for role ¢ only use ¢’s state
and may consume facts in 3, (but must not produce them)

and may produce facts in ¥, (but must not consume them).

More formally, we require, for all € = » € R;, facts(€) C
Yl ate U Sin and facts(#) C X0 U Xoy.

Finally, we require that for a protocol rule ¢ = + € R,
at least one state fact appears in +, and that there is a k; > 1
such that the tuple of the first k; arguments of all state facts
in ¢ % # is the same. Intuitively, these first k; arguments
represent parameters of the run of the protocol role: their
value remains fixed throughout the role’s execution. They
can be, for instance, the agent’s identity, a thread identifier,
or any value that is assumed to be known beforehand by
the agent. We assume that the first one of these arguments,
which we call rid, is of type fresh. It is intended to represent
a thread identifier. For readability, we will usually group
these k; initial parameters as a tuple, denoted by init.

In summary, these formatting rules only impose very
mild constraints on Tamarin models. All protocol models in
the Tamarin distribution could easily be adapted to conform
to these constraints with only minor modifications. The main
changes would be related to providing a separate setup rule
for each role ¢ and keeping the arguments of the resulting
Setup; fact as the initial arguments of all state facts as
described above.

Appendix B.
Formal definition of parallel compositions

We define the (indexed) interleaving parallel composition

||| and the (binary) synchronizing parallel composition ||4.

These compose their argument MSR systems into a labeled
transition system.

The (indexed) interleaving parallel composition
[|l;,riaRi(rid) has as states functions f that map each
pair (¢,7id) to a multiset of state facts and transitions
f = fif, for some i and rid, f(i,rid) :a>72i(rid) S’ and
"= fl@, rid) — S’], where f’ agrees with f except that it
maps (4, rid) to S’

The synchronized composed system R || R has states
of the form (S}, S5) and transitions (S;,Ss) < (54, Sh) if
either

(i) @ =[] and there is an ¢’ €g A such that Sy é/hgl St
and Sy ==r, S5,
(11) R ¢E A, Sl énl Si and Sé = SQ, or
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(111) R ¢E A, SQ :a>732 Sé and Si = Sl.
Here, o’ €g A means that «’ =g « for some « € A.

Appendix C.
Extended verifier assumption

Following Penninckx et al. [27], we sketch an example
of semantic assumptions on programs and Hoare triples
that make our extended verifier assumption (Assumption 1)
hold semantically. The soundness of the program logic itself,
i.e., that a provable Hoare triple -, {¢} ¢ {¢'} implies its
semantic validity =, {¢} ¢ {¢}, is a separate topic beyond
the scope of our paper.

We assume that the programming language semantics
makes judgements of the form s,c || s’, 7, meaning that the
program ¢ when started in state s terminates in state s’ and
produces the I/O trace 7. This semantics induces a LTS €6,
whose set of traces for a given starting state sq is thus

Te(6) = {7 | 3s". s0,c | ', 7}.

I/O specifications ¢ have both a static and a dynamic
semantics, which are defined in terms of (I/O) heaps. Heaps
are multisets of (ground) I/O permission and token predicates.
The static semantics, written h |= ¢, intuitively means that h
contains (at least) the I/O permissions and tokens prescribed
by ¢. The dynamic semantics defines the set of traces allowed
by an I/O specification ¢ to contain those traces that are
possible in all heap models of ¢, i.e.,

Tr(p) = {7 | Vh. h |z ¢ = h 5},

where h = intuitively means that it is possible to produce a
trace 7 by successively pushing the tokens in h through the
I/O permissions in h (and thus consume these permissions).

The semantics of Hoare triples of the form {¢} ¢ {true}
with respect to an abstraction function « from program-level
I/O operations to abstract I/O permissions is given by

o {6} ¢ {true}

ELovs 8 hos,e s, Ah |:¢:>hﬂ>
— a(Tr(B)) C Tr(o)

= a(8) X ¢.

Here, () denotes the LTS 6 whose transition labels are
renamed under «. The final equivalence uses the equality
a(Tr(B)) = Tr(a(8)).

Penninckx et al. [27]’s semantics is formulated for the
case where « is the identity function. Both our and their
semantics of Hoare triples also include non-trivial post-
conditions, which we omit here to simplify the presentation.

Appendix D.
WireGuard message construction

The details of the construction of the ciphertexts in
the messages for the WireGuard protocol are displayed in
Figure 7, where:



« aead is an AEAD algorithm, h is a hash function, kdf;,
kdfs,, kdfs are key derivation functions;

e in aead(k,n,p,a), k is the key, n a nonce or counter,
p the payload (both authenticated and encrypted), and
a the additional data (authenticated, but not encrypted);

e (kr,pks) and (kg, pkgr) are the initiator and responder’s
long-term private and public keys;

o (eky,epkr = g°*1) and (ekgr,epkr = g°*®) are the
initiator and responder’s ephemeral private and public
Diffie-Hellman keys, g being the group generator;

o info and prologue are fixed strings containing protocol
information (version, etc.); and

o psk is an optional pre-shared key — if unused it is set
to a string of zeros.

Cpkr» Cts> Cempty are computed as follows.

co = h(info)

ho = h({co, prologue))
hi = h((ho, pkr))

c1 = kdfy ((co, epkr))

hg = h(<h1, ep/w))

Co = kdfy ((c1, gFrrer))
ki = kdfs({c1, g*nrerr))
Cpky = aead(k1, 0, pkr, ho)
hs = h((ha, cpr, )

c3 = kdf (e, gFr+h1))
ke = kdfs((ez, g"7*))
Cis = aead(ke, 0, timestamp, h3)
hy = h((hs, cts))

cq = kdf; ((c3, epkr))
h5 = h(<h4, eka>)

cs = kdfy ((ca, gerrrehry)
c6 = kdfy ((c5, g n**1))
cr = kdfy ((cs, psk))
= kdfs({cg, psk))

ks = kdf3((ce, psk))

he = h({hs,m))

Cempty = aead(ks,0,””, he)

krr and kg; are the resulting exchanged keys: k;p =
kdf1(67), kRI = kdf2(87).

Figure 7. The WireGuard message construction



Appendix E.
Proofs

In the following proofs, we use a slightly different formalisation compared to the description
in Section 3. In that section, we formulated all transformation steps and lemmas in terms of
multiset rewriting (MSR) systems, to make them more legible. In contrast, in this appendix, we
formulate them in terms of the labelled transition systems (LTS) induced by the MSR systems.
This does not change the results, as these are two equivalent descriptions of the same system;
we simply use the LTS formalism here so that the steps follow more closely the general Igloo
methodology from [19].

E.1. Definitions and notations

In this section we recall standard definitions for multisets, as well as the usual Tamarin
model and semantics for multiset rewriting, that were introduced in Section 2.

Definition 4 (Multisets). A multiset constructed over a set .S is a mapping M : S — N, where
M (z) represents the number of copies of = in M. We denote set(M) = {z € S|M(z) > 0}
the set associated to M. We write € M if M (z) > 0. We use the notation { - [} to define a
multiset explicitly: e.g. {a, a,b[} denotes the multiset containing two copies of a and one of b.
In rewriting rules, we alternatively use the notation [-] for the same purpose.

U™, \™ and C™ respectively denote multiset union, difference, and inclusion. That is, if A, B
are two multisets, then for any element z, (A U™ B)(z) = A(x) + B(z), and (A\™ B)(x) =
max(A(z) — B(z),0); and A C™ B when for all z, A(x) < B(z).

In addition, for a set .S and a multiset M, we denote M N™ .S the multiset containing only the
elements from M (with the same number of copies) that are also in S, i.e. (M N™S)(z) = M(x)
if z € S, and 0 otherwise.

Definition 5 (Terms). Consider sets of names fresh, pub, V, representing respectively fresh
values, public values, and variables. Let > be a finite signature of function symbols, given with
their arity.
The set of terms constructed from X, fresh, pub, and V, denoted by T = Tx:(fresh U pubV),
is the smallest set containing fresh U pub U} and closed under application of functions in X.
We also let € = T (N) denote the set of ground terms, i.e. terms without variables.

Definition 6 (Equational theory). An equational theory E on 7 is a set of equations of the
form [ = r, where [,r € T are terms without fresh names from fresh. We denote =g equality
modulo E, i.e. the smallest equivalence relation on 7 that contains E, and is stable by context
and substitution.

Definition 7 (Facts). Consider a signature Yfacts = Xjin W Xper Of fact symbols with their arity,
partitioned into linear facts Xy, and persistent facts X,er; as well as a set of terms 7 with an
equational theory E.

We write F = {f(t1,...,tk) | f € Zracts With arity k,¢1,...,tx € T} the set of facts
instantiated with terms, partitioned into Fiin & Fper as expected.

For a set or multiset s of facts, we denote by facts(s) the subset of Xf,s containing all
fact symbols that occur in s.
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Definition 8 (Multiset rewriting system). Consider sets of facts F and terms 7 with an
equational theory E as defined earlier. A multiset rewriting system on these terms and facts is a
set R of rewriting rules of the form ¢ < +, where ¢, «,+ are multisets of facts in F. We call
¢ the premises of the rule, + the conclusions, and « the events.

The associated transition relation = g is defined by the rule

t L reR 0 ground inst. of vars. in ¢, w,
2 v =g (65 )0 ¢ N™ Fin C™ S set(€') N Fper C set(S)
S é/>7z7|§ S \m (fl nm .F“n) um s/

We will from now on only consider fact signatures containing reserved fact symbols K € .,
and Fr,in,out € Xj,.

Definition 9 (Message deduction rules). We let M Dy denote the set of message deduction
rules for X:

lout(z)] — [K(z)]
K(@)] 5 finph)]
I L K e pub)]
Fr(z € fresh)] 5 [K(2)]
K(z1), .. K@) B [K(f(z1s....20))]  for f €S with arity &

Definition 10 (Freshness rule). We let Fresh denote the freshness generation rule:

I

2L, [Fr(a € fresh)]

Definition 11 (Traces). The set of traces of a multiset rewriting system R (for facts F, terms
T, and equations E) is

Tr(R) = {{e1,...,0m) | Is1,...,Sm ground multisets of facts.
@ %R,E S1 %R,E e gﬂﬂ; Sm}.

The set of filtered traces, without empty labels, is
Tr'(R) = {(@i)i<icmaiz0l(e1, .. s am) € Tr(R)}.
The set of Tamarin traces, additionally removing collisions in the random generation, is
T"(R) = T'(R)\ C,
where C = {(a1,...,am) | 3i,j. i # j AFr(n) € a; N a;}.

Note that we use the notation (z1, ..., &), or alternatively (x;)1<;<n, to denote the ordered
sequence containing the elements z1,...,Z,.

A common technique to condition rewrite rules to certain boolean combinations of equalities
between messages is to use equality restrictions.

Definition 12 (Equality restrictions). Assume from now on a set Y¢q € X of fact symbols
used to record equalities (e.g. Eq(z,y), NotEq(z,y)), that occur only as actions in rules,
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ie. in « for a rule ¢ < . Consider a mapping ¢eq from each fact symbol f € ¥4 of
arity k to a formula ¢eq(f) of the form Vz1,...,xx. ¢ where ¢ is a boolean combination of
equalities (modulo E) between variables x1, ...,z Typically, ¢eq(Eq) = Vz,y. © =g y, and

deq(NotEq) =Vz,y. x #e y.
The equality restriction associated to ¢eq is the set of traces

Req = (a1, .-+ am) | Vi. Y/l € Seq. Vi1, .o toe F(t1, . t1) € a3 = Geq(F)(ts .- t1)}-

(abusing notations, we apply ¢eq(f) to terms to signify instantiating the universally quantified
variables with those terms).
Adding this restriction, Tamarin will prove properties of the restricted set of traces

Tre(R) = Tr"(R) N Reg.

We admit the following (easily proved) property, stating that this usual encoding of equalities
behaves as expected, i.e. is equivalent to enforcing the equality conditions at each transition
step.

Proposition 3. Consider the modified semantics =g g eq for the multiset rewriting system R,
that is defined by the rule

t S vreRr 0 ground inst. of vars. in €, o,
v = (65 )0 CNTFinCMS Do set(t’) N Fper C set(S)

S 60ﬁlﬂﬂieq S \m (Lo/ nm -/T"Iin) um 4/

where

Doy = A beq(F)(t1, ... tr).

fezeq/\f(tlw--vtk)e@/

Let Tx, (R) and Trycq(R) be the associated set of traces, respectively filtered and filtered
without collisions, defined as for the normal semantics. We have

Trl (R) = Tt'(R) NReq and Tryeq(R) = Tr(R).

eq

We prove the refinement results (Lemmas 1 and 2) on the modified semantics for multiset
rewriting, which enforces equality checks at each step rather than in the end as a trace restriction.
That is, we prove that the traces of the composition of component systems are included in the
traces of the original multiset rewriting system for the modified semantics.

This is more convenient, as it allows us, when writing component systems as guarded event
systems, to incorporate the equality conditions directly in the guard of each event. That is closer
to the way these checks are performed in the implementation, and therefore helps produce
specifications that will be easier to verify on the code.

Therefore, in the end, the global soundness result we obtain states that the traces of the
parallel composition of each role’s implementation are included in the traces of the original
MSR system for the modified semantics.

Thanks to Proposition 3, these are the same as the traces for the usual semantics, with the
equality restriction, which is the set of traces considered by Tamarin.
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E.2. Assumptions

We now recall in detail the formatting assumptions introduced in Section 3.1.

We fix sets of names pub, fresh, V, a signature X, and the set of terms 7 constructed on
them, with an equational theory E. Let us also fix n > 1, the number of roles in the system we
consider.

We consider a fact signature of the form

E1’acts = Eact W 2env &J ( H‘J Zitate)
1<i<n

for some arbitrary (but disjoint) sets of facts symbols >eny, Xact, Eitate for 1 <17 < n, intended
to represent respectively environment facts, the action facts, and each role’s internal states. Note
that each of these sets may contain linear and persistent facts. We additionally assume that
Yenv contains subsets Y, Yoyt Which we call input and output fact symbols, with Fr,in € ¥,
out € Yout, and K € Yepy \ (Ein U Xoyt). Furthermore, we assume that there is an initialization

fact symbol Setup; € X, for each protocol role .

We then consider a multiset rewriting system R of the form

R:Renvw( L‘H Rl)

1<i<n

where R; and R, are arbitrary (disjoint) sets of rules intended to represent respectively each
role and environment rules, and MDx, U {Fresh} C Repy.

We assume that for all rule ¢ = » € R, facts(w) C X, For all environment rule
¢ % # € Reny, We assume that facts(€¢ U #) C Yeny. In addition, the fact Setup, is only
allowed to occur as the only fact produced by rules in Req,. For all ¢, for all € L v e Ry, we
assume:

o facts(€) C 3, U XL

state>

o facts(#) C Loyt U Lliates

« at least one state fact appears in #;

o the first k; > 1 arguments of all state facts in ¢ 2y +, as well as the Setup, fact, are
reserved for role ¢’s parameters, i.e. have the same value in all state facts and all occurrences
of Setup, in the rule. In addition, the first of these k parameters must be a thread identifier,
i.e. a value of fresh called rid. These k parameters are thus never changed once the Setup;
fact is produced to start a run of role <. For readability, we will group all these initial
parameters as a tuple, denoted by init.

For each rid € fresh, and each ¢, we denote R; ,;q the set of rules in R; where the first
argument of all state facts is instantiated with 7id.

E.3. Step 1: Interface model

As stated in Section 3, our goal will be to separate the multiset rewriting system into
several transition systems, representing each component. We first introduce interfaces between
each component (i.e., each role, and the environment), to make this separation easier. These
interfaces are additional facts, which we call buffer facts. We add buffers for all operations we
wish to consider as I/O, i.e. the input and output facts. These take the form of additional rules,
called I/0 rules, that transform each such fact into a buffered version (for X;,) or vice versa
(for ZJout)-
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We first extend the fact signature by adding, for each input or output fact F', a “buffered”
copy F; for each role i. We define

Le=1{F | F € SinUZou}
. = thate U Ei:L)uf

role

E1/‘ac1:s = ZaCt & Eenv & (H‘J 2:-ole)'

K2

We then replace the facts used by the protocol rules as follows. Let X; = be the set of input
facts without the role initialisation facts Setup,. For each role i, let R be the set of rules
obtained by replacing, in all rules in R,;, each fact F'(t1,...,t;) (with F' € ;. U Xq) with
F;(rid,ty,...,tx), where rid is the thread id parameter present in the state facts in the rule.

We also introduce the set R;, of I/O rules, which translate between input or output facts
and their buffered versions. The set R;, contains the following rules, for each role 7.

(F(z1,...,21)] B [Fi(rid, 21, ..., 20)] for F e 3
Gi(rid,z1, ..., 21)] B [Gan,. .., 2] for G € You

We also count the role setup rules, which generate the Setup, facts, as I/O rules. Hence, we

move them from the set Reny to Rio, calling the set of remaining environment rules R_,,,.
We then consider the system

Rintf = Reny © Rio & ( L"j R}).-

env
1<i<n

We can now prove the following lemma, which corresponds to Lemma [ in Section 3.2.1
(formulated here for the semantics where equality checks are performed in each transition,
rather than as a restriction, which is more convenient later on).

Lemma 3.
Tr/eq (Rints) € Tr,eq (R)

Proof. We prove this inclusion by establishing a refinement, using a simulation relation %R.
That is, we show that

M (0,0) € %
(2) for all states (s1,s;) € R, for all transition steps s =g, . Eeq S, there exists a
.. a a
sequence of transitions s =R Eeq --- —>R.Eeq Sm Such that (s, sh) € R, and

(@i)1<i<m,a;20 = (a’). In other words, there exists a sequence of transitions that reaches
a state related to s}, and produces a sequence of m actions, among which one is equal to
a', while the others are empty. In the proof we will actually only have m € {0,1}.

We use the relation & such that (s,s’) € R if and only if s is the state obtained from s’
by removing the indices ¢ from all facts, as well as the first argument 7id added to buffered
facts. The first point, (#,0) € R, is clear.

Let (s1,s7) € R, and consider a step s} =g, E.eq S5- We can distinguish several cases
for the rule in Ri¢ of which it is an instance.

o if it is a rule ¢/ “ »/ € R/: the transition is thus

’
(7
$1 = R Ereq 55 = 51 \™ (€'0 N Fijn) U™ +'6
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for some ground # such that ¢'6 N™ Fii, C™ s} and set(€'0) N Fper C set(s)). Let rid
be the name with which @ instantiates the first argument (thread id) of the rule’s state
facts and buffered facts. By construction, there exists a rule ¢ B = R; that can be
obtained from ¢’ <+ #’ by replacing each symbol F; with the unlabelled symbol F, and
removing its first argument (which is rid). Note that, by assumption, < does not contain
fact symbols in Yy, and thus « = /.

Since (s1,s}) € R and €'6 "™ Fy;, C™ s, we have €6 N\™ Fj;, C™ s4. For similar reasons,
we also have set(€0) N Fper C set(s;). Hence, by applying rule (¢ = +)6, we have

51 é0>R,E,eq s1\"™ (€0 N™ Fiin) U™ #06.
Since (s1,8]) € 9%/, we also have (s1\™ (€0N™ Fyin) UM #60, s1\™ (€'0N™ Fin ) UM +'0) € R.

o if it is a rule ¢/ = #/ € R, the transition is thus

9
5/1 @:>Rintf;E7eq 5/2 = 8/1 \m (619 n" ]:|in) um+'o

for some ground ¢ such that €60 N™ Fj, C™ s} and set(¢'0) N Fper C set(s)). By

construction, ¢’ C°—,> #' € Renv. By the formatting assumptions, facts(€’ U +') C Yepy.
Hence, the facts in ¢’6 and #'6 are not touched by R. Thus, since (s1,s;) € R and
' N™ Fiin C™ 51, we have €/0 ™ Fiin €™ 1. Similarly, set(¢'0) N Fper C set(sy). Thus,

by applying rule ¢’ <y , we have
51 22 R Eeq 51 \™ (€0 0™ Fi) U™ +76.

Since (s1,8]) € R and facts(¢’ U +#') C Neny, we also have (s; \™ (€'6 N™ Fp) UM
#0,s1\™ (€6 "™ Fiin) U™ +'0) € R.
« Finally, the case of I/O rules remains. We write the proof for the case of an input rule

in Y,, as the output case is similar, and the setup case is similar to the previous case

(Ro,)- Assume the transition rule applied is [F'(z1,...,xx)] L [Fi(rid, z1,...,zx)]. In

env
that case the transition is

sy =8 UM {F(My,. .., Mp)} =Soroy £eq 5o = 8 U™ {Fy(rid, My, ..., M)}

for some s, My, ..., My, rid. Since (s1,s]) € R, there exists s such that s; = s U™
{F(My,..., M)} and (s,s") € R. Hence we also have (s1,s5) € R, and no transition
needs to be performed on s;.

O

E.4. Step 2: express the MSR system as an event system

Before we separate our monolithic system into the composition of several component
systems, we switch to the formalism of guarded event systems, which will be more appropriate
when extracting an I/O specification.

We associate to Rin a guarded transition system € = (S,&,G,U):

o S is the set of multisets of ground facts from the signature ¥, ;
o &= (Ui<i<n, for each rid Eivia) Y ES U E™ with

7 ria = {skip} U {ef’rid)j(ﬁ,f’,@’,r’) | ¢/, ', +' multisets of ground facts,
0 ground inst. of vars(¢) U vars(«) U vars(+)
where ¢ = + is the jth rule in R} with the first
parameter of all state and setup facts
instantiated with rid}
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and
E¢ = {skip} U {e5(0,¢',a',+') | ¢',«’, ' multisets of ground facts,
6 ground inst. of vars(¢) U vars(«) U vars(+)
where ¢ % # is the jth rule in R}

and

gio = {)\F,i,rid(07€/7a’/7V/) | Fe Ein U Eout
t’, ', +' multisets of ground facts,
6 ground inst. of vars(¢) U vars(«) U vars(+)
where ¢ = # is the rule associated to fact F and
role ¢ in Rj,, with its first parameter instantiated with rid}

o G: the guard for a parametric event e(f, ¢’,«/,#') associated to a rule £ % » € R/, in
the current state s, is

=gt AN o' =gab N+ =0 N Gt s) N Deg(e))

where
G(t',s)= (€' N™ Fin €™ 5) A (set(€’) N Fper C set(s))

is the actual condition for the rule and

(I)eq(ﬁ//) = /\ ¢eq(f)(t17~~atk)

fEZeqNf(t1,...,tk)ER’

is the equality check.
o U: a parametric event e(f,¢’, ', +') associated to a rule ¢ <> + € R’ updates the state s
to s’ =U(t',+',s), where
U, v',s)=s\" (£ N™ Fin) U™+,

Note that the event label Ap; riq(6,¢’, ¢/, +') we assign to events associated with rules in
Ri, corresponds to the synchronisation label Ar(Z) described in Section 3.2.2. Since we use
the LTS formalism here, it is now an event name, rather than a fact annotating a rewrite rule.
We include more parameters here compared to that section to make the form of all our events
uniform — even though, since the form of the rules in R, is known, by construction, it would
be sufficient to only give the instantiation of each parameter of F', as was done in the paper.

We let — denote the reduction relation defined by checking the guards and applying the
updates for each event in £. Formally, s £, ¢ if Fis an event e(0,¢’,a’,+') associated to a
rule € % # € Rins, such that ¢/ =g €0 A @’ =g a8 A +' =g #0 A G(',s) A Deq(w’),
and s = U(¢',+#/, s).

Let 7 denote the mapping from £ to multisets of facts, that associates to each parametric
event e(f,¢', ¢/, +') € £ the multiset of facts «'.

We denote 7 the extension of 7 to sequences of events and multisets, which applies 7 and
removes empty multisets of facts, i.e. for any sequence e = (e, ..., e,) of events,

wle)=(m(e;) |i=1,...,n A m(e;) #0).
Note that Section 3.3 introduced the same mapping, but in the MSR formalism.

The traces of the event system are defined as

Tr(€) = {e1,.vem | (Viie; €E) A Ts1,...,8, €S0 2551 25 0 2 5,
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Lemma 4.
ﬁ(TI‘(%)) = Trleq(Rintf)

Proof. We show this lemma by proving that for any state s:

a) for any event e € £ and any s/, if s — ' then s ﬁ:(e;R Eeq S
y y intf,E,€q
b) for any reduction step s =—>r. . Eeq S, there exists e such that s — s” and 7(e) = «.
y p intf,E,€q

Once these two properties are established, the lemma follows easily by applying them successively
to each reduction step — (a) proves the first inclusion (C) and (b) proves the second one (2).

We first show (a). Consider states s,s’ and an event ¢ € £ such that s =5 4. By
construction of &, there exist €/, 6, ¢/, ¢/, +' such that e = €/(0,¢’, ¢/, +’). In addition,
e is associated to some rule € = ¥ € Rins. By definition of the guard associated to e,
we have (¢/,a/,+') =g (€,a,#)d, ¢’ N™ Fin C™ s, the equality conditions Peq(w’) are
satisfied, and s’ = set(€") N Fper C set(s). By definition of the update associated to e, we have
s' = s\™ (€' N™ Fyin) U™ /. Thus by multiset rewriting, s =5
of = we have 7(e) = «/, which proves (a).

E.eq . Finally, by definition

intf 5

Let us now show (b). Consider a reduction step s =a>R;ntf,E,eq s'. By definition of multiset
rewriting, there exists a rule € < # € Rin,» a ground instantiation # of vars(¢) U vars(«) U
vars(#), and multisets of ground facts ¢/, ¢/, +' such that (¢/,¢',+') =g (¢, a,#)0, ¢/ N™
Fiin C™ s, set(€’) N Fper C set(s), the equality conditions Peq (') hold, and s’ = set(€’) N
Foer C set(s).

By construction of Rinf, € 2 4 is either in R for some 4, in R, or in R;.. In either
case, there exists a parametric event e such that the family of events

{e(@",¢", ", +") | 0" gr. inst. of vars(€)Uvars(«w)Uvars(»), €”, " +" multisets of gr. facts}

is in £. The three cases differ only by the event name, which is inconsequential here.
Consider the instance e(f, ¢’, ', »'): its guard is satisfied, and it updates s into set(¢’) N

) (0,6 0 ' . .
Foer C set(s), ie. s’. Hence s 0f e ) s'. Since 7(e(d,¢',a’,+")) = @', this proves

(b). O

From now on, we will actually slightly strengthen the guards of the protocol events in &,
i.e. those in &, to use true equality instead of equality modulo E. This only reduces the set
of possible executions, and thus preserves the previous trace inclusion.

E.5. Step 3: separating the event system into each component

We are now ready to split the event system into its components.

We will separate it into one system €7, for each role instance, and a system €¢ for the
environment. The interface events, from £° (associated to rule in R;,), will be split in two
halves, one to be added to €¢, and the other to one of the €7 ;.

For each role instance (i, rid) we consider the event system €7, containing the events in
&?,.q and the associated guards and updates, as well as events, guards and updates encoding

the additional rules
Fi(rid,®)] 5 for F € Yoy

| 3, [F;(rid,z)] for F € X,

We denote the events for these transitions A%, ;. Formally:
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o if ' € Yoy, the guard for A% ; ., (F) requires that the state contains Fj(rid, =), and its
update simply removes that fact from the state or leaves it, depending on whether F' € Fji,
or not;

o if F' € %ip, the guard for A%, ,;(7) is always satisfied, and its update adds fact F;(rid, 7)
to the state.

We also consider the event system 6 containing the events in £¢ and the associated guards
and updates, augmented with events encoding the rules

F@)] & [ for F € %,
[F'(Z)] 1IN I for F' = Setup, for some i

where F’(T) are the premises of the setup rule for F'
1 L [F@)] for F € Son.

We denote the events associated to these rules A%, .., (Z) (i.e. we include one copy of the event
for each ¢, rid). Formally:

o if F'€ X, the guard for A%, ., (%) requires that the state contains F(), and its update
either removes this fact from the state or leaves it, depending on whether F' € Fj, or not;

o if " = Setup,, the guard for A%, ,(Z) requires that the state contains [F”(7)], and its
update removes from the state the facts in this list that are in Fj;n;

o if ' € You, the guard for A, () is always satisfied, and its update adds F(Z) to the
state.

We define the partial function x : (U; ;4 6} iq) X €° — € (conflating ¢ with its state
space, and similarly for €°) that synchronises labels A\p, i.e.

o X(AFiria (M), A5 1ia(T)) = Apiria([T = M|, €', ', +'), where ¢ 2y # is the rule

associated with F' in Rj,, instantiated with rid, T are its variables, and ¢’ T )
instantiation with m;

« Xx(skip,e) = e when e is not of the form A%, ..

« Xx(e,skip) = e when e is not of the form A% ; ;.

o X(e,€’) is undefined in all other cases. '

We introduce two composition operators. ||| is parallel composition, i.e. the state space
of Al|||B is the product of those of A and B, and its events are e4 updating state (sa,sg)
to (s)y,sp) if ea updates s to sy in A, and similarly for ep in B. ||, is synchronising
composition, and is defined similarly: the state space of A||, B is the product of those of A
and B, and its events are x(ea,ep), updating state (s4,sg) to (s'y, s’g), if e4 updates s4 to
s’y in A, and similarly for ep in B.

We can then state the following composition lemma, which corresponds to Lemma 2 in
Section 3.2.2 (when chaining it by transitivity with Lemma 4).

Lemma 5.

Te((Ill;,ria 87 ria) |1, 8%) € Tr ().
Proof. We prove this lemma by establishing a refinement with a simulation relation & between
abstract states (from &) and concrete ones (from (|[|,€; ;)| ). The concrete states are of
the form ((S;,rid)1<i<n, for cach rid, Se ), 1.e. they are composed of one multiset of facts for each
i, rid, and one for the environment.
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The refinement relation we use is defined by (s, s’) € R iff s = (U]",,;48; ,.4) U™ s, where

s’ = ((Sg,rid)’ S¢)-

For better legibility we will denote €’ = ({|[,%7 ,;)||, € the composed system, and —/,
—>%, —>irid» —e the transition relations defined respectively by €', 6, ;7 .q and €°.

It is clear that the initial states of €’ and € are related: (((0),...,0),0),0) € R. We now
show that for all states (s, s}) € R, for all transition steps s}, —%: s, there exists a transition
51 —¢ sy such that (sq,s5) € %. We will denote 33 = ((Sg,mid)léién, for each m-d,s;.’e) for
Jje{l,2}.

Following the definition of ), we can distinguish several cases for the transition step
5,1 L);g/ 3/2

o if e = x(¢',skip) for some ¢’ € &7 ;: then ¢’ = e, and by definition of ||, and |||, since

st 5% sh, we have S0 rid i rid 85 i rid> S2.j.rid’ = S1.j.ria tor all (7, rid") # (i, rid),
and s5 , = s ..

By definition of €, iq» the guard and update of e in that system are the same as in €.
In addition, since (s,s1) € R, we have s} ; ., C™ s1. It is immediate from the form of
the guard in € that it is stable by supermultiset, and thus holds for s;. It is also clear
from the form of the update in € that applying it to the whole state is exactly the same as
applying it to a submultiset of the state that satisfies the guard, here Si,i,ri 4> and leaving
the rest of the state untouched.

Therefore, we have
_ m / m _/ € m / m _/ m _/
51 = (T iar 81 j,riar) U™ S1e % (U0 iar)(iria) S1,g,riar) U™ 82,0ia U™ 81 e

As noted earlier, we have sy, = 51, and s, ; ;0 = s}, ., for all (j, rid") # (i, rid),
hence (5, (U0} iar)2(i,rid) S1j,ridr) O™ 5,,ria U™ S1.e) € R, which concludes the proof
in this case.

o if e = x(skip,€’) for some e’ € £°: this case is similar to the previous one.

o The remaining case is the synchronisation case, where e = X (A%, ,44(M), AR .q(T2)) for
some F\ i, rid, m.
Then e = Ap; rig(0m, €', ¢/, #') where 6, = [T — ], € 25 + is the rule associated with

’
. . . . . — . . R . . . . . .
F in R, instantiated with rid, T are its variables, and ¢/ = +' is its instantiation with
O,
.. . 12 € / /
By definition of ||, and |||, since s} —¢/ s5, we have s}, .4

i (m)

A%, i, ria (77) ,
i,rid 524 rid>
e e Sherand sh =) o forall (5, rid") # (i, rid).

We now need to distinguish the cases where F' € ¥, , F' = Setup;, and F' € Yq,. We
write the proof for the case F' € X, and F' € Fjin, as the other cases are similar.

We then have ¢/ = {|F;(rid, m)[}, ¢’ =[], and +' = {F(m)}.

By definition of A%, .,(m), we have Fj(rid,m) € s5, .0 = S1; 40> and s, o \™
{F,(rid, m)}. o " - -

By definition of A%, (M), we have sy, = s, U™ {F(m)}. There-
fore, s = (UP s, ) UM s}, satisfies the guard of the event
Ap i rid (Om, | Fs(rid, m) [}, 0, { F(m)]}) associated with rule [F;(rid,m)] — [F(m)] in 6.
Hence we have

AF,i,rid (Om { Fi (rid,m) },0,{ F (m)[})

(Uk,riary $1,k,riar) U™ 81,0 \™ i (rid, m)[) U™ {F (m) -

S1
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As noted earlier, we have s} ; ., = s ; .o UM {F(M)[}, 55 . = s1 . \™ {Fi(rid, m)[}, and
8 oriar = 51 g TO1 All (kyrid") # (i, rid). Thus (85, (U iary S5 g riar) U™ S1e \™
{F;(rid, m)}) U™ {F(m)}) € R, which concludes the proof in this case.

O
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