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Abstract. Machine learning applications in ultrasound imaging are lim-
ited by access to ground-truth expert annotations, especially in spe-
cialized applications such as thyroid nodule evaluation. Active learning
strategies seek to alleviate this concern by making more effective use of
expert annotations; however, many proposed techniques do not adapt
well to small-scale (i.e. a few hundred images) datasets. In this work, we
test active learning strategies including an uncertainty-weighted selec-
tion approach with supervised and semi-supervised learning to evaluate
the effectiveness of these tools for the prediction of nodule presence on a
clinical ultrasound dataset. The results on this as well as two other med-
ical image datasets suggest that even successful active learning strategies
have limited clinical significance in terms of reducing annotation burden.

Keywords: Thyroid cancer · Active learning · Ultrasound imaging.

1 Background

Thyroid nodules are growths disrupting the normal follicular architecture of
the thyroid gland, whose evaluation by ultrasound is essential to facilitate thy-
roid cancer detection and avoid unnecessary interventions. Ultrasound is ideally
suited to this task because it is inexpensive and non-invasive, but this tech-
nique is limited by the subjective interpretation of the acquired images by the
practitioner.

In response to these limitations, many groups have proposed machine learning
algorithms to automate thyroid ultrasound evaluation. These approaches apply
neural networks to standard B-mode ultrasound images to perform detection
and segmentation of nodules [4], benign-malignant classification [1], or combined
strategies to reproduce the entire clinical evaluation task [20, 8, 12]. A few groups
have even begun to test commercial software for this purpose [3, 17].

As these algorithms are tested and validated for clinical use, they must fol-
low training strategies that respect the limitations inherent to ultrasound imag-
ing. Especially when adapting to ultrasound systems in specific hospital centers,
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high-quality annotations drawn by practitioners specifically experienced in thy-
roid ultrasound are essential; however, the time of these experts is inherently
expensive and annotation tasks have a low priority in the patient-oriented work-
flow. Clinical implementation of these tools will therefore depend on training
strategies that make intelligent use of ground truth labels.

1.1 Active Learning

This is where active learning holds promise, as a means of efficiently utilizing
expert annotations. This approach to machine learning is based on the premise
that, for a large pool of unlabeled data, there may exist a smaller subset of ob-
servations which would be as effective for supervised learning as the entire image
pool. In terms of medical image analysis, this means starting with a collection
of unlabeled images, with only a small initial subset selected at random to be
annotated by an expert radiologist. This subset of labeled images is used for su-
pervised learning, though the unlabeled images may be used for semi-supervised
learning of either the task or of feature representations [6, 13].

Based on the performance of the algorithm trained on this initial labeled set,
additional images are selected for annotation. In the context of radiology, this is
typically through a pool-based sampling approach in which some criterion guides
selection from among the remaining unlabeled images. Once additional images
are selected, the algorithm is retrained, and the cycle is repeated (see Fig. 1) [2].

Fig. 1. (Left): The basic cycle of pool-based active learning: an initial set of images
is randomly chosen for annotation, and used for training. In subsequent iterations,
further images are chosen for annotation from the unlabeled image pool to retrain
the algorithm. The unlabeled images can also be used for semi-supervised strategies.
(Right): The two main categories of active learning criteria: uncertainty and diversity.

The criteria for selecting images for annotation vary between strategies. The
most commonly considered criterion is uncertainty, i.e. selecting cases in which
the algorithm’s predictions are uncertain in order to improve its performance [2,
11]. Relying solely on this measure, however, risks overrepresenting a subset of
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cases, rather than the entire distribution of images. Therefore, diversity strategies
seek to include images dissimilar to each other or to already-labeled images, to
prioritize the “representativeness” of the selected instances (see Fig. 1) [18, 14].

Whichever specific strategy is chosen, active learning translates logically to
the analysis of ultrasound images, because of the cost of manual annotation by
expert radiologists. Zhou et al. demonstrated this by combining active learning
with transfer learning to fine-tune a convolutional neural network for carotid
intima-media thickness interpretation [21]. More recently, Huang et al. proposed
a framework for segmentation of breast and knee cartilage ultrasound that com-
bined active learning criteria with semi-supervised learning to better adapt to
different ultrasound datasets, along with an uncertainty selection strategy mod-
ified to avoid redundant image selection [6].

Despite these advances, many active learning strategies struggle to outper-
form the baseline of randomly selecting images for annotation [9]. Gaillochet
et al., applying active learning to MRI images, addressed this problem with a
stochastic batch selection strategy to harness the power of random sampling
on small-scale datasets [5]. These examples call into question the feasibility of
practical implementation of active learning strategies in a clinical context.

1.2 Active Learning Applied to Thyroid Ultrasound

With this in mind, we have applied active learning on a clinical dataset of ul-
trasound images. Since clinical thyroid images are not always acquired following
standardized protocols (as is often the case for AI studies), we have chosen to
assess the potential of active learning techniques on these unmodified, real-life ex-
amples. We present therefore an example of binary classification of the presence
or absence of thyroid nodules in these images with the following contributions:

1) A novel and simple weighted selection active learning strategy to respect
the representative power of random selection with small annotation budgets.

2) A real-world implementation adapted to the difficulties of learning on an
actual clinical ultrasound dataset, including using semi-supervised feature ex-
traction to facilitate active learning strategies. The results are assessed with a
higher number of repetitions than is typically tested [5, 13, 19] to ensure statis-
tical relevance.

2 Materials and Methods

2.1 Image Datasets

Ultrasound images for the study were collected from the stored images of thyroid
examinations conducted in the course of routine clinical practice by radiologists
at the Centre Hospitalier Universitaire de Nice from August 2021 to June 2022.
All scans had been acquired on a Siemens S3000 ultrasound system (Siemens
Healthineers, Erlangen, Germany) in accordance with standard practice for our
institution. All images from ultrasound examinations of the thyroid were ex-
ported in DICOM format and de-identified. The images were then automatically
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filtered to include only B-mode images with no Doppler or elastography overlays.
Finally, images were filtered to only include those in axial views, with recogniz-
able anatomical landmarks of the trachea or the carotid vessels. The resulting
1048 images from 269 patients were then annotated by a non-expert reader, who
manually segmented solid, cystic, and mixed solid and cystic nodules. Spongi-
form lesions were excluded. These annotations, examples of which can be seen
in Supplementary Figure 1, were then converted into equivalent labels of nodule
presence (602 images) or absence (446 images).

External Datasets Given the non-expert annotations and potential difficul-
ties of learning from our dataset, we conducted equivalent tests on two public
medical imaging datasets randomly downsampled to an equivalent size. The
PneumoniaMNIST dataset contains pediatric chest X-ray images with labels for
pneumonia vs normal binary classification [7]. The BreaKHis dataset contains
histopathological images in the context of breast cancer, with labels for benign
and malignant diagnoses [15].

2.2 Rigged Draw Strategy

Inspired by Gaillochet et al., we sought to harness the power of random selection
to represent a small dataset [5]. In order to do this while controlling the rela-
tive contribution of the uncertainty criterion, we proposed a weighted selection
strategy called rigged draw. In this strategy, the relative weight wn for selecting
any sample in an active learning round is:

wn(α) = 1 + α
cn
c90

(1)

where cn is the value of the uncertainty-based criterion for the nth sample, c90 is
the 90th percentile value of the criterion across all unlabeled images, and α is a
factor weighting the importance of the uncertainty criterion relative to random
selection. The choice to normalize relative to the 90th percentile was to avoid
the effects of outlier maximum values with certain selection strategies.

2.3 Supervised and Unsupervised Active Learning Strategies

We tested supervised learning using only labeled images with a ResNet18 pre-
trained on natural images. We compared random selection, LeastConfidence (an
uncertainty strategy), and KMeans (a diversity strategy) as implemented in Zhan
et al. [19, 16, 10]. We also tested rigged draw sampling, defining the uncertainty
criterion cn as the positive entropy contribution of sample n:

cn(pn) = −pn log2(pn) (2)

where pn is the probability of nodule presence as predicted by the network
(between 0 and 1). With this choice, we would preferentially weight images with
a predicted probability close to 0.5.
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As suggested by Huang et al., learning from ultrasound data may be difficult
for active learning strategies that begin with few labeled images [6]. We therefore
also tested semi-supervised learning using the network architecture proposed by
Shui et al. for their two-stage WAAL active learning strategy [13]. This strategy
depends on a network which conducts classification upon a feature representation
which is in turn trained with a loss function seeking to reduce the distance
between labeled and unlabeled images.

Our motivation for using this network was to imitate its approach to learning
a useful feature representation from the images that would increase the effec-
tiveness of active learning strategies. In addition to testing the entire WAAL
strategy, this network structure was also used separately to test the previously
mentioned active learning strategies.

3 Results

The active learning strategies were tested with both the supervised and semi-
supervised strategies using the DeepAL+ toolkit from Zhan et al. [19]. For each
test, a base set of 50 images was taken from a training set of 850 images and used
to train the network for a fixed number of epochs (60), with subsequent batches
of 50 being selected from among the unlabeled images, up to the maximum
size of 750 images. A balanced test set on our dataset was established using
199 images from patients not represented in the training set (102 with nodules,
97 without); on the other two datasets test sets were slightly larger (624 for
PneumoniaMNIST and 364 for BreaKHis, as noted in Supplementary Table 1).
In order mitigate the effects of different starting sets and the stochastic nature
of certain selection strategies, approximately 20 repetitions were used; as seen
in Fig. 3, the starting set can create a high degree of variability in strategy
performance.

The rigged draw strategy was tested using weights of α = 5, α = 25, and
α = 50 to give different importance to the uncertainty criterion during selection.
The results with the most effective weight, α = 25, are reported here, with the
others given in Supplementary Tables 2 and 3.

3.1 Supervised Strategies

We used AUC under the ROC as a measure of classification performance inde-
pendent of decision threshold. The median binary classification AUC values as a
function of the cumulative active learning budget using the supervised strategy
are given in Fig. 2, with the distributions of AUC values at different budgets for
our strategy given in Fig. 3. The AUC values achieved with different budgets on
ultrasound data also varied greatly with different starting sets (see Fig. 3)

The area under the budget curve (AUBC) values, calculated as the area un-
der the curve of classification AUC value vs normalized cumulative budget (from
0 to 1), serves as a measure of the efficacy of the active learning strategies [19].
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A summary of these AUBC values for the supervised strategies is given in Ta-
ble 1. When the AUBC values from the repeated trials with the rigged draw
strategy were compared to random selection, no statistically significant differ-
ence was found with the two-sample Kolmogorov-Smirnov test. In addition, the
AUCs achieved at all budget sizes for the ultrasound dataset were substantially
lower than those achieved on the PneumoniaMNIST and BreaKHis datasets (see
Fig. 2).

Table 1. Supervised learning AUBC values. Values closer to 1 indicate a more effective
strategy.

Dataset Test Set Size Measure Random LeastCertain KMeans RiggedDraw

US Dataset
Mean 0.643 0.642 0.641 0.639

199 Median 0.642 0.646 0.641 0.639
STD 0.010 0.011 0.009 0.012

Pneumonia
MNIST

Mean 0.918 0.917 0.914 0.919
624 Median 0.917 0.917 0.916 0.920

STD 0.006 0.005 0.005 0.004

BreaKHis
Mean 0.832 0.828 0.826 0.832

364 Median 0.831 0.829 0.823 0.836
STD 0.015 0.020 0.017 0.022

3.2 Semi-supervised Strategies

For the semi-supervised strategies using the feature representation learned from
all images, the median binary classification AUC values as a function of the
cumulative active learning budget for each of the strategies and datasets are
given in Fig. 2, with the distributions of AUC values at different budgets for
our strategy given in Fig. 3. The AUBC values are reported in Table 2. When
the AUBC values from the repeated trials with the rigged draw strategy were
compared to random selection, a p-value of 0.0082 was found via the Kolmogorov-
Smirnov test.

Performance for the rigged draw strategy improved substantially for the ul-
trasound images using the semi-supervised approach (see Fig. 3). However, the
AUBC values for the rigged draw strategy, while greater than random selec-
tion, were not substantially different in terms of magnitude (see Table 2), and
once again there was considerable variation in AUC values at each budget size
(see Figure 3). In addition, for the PneumoniaMNIST and BreaKHis datasets,
high AUC values were reached with very few images, and thus no meaningful
differences could be observed between strategies (see Fig. 2).

4 Discussion

Overall, the results using supervised learning did not show a significant advan-
tage for any active learning strategy compared to random selection on any of the
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Fig. 2. Median AUC values for different active learning strategies on the three datasets.
(Top Row): Supervised strategy. (Bottom Row): Semi-supervised strategy.
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Fig. 3. Violin plots of classification AUC values on the at different label budgets with
the rigged draw strategy.
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Table 2. Semi-supervised learning AUBC values. Values closer to 1 indicate a more
effective strategy, with * indicating p-values < 0.05 when compared to random

selection

Dataset Measure Random LeastCertain KMeans WAAL RiggedDraw

US Dataset
Mean 0.747 0.751 0.749 0.751 0.754*
Median 0.748 0.752 0.750 0.751 0.755
STD 0.009 0.008 0.009 0.008 0.007

Pneumonia
MNIST

Mean 0.918 0.923* 0.923 0.923 0.924*
Median 0.919 0.925 0.922 0.924 0.923
STD 0.008 0.004 0.008 0.006 0.006

BreaKHis
Mean 0.836 0.828 0.823 0.831 0.833
Median 0.841 0.830 0.820 0.830 0.834
STD 0.017 0.026 0.022 0.017 0.018

datasets. In addition, classification performance on the ultrasound dataset was
poorer than for the others; AUC improvement on the external datasets began
to reach a plateau with budgets of only around 300 out of the total 750 images.
This difference could be due to limitations inherent to the non expert annota-
tions or the complexity of the classification task. It could also be related to the
differences between our clinical ultrasound images and the public dataset images
from different imaging modalities.

Performance on the ultrasound dataset was greatly improved, however, by a
semi-supervised approach to learn a feature representation to reduce the distance
between labeled and unlabeled images. Better results than were possible with the
supervised network were attained with only 150 out of the total 750 images. This
suggests that some degree of semi-supervised learning is preferable for training
on image sets like ours; in an active learning scenario it makes prudent use of
unlabeled data for which annotations are expensive.

The semi-supervised approach also showed a statistically significant advan-
tage for the rigged draw strategy over random selection. This was not true of
any of the other strategies tested on ultrasound data. However, the magnitude
of the differences in classification AUC remained minimal, especially in light of
the variability within each strategy. This is particularly important as we did
test many repetitions of each strategy to compensate for the effects of different
starting sets, unlike other comparisons which have used as few as 3 or 5 repeti-
tions [19, 5, 13]. In light of the standard deviation of AUBC values as well as the
range of AUC values at individual budget sizes, the impact of active learning on
ultrasound data at this scale is unlikely to be clinically relevant.

It should be acknowledged that using non-expert annotations likely con-
tributed to poor performance on our dataset. More specialized networks or
pre-training on ultrasound images could also improve overall performance; how-
ever, this would not necessarily increase the relative advantage of active learning
strategies. Rigorous optimization of the rigged draw strategy (such as the weight
or the percentile for normalization) and of the annotation budget per round could
have improved active learning results specifically; however, the need to fine-tune
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strategies to this extent further suggests that they would not be suitable for real
clinical thyroid ultrasound applications.

Therefore, at the scale of a thyroid ultrasound dataset from our clinical de-
partment, the benefits of existing active learning strategies appear to be limited.
Semi-supervised approaches, and strategies like rigged draw that harness the
power of random selection increase effectiveness; however, further refinement
will be necessary to meaningfully reduce annotation burden. Future practical
implementation will only be possible with more robust versions of these active
learning tools that work consistently in a real hospital setting.
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