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Abstract. The recently proposed restorative environments have the po-
tential to restore attention and help against fatigue, but how can these
effects be verified? We present a novel measurement method which can
analyze participants’ speech signals in a study before and after a relaxing
experience. Compared to other measurements such as attention scales or
response tests, speech signal analysis is both less obtrusive and more ac-
cessible. In our study, we found that certain time- and frequency- domain
speech features such as short-time energy and Mel Frequency Cepstral
Coefficients (MFCC) are correlated with the attentional capacity mea-
sured by traditional ratings. We thus argue that speech signal analysis
can provide a valid measure for attention and its restoration. We describe
a practically feasible method for such a speech signal analysis along with
some preliminary results.
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1 Why Measure Attention Restoration from Speech?

The increasing stress for humans in modern urban environments makes physical
and mental recovery a vital research topic in human-centered computing. Stud-
ies indicate that the exposure to (virtual) natural environments can effectively
restore attention [20] and mitigate the feeling of fatigue. Such a restorative envi-
ronment could, for example, be used in automated driving and offer travellers a
way of reconnecting with nature and mentally recharging during travel. To mea-
sure the effects of attention restoration, existing research mostly uses self-report
questionnaires or response tests. However, these traditional approaches interrupt
the flow of the experiment and influence the attention being measured. Other
proposed attention detection methods use physiological sensors. For instance, eye
movement can be used to gauge attention [7] and analyze its recovery. Signals
from EEG [19,2] and ECG [4] can also effectively detect attention restoration,
but are currently still much less convenient to measure. Analyzing the human
speech signal may present a very unobtrusive and effective alternative.

The idea of using speech signal processing (SSP) in the analysis of drowsiness
or fatigue detection was introduced by Dhupati et al. [6]. SSP allows the auto-
mated detection and evaluation of certain mental states. More specifically, speech
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signals have been used for emotion detection and can also support the automatic
assessment of mental recovery. Moreover, unlike physiological sensors that record
data under constrained conditions, speech data can be recorded in completely
natural and unpredictable situations [8]. This motivated us to combine speech
feature analysis with an efficient speech segmentation algorithm [26] to detect
and evaluate the attention restoration effect of restorative environments. More
concretely, we investigated whether a user’s speech signals, recorded in a tra-
ditional response test before and after a restorative experience, could provide
an additional objective measure of the restorative effects and would align with
the results of the response test and attention scale. Using traditional machine
learning methods, we were also able to classify and predict different restoration
levels based on speech features.

2 Background and Related Work

Our initial use case was measuring the restorative effect of an in-car restorative
environment developed in another project [14]. In brief, our work there built
on the paradigm of attention restoration [20], the effects of which are mainly
measured by attention scales and response tests. The technical basis of our work
is speech signal analysis and automatic speech segmentation. We will therefore
briefly introduce related work from these two areas below.

2.1 Measuring Attention

Virtual Restorative Environments (VREs) aim to reduce stress and restore at-
tentional capacities [25] by recreating scenes of natural beauty and peacefulness
in VR. The timeline of a typical trial in attention restoration research consists
of a stress-induction phase followed by a restoration phase [24]. Experimenters
usually collect attention data at the beginning or between two phases as the
baseline for comparison with the post-restoration data. Previous work tried to
measure attention by established methods such as self-reporting scales and re-
sponse tests [20]. However, these conventional measurements are inconvenient
because they inevitably interrupt the flow of the experiment and also suffer from
subjective factors. Furthermore, physiological signals such as heart rate [13] or
other signals from mobile sensors [27] can also be used to measure attention re-
covery effects. As a less obtrusive measuring method, we propose to use speech
signal analysis to detect and quantify attention restoration.

2.2 Speech Feature Extraction and Speaker Segmentation

Speech signal analysis means the analysis and processing of phonetic character-
istics, generally including features in both the time- and frequency-domain [23].
Such audio features have also helped to analyze human social behavior and assess
the state of humans’ mental health [8], or enable automatic mood detection [16].
When looking for suitable signal features for measuring attention, we found that
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the time-domain features speech entropy, short-time energy and speech intensity
can identify stress or fatigue [17]. The frequency-domain features Mel Frequency
Cepstral Coefficients (MFCC) can indicate happiness or stress [15]. Thus, it
seemed plausible that these speech features could also be used to measure other
mental properties, such as attentional capacity.

A robust and reliable speaker segmentation will substantially improve the ac-
curacy of the extracted features. Existing segmentation methods can be split into
supervised and unsupervised algorithms. Supervised segmentation algorithms,
such as the GMM method [18] and artificial neural networks [32], recognize the
speaker’s voice after being trained on it beforehand. Unsupervised segmentation
algorithms detect the speaker’s voice without prior training, for example, from
time-domain [12] and frequency-domain [11] features. Other traditional voice
segmentation methods are based on energy estimation [22] and hidden Markov
models (HMM) [26]. Since we wanted to use recordings from previously unknown
study participants, any supervised method that requires prior training on a spe-
cific voice was out of question. Based on the existing literature on fully automatic
segmentation, we thus decided for an unsupervised speech segmentation.

3 Establishing Speech Signal Analysis as a Measure

Our original study used a within-subject design in which each participant expe-
rienced an in-car VRE. We collected subjective and objective attention measures
both before and after the restorative experience and the control condition. As a
side effect, we recorded speech signals during these measures. For the purpose
of this paper, we then analyzed the correlation between these other measures of
attention and the features of the recorded speech signal. We hypothesized that
certain speech features would be correlated with the attention measures.

3.1 Apparatus, Participants and Experimental Procedure

The VRE was implemented in Unity 3D and installed on a standard PC con-
nected to an Oculus Rift HMD. We used a separate noise cancelling headphone
for audio output. A digital audio recorder was used to record speech signals at
48 kHz and 16 bit resolution. Speaker distance to the microphone was about
15 cm. Matlab 2017a and MIRtoolbox 1.7.1 were used for speech signal anal-
ysis. Our study procedure was approved by the local ethics review board(ID:
EK-MIS-2020-011). We invited 21 participants (5 male) aged between 19 and 33
years (M=26.7, SD=4.0) to our lab. More than half of them had experience in
driving and VR.

The study consisted of 7 steps as shown in Figure 1. After a demographic
questionnaire, we asked participants to fill the 13-item Attentional Function
Index (AFI) questionnaire [5] as a subjective measurement of attention. As an
objective measurement, participants were then asked to complete the Digit Span
Backward test (DSB) [30] on a computer and we simultaneously recorded their
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demographic 
questionnaire 

(1 min.) 

AFI and DSB 
test + audio 
recording  
(7 min.) 

Inducing 
stress 
(5 min.) 

VRE 
Experience or 
control condit.  

(10 min.) 

AFI and DSB 
test + audio 
recording  
(7 min.) 

AFI and DSB 
test + audio 
recording  
(7 min.) 

UX interview 
(5 min.) 

Fig. 1: Timeline of the study procedure.

voice. The study was conducted in the quietest room of our lab to reduce back-
ground noise. In the third step, participants were shown a video clip of a traffic
jam1 to induce a context-specific type of stress [3] before the restorative experi-
ence. The purpose of this step was to ensure that participants were in a state of
lowered attentional capacity. We then took the same measurements and recorded
audio data again. In the fifth step, participants experienced the in-car restora-
tive environment or (as a control condition) closed their eyes in VR for around
10 minutes [14]. After this intervention, participants were asked to complete the
same tests, again recording their voice. To end the study, the experimenter con-
ducted an interview asking participants to talk about their feelings during the
restorative experience.

3.2 Methods used for Speech Signal Analysis

We used the recorded speech data to explore the relationship between speech
features and attention restoration. From the voice recordings of the DSB test,
we selected the speech parts and extracted time- and frequency-domain speech
features including short-time energy, zero-crossing rate, formant and MFCC.
The processing pipeline is shown in Figure 2 and explained below.

Fig. 2: Our signal analysis pipeline tightly integrates speech feature extraction
and speaker segmentation.

In a preprocessing step, we denoised and enframed the audio data and defined
a time window. For the frame size, we used 25 ms and a frame step of 10 ms. We
included a 4-Daubechies wavelet transform [21,28] and its inverse transform for
noise reduction and speech enhancement, and then extracted the MFCC feature.
Then, we also computed the Kullback-Leibler Divergence (KL-Divergence) [31]

1 https://www.youtube.com/watch?v=GlCazmVBUMg
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and used it, together with the extracted features, to reliably segment the data
into speech and non-speech segments. Features for attention detection were only
extracted from speech segments and forwarded to further processing. In speech
features analysis, we mainly explore the relationship between the speech features
and attention restoration effects, which includes Pearson correlation coefficient
[1], significance test, visual comparison and attention restoration level classifica-
tion.

4 Comparison to Traditional Measures

To verify our method, we compared it to the traditional, objective and subjec-
tive tests of attention. We used the Pearson correlation coefficient to determine
whether there was a strong correlation between these attention measures and
our method before and after the restorative experience. We also compared them
using traditional machine learning to verify whether speech signal analysis can
actually predict the effect of attention restoration. A strong correlation effect is
reported for r ≥ 0.5 and the accuracy in our machine learning method is above
0.85 in two-class and 0.7 in three-class classifications.

4.1 Results of the Traditional Measures

For the original study, the attention score as provided by the AFI reflects the
participants’ subjective evaluation of their attentional state at the moment. We
observed a stronger average increase in the VRE condition compared to the
control condition. In the VRE, participants on average gained 2.9 (SD=7.6)
points, compared to an increase of 1.4 (SD=8.4) points in the control condition.
In the VRE, also the absolute AFI score was slightly higher after the restorative
experience (Mdn=61) than before (Mdn=59). Across conditions, we observed a
slightly stronger improvement in the DSB test in the VRE condition than in
the control condition: Participants improved their short-term memory by 0.16
(SD=0.7) digits in the VRE, but only by 0.11 (SD=0.5) digits in the control
condition. Moreover, in the test after the VRE, participants achieved their best
working memory span (M=5.11, SD=1.0) compared to all other DSB tests.

4.2 Results Based on Speech Signal Analysis

Comparison using Pearson Correlation As shown in Table 1, the time do-
main features short-time energy, zero-crossing rate, max peak in autocorrelation
and 3 formants show a strong positive correlation with the AFI score. For the
formants, we chose the first three frequency peaks in the spectrum which have
a high degree of energy. These six speech features thus can be effectively used
to analyze and assess the attention restoration in our experiment. In addition,
the short-time energy and zero-crossing rate before the VRE experience were
lower than after it. In other words, these two features seem to increase when
participants go from a state of fatigue to a state of relaxation.
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Short-Time Energy 0.8994
Zero-crossing Rate 0.9192
Max peak in autocorrelation 0.9209
Formant 1 0.9209
Formant 2 0.5798
Formant 3 0.7515

Table 1: Pearson Correlation Coefficients between various signal features and
attention restoration as measured by the AFI score

Comparison Using Significance Tests As shown in Figure 3, the short time
energy and zero-crossing rate before the VRE experience are slightly lower than
after. We used a Wilcoxon Signed Rank Test [29] and found the difference to be
significant between these two states in short time energy (p=0.0453) and zero-
crossing rate (p=0.0475). This is consistent with the results of the conventional
tests and means that these features can detect attention restoration effects. For
all other extracted speech features, differences were not significant.

Fig. 3: Comparison of the features short-term-energy (left) and zero crossing rate
(right) using a Wilcoxon Signed Rank test

Visual Comparison using Spectrograms From our data, we also computed
spectrograms using a 128 channel Mel filter bank spanning 0 to 8 kHz (see
Figure 4). The left image shows data before the VRE and the right one after.
The right spectrogram is visibly brighter than the left one, which suggests that
this speech feature also is (positively) correlated to the attention restoration
level and that such features can help to detect those levels.
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Fig. 4: Spectrograms of the MFCC feature before (left) and after (right) the VRE

Attention Restoration Level Classification Using seven effective speech
features which seemed to be correlated to attention restoration levels, we tested
two traditional machine learning methods. Low attention levels represent the
state before the VRE experience or control condition and high levels are the
state after. The resulting accuracies for 2-class classifications were 0.92 and 0.88
respectively using the Support Vector Machines (SVM)[9] and the k-Nearest-
Neighbours (KNN)[10] algorithms. Even if we define three different levels (after
control condition, after VRE experience, and before), the accuracy of the SVM
and KNN methods were 0.72 and 0.61, which still means that they can be used
to recognize these three different states rather reliably.

5 Discussion, Limitations and Outlook

In the context of our research on attention restoration through VREs, we have
found that speech signal analysis can potentially be used as an indirect measure
for the effectiveness of restorative experiences. However, we are aware of certain
limitations and found indications for necessary future work.

5.1 Discussion

In our original study, we had designed an evaluation procedure for the restorative
effects of an in-car VRE. Through traditional attention measurements, we found
that the studied VRE achieved low to moderate restorative effects in terms of
improved attentional capacity and working memory. In addition to these estab-
lished measures, we now also tested a novel evaluation method based on speech
signal analysis: After extracting short-time energy and zero-crossing rate [12]
in the time domain and MFCC [15] in the frequency domain with a preced-
ing speaker segmentation, we conducted a correlation analysis and found these
acoustic characteristics to be strongly correlated with the aforementioned tradi-
tional attention measures. This result was also confirmed by using significance
tests on the change in these features and by visual comparison.

Furthermore, we found that traditional machine learning algorithms, such as
KNN and SVM, can reliably detect and predict the measured attention restora-
tion states from the recorded speech data. We therefore argue that speech signal
analysis can be utilised to detect and evaluate the restorative effect in the same
way as traditional measurements, such as attention scales or response tests. The
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long term vision of this approach is to establish a fully automatic processing
chain for measuring attention restoration levels based on audio data from inter-
views, which are conducted in a study anyway, or even using audio from voice
interactions.

5.2 Limitations and Future Work

The relatively small number of participants in our study and the early stage of
our speech signal analysis call for future studies confirming the precise relation-
ship between an even more comprehensive set of speech features and attentional
capacity or other mental properties. With regard to the voice recordings in the
Digit Span Backward test, a chat-bot based on speech signal analysis could fur-
ther improve the evaluation process by eliminating the human experimenter and
eliciting better audio from participants who feel under less surveillance.

For now, all our analyses were done manually and after the study. In the fu-
ture, we intend to iterate on our signal processing chain and eventually provide a
fully automatic assessment system based on acoustic characteristics, which can,
for example, effectively assess the restorative effects of VREs in real automated
driving, but also provide attention measurements in other study setups. We ex-
pect that such a system will be generally applicable in a wide variety of contexts
when measuring attention restoration levels.

6 Summary

While there is a growing emphasis on human wellbeing in designing interactive
technologies, the corresponding evaluation methods have been less explored so
far. In this paper, we explored an evaluation method for the attention restora-
tion effects of an in-car VRE based on speech signal analysis. We compared
this novel method to conventional measures in the form of subjective ratings of
attentional capacity and objective performance in response tests. We developed
and presented an initial version of a complete processing chain, including feature
extraction and unsupervised speech segmentation. The results show that speech
signal analysis can measure the restorative effects on attention and provide re-
sults that are consistent with the traditional measurements. We thus advocate
the use of speech signal analysis as a novel HCI evaluation method, especially
in measuring attention, but potentially for a wider range of mental parameters.
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