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Abstract. Today’s biomedical research shows similar characteristics with man-

ufacturing industry 20 years ago. Biomedical data are more and more complex 

and heterogeneous due to recent scientific discoveries and technological innova-

tions. In a previous work, the Product Lifecycle Management (PLM) paradigm 

was applied to neuroimaging research to manage heterogeneous data and their 

provenance. A BMI-LM data model and an associated platform were proposed 

to enable data reuse and sharing in neuroimaging. Here, this application is ex-

tended to biomedical data related to Histology, Proteomics, and PET-CT modal-

ities. Data originate from the IVIR laboratory in preclinical research of the Paris 

Cardiovascular Research Center (PARCC). We proposed a data and workflow 

integration method and applied them to the collected preclinical data. An ex-

tended version of the data model, that we called BMS-LM for BioMedical Study 

– Lifecycle Management, was developed. Three concepts were added to the data 

model: Agent, Sample and Intervention. As a proof of concept, samples of im-

ported data from the three identified modalities are given. Results support the use 

of the BMS-LM data model and system to ameliorate trust of biomedical data 

and prospectively their reuse. 

Keywords: PLM, information integration, workflow, traceability, provenance, 

heterogeneous data. 

1 Introduction 

Due to technological innovations and scientific discoveries, a variety of data acqui-

sition modalities and analysis opportunities are available for biomedical researchers. 
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Thus, research activities are more and more collaborative, use multitude of fine bio-

medical expertise and generate heterogeneous data i.e., multi-format, multi-discipli-

nary, multi-sites, and multi-sources. Heterogeneity, combined to poor data annotations 

and missing data provenance information, hinders data reuse and sharing [1]. To solve 

this problem for the biomedical research field, mature Research Data Management 

(RDM) tools and methods are needed. RDM is related to open science, a worldwide 

movement for a better management, sharing and reuse of scientific data that should be 

FAIR (Findable, Accessible, Interoperable, Reusable) [2].  

Several existent systems are available for biomedical data management. The well-

known ones are the Electronic Health Records (EHR) for clinical data, the Hospital 

Information Systems (HIS) for administrative, financial and insurance data, the Clinical 

Data Warehouses (CDW) for data archiving and reuse, the Laboratory Information 

Management Systems (LIMS) for biological data, the Picture Archiving and Commu-

nication Systems (PACS) for imaging data, and the electronic laboratory notebooks 

used by researchers to report on daily activities. None of the available systems is spe-

cialized in heterogeneous research data management, neither prepares the data for it 

sharing and reuse. 

Product lifecycle management (PLM) is an integrated approach for data manage-

ment throughout the lifecycle of a product: starting from specification, design, manu-

facturing, distribution, maintenance, to recycling [3]. It was mainly applied in aero-

nautics and automobile domain [4]. Similarities between biomedical research data and 

industrial data can be identified: multi-site data, multi-disciplinary context, strong col-

laboration, data heterogeneity, procedures complexity, etc. In a previous work [5] [6], 

the Product Lifecycle Management (PLM) paradigm was applied to neuroimaging re-

search for a better RDM and better data provenance reporting. Provenance is about 

retracing the history of data from its creation to its sharing [7]. This resulted in a PLM 

system that manages heterogeneous neuro-imaging research data: brain images, neuro-

psychological research questionnaires, and connection to calculation grid with a maxi-

mum of traceability. Considering results of [5] [6] conducted on a subdomain of bio-

medical research, we hypothesize that applying the PLM paradigm for heterogeneous 

biomedical data may empower data reuse and sharing by improving trust in data with 

provenance reporting and lifecycle management. 

Here, we describe our methods for PLM application to heterogeneous scientific data, 

and some preliminaries results. The application field of our proposition is the preclini-

cal research domain. It is defined here as research conducted on animals with a thera-

peutic or diagnostic objective of output to human beings. The neuroimaging domain 

and the preclinical domain are both subdomains of biomedical research.  

First, the PLM applications in biomedical fields are reviewed and the previous work 

about the PLM application to neuroimaging research is summarized. Then, our methods 

to implement a PLM solution in the preclinical field are explained. The proposed BMS-

LM data model for BioMedical Study Lifecycle Management is described in the results 

section together with examples from the preclinical domain. A discussion and a con-

clusion ends the paper. 
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2 State of the Art 

2.1 PLM application to Other Fields 

The application of PLM to other fields is a known research practice. The authors of 

[8] provide a list of PLM applications in mechatronics, Computer Assisted Engineering 

(CAE), building design and architecture, services, education, etc. In the biomedical do-

main, the PLM approach reduced the TTM (Time To Market) of drugs and medications 

[9]. Drug development value chain starts with laboratory research and ends with the 

validation of clinical trials. After that, starts the pharmaceutical supply chain. The med-

ical and economics responsibilities behind the pharma-industry make it a critical pro-

cess-centric domain where every step is quantified and studied in advance, which has 

motivated the use of PLM to manage pharma-industry data. Main reused PLM func-

tions are: product specification, role definition, project planning, knowledge manage-

ment, predisposition to change. In addition, the emergence of Industry 4.0 may offer 

more technological functions to pharma-industry using PLM systems [10]. 

PLM was also applied in biomedical engineering for the construction of medical 

devices [11]. It was applied to personalized prosthesis due to similarities between 3D 

design of a car component and 3D reconstruction of an imaging scan of a human body. 

In both cases, the need for data and information management in a collaborative CAD 

context is present. Several applications were identified: prosthesis manufacturing [11], 

prosthesis implantation [12], PLM for personalized face implant [13], lower limb pros-

thesis development [14], etc. 

2.2 PLM Application to Neuroimaging 

During the BIOMIST (ANR-13-CORD-0007) project, a PLM system was adapted 

to neuroimaging data where biomedical study lifecycle was defined. It starts with (1) 

Study Specification, then (2) Raw Data Acquisition and (3) Derived Data Production 

and ends with (4) Results Publication that opens the door to another (1’) Study Speci-

fication. Mainly, the reused PLM functionalities were: complex data visualization, 

standardization using a data model and a Classification tree for neuroimaging, and basic 

PDM functionalities like database administration and document management. This re-

sulted in a data model for BioMedical Imaging Lifecycle Management (BMI-LM) and 

a platform using it, called BIOMIST [15], both proposed to ameliorate neuroimaging 

data managing through traceability and provenance reporting. In what follows, each 

one is briefly presented. 

The BMI-LM Data Model 

The BMI-LM (BioMedical Imaging – Lifecycle Management) data model is com-

posed of 20 generic classes that structure biomedical data. The UML diagram Fig.1. 

presents them, their links and their short names. They belong to two main categories:  
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Fig. 1. UML diagram of the BMI-LM data model [16] 

─ Definition class (D): A plan specification that describes how results are obtained 

(acquisition protocol, processing steps, etc.). It can be reused from one study to an-

other. This category is important for provenance reporting. Example: « Data Unit 

Definition– DUD » for the description of an expected dataset.  

─ Result class (R): An entity containing real data: acquisition configuration used, pro-

cessing parameters, raw or derived study data, document or image file, etc. Example: 

« Data Unit Result – DUR » for the description of a resulting dataset. 

Referring to Fig.1., a « Subject (SUB)» participates in a «Study (STU)» as a «Study 

Subject (SSU)». The latter undergoes «Exam Result (EXA)» defined by an «Exam Def-

inition (EXD)» and composed of an «Acquisition Result (ACQ)» using an «Acquisition 

Device (AQD)» that generated «Data Unit Result (DUR)». The DUR generated from 

the EXA is used in a «Processing Result (PCR)» composed of «Processing Unit Result 

(PUR)» and using «Software Tool (STL)». All have their associated definitions that not 

always end with the letter D. For instance, «Processing Parameters (PCP)» and «work-

flow input (WFI)» are parts of the definition classes. At the end, the study results are 

published as a «Bibliography Reference (BBR)». The BMI-LM data model did not ex-

plicit all relations that exists between its classes. Only two types are used: 

─ Traceability relation: a link of data provenance traceability between two result clas-

ses (R) or two definition classes (D). 

─ Identification relation: a link between a result class and its corresponding definition 

class. 
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In addition to the 20 generic classes of the BMI-LM data model, classes that are 

more specific are proposed as a tree of concepts called «Classification» in order to spe-

cifically describe biomedical data. Each generic class is associated to a tree branch of 

specific classes. For example, the Study Subject class is associated to a tree of poten-

tially studied organisms: « Homo Sapiens », « Rodent », « Mouse », etc. 

The BIOMIST Platform 

The BIOMIST platform was constructed on the top of the PLM software Teamcenter 

edited by Siemens Industries Software1. BIOMIST has a 4-Tiers architecture (Database 

layer, Enterprise application layer, Web application layer, Client layer) and reused the 

standard PLM functionalities of the Teamcenter PLM system. Several software mod-

ules were added in order to adapt to a neuroimaging laboratory context: 

─ The BMI-LM data model [15] 

─ Data export using a web service. 

─ Simplified data exploration using ODBC (Open DataBase Connectivity) connection 

between the BIOMIST platform and compatible spreadsheet or statistical software. 

ODBC is a software interface for standard connection between different database 

types. It is compatible with several software and database management system 

(DBMS), and ODBC client libraries are available in many programming languages.  

─ Medical imaging devices integration using the DICOM communication protocol. 

DICOM is the reference standard in medical imaging2. DICOM is both a file format 

and a communication standard for image sharing between scanners, visualization 

stations and Picture Archival and Communication Systems (PACS). 

─ Data processing and communication with computing clusters, achieved through in-

tegration of a Python scientific computing workflow management software: Nipype 

[17]. Nipype command line interface specifications and processing pipelines are im-

ported in the PLM. This way, pipelines can be parameterized and executed over dis-

tant computing clusters, managed by schedulers such as SLURM3. Results are auto-

matically added to the PLM data graph, using the graph structure of the processing 

pipeline as template. 

─ The BIOMIST platform was tested with structural and functional MRI data and as-

sociated psychology data. The obtained results were encouraging. The work of [5] 

[6] [15] [16], is being extended in this paper to enable preclinical data management 

using the BIOMIST platform and the BMI-LM data model. 

 
1  https://www.plm.automation.siemens.com/global/fr/products/teamcenter/ 
2  http://dicom.nema.org/ 
3 https://fr.wikipedia.org/wiki/SLURM 

https://www.plm.automation.siemens.com/global/fr/products/teamcenter/
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3 Methods: Specification and Implementation of a PLM System 

for Biomedical Data Management  

A data model and a PLM system were proposed for the neuroimaging data manage-

ment. To extend them to other research domains, the following proposed methods were 

proposed and applied to preclinical data of the In-Vivo Imaging Research (IVIR) La-

boratory in the Paris Cardiovascular Research Center (PARCC).  

3.1 Data and Workflow Identification 

As a starting point for the PLM application to preclinical research, typical preclinical 

data and processing were identified and studied. They are the input for our PLM exten-

sion. Data from Histology, Proteomics, and PET-CT imaging were collected and ex-

perts in those fields were interviewed. Histology is a method that study biological tis-

sues and samples using microscopes, slide scanner, observations, etc. Proteomics is the 

study of all the proteins present in a biological sample. PET-CT (Positron Emission 

Tomography – Computed Tomography) is a medical imaging technique to detect dis-

tribution of radiolabeled molecules injected in a living organism. It is used to detect 

tumors for example after injection of radioactive glucose accumulated in tumors). As 

an example, the following IDEF0 diagram (Fig.2.) explain the research lifecycle for 

Histology data acquisition and processing. It results from the histology expert interview 

in the IVIR lab. The IDEF0 Fig.2. covers the lifecycle of a research study: the first step 

relates to the specification step, the second and third describes the raw data acquisition, 

the next two produces derived data and the final two are related to publication and val-

orization of results. In the same spirit, other IDEF0 have been produced for other data 

acquisition modalities (PET-CT and Proteomics) in the lab and could be consulted in 

[18].  
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Fig. 2. IDEF0 for histology research lifecycle steps: sample preparation, data acquisition and 

analysis 
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3.2 Data Integration Method 

To integrate heterogeneous data in the PLM system, we propose a data integration 

method that can be applied to different data types. Its modules are described in Fig.3.. 

First, we collect provenance metadata about the dataset (to be imported) using the 

FiveWs questions: what, who, when, where, and why, preconized by [19]. Then, we 

prepare a table describing the dataset that uses its original metadata and the provenance 

ones. The description table is then converted via the «(1) Data Transformation» step to 

an XML file that contains, in addition to provenance and original metadata, the data 

model generic objects to be created and relations between them.  

Each generic data model object is associated to a specific «Classification» instance 

that aggregates a set of metadata. During the integration of a dataset in the PLM system, 

data model objects and relations between them are created and linked to the dataset 

files. Whereas, the dataset annotations are stored in the attributes of the «Classification» 

tree classes. To make this work, a list of correspondence (Alignment) is established 

between data model object and «Classification» classes for each new type of data. It is 

the output of the «(2) Matching» step Fig.3.. The Alignment file is used by the «(3) 

Mapping node». The latter establishes automatic routes for the conversion of the XML 

file contents to a set of: data model objects and relation between them, together with 

«Classification» instances and their attributes. The XML description file and the initial 

dataset are sent later to an «(4) import node», that imports the dataset to the PLM sys-

tem. 

 

Fig. 3. Data integration modules used to import heterogeneous biomedical data in a PLM sys-

tem 

3.3 Scientific Workflow Integration Method 

After integrating heterogeneous data in the PLM system, we need to integrate scien-

tific workflows to process them. The DIMP (Integrated Data Management and Pro-

cessing,) method was proposed [5]. It aims at reinforcing traceability and provenance 
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of processing executions as a workflow. The «Workflow Input (WFI)» object in the 

BMI-LM data model serves the purpose of configuring the workflow execution: its in-

puts data, its script version, its input parameters and eventual other resources. The “Pro-

cessing Definition (PCD)” defines a processing chain, composed of «Processing Unit 

Definition (PUD)» that harbors the source code of the workflow to be run. Each “Pro-

cessing Parameters (PCP)” stores the parameters to be applied to its «processing unit». 

These parameters are passed to the command line formatted by Nipype [17] at runtime. 

The different steps of this workflow integration method are described in [5]. In the 

first step, the WFI and the «Subject Group (SGP)» providing the data are chosen by the 

user. Then, the data are staged on the distant server over ssh, and the processing chain 

is submitted to the high-performance computing server scheduler. In the last step, the 

resulting data, including the log files, are uploaded in the PLM system and the user is 

notified of the end of the process.  

In this work, we reused the DIMP method for automatic and mature workflows and 

we have proposed a second method to exploratory, graphical, and user-dependent work-

flows in order to guarantee a minimum of traceability even when automation through 

Nipype [17] is impossible. This method consists on the use of an API (Application 

Programming Language) to connect between user-dependent software application and 

the PLM system. It enables communication between both endpoints. We leverage this 

communication to (1) retrieve and send data from and to the PLM system and (2) send 

provenance and traceability information during the local workflow execution. 

4 Results and Application: The BMS-LM Data Model 

The first integration tests of Histology, Proteomics and PET-CT data have resulted 

in an evolution of the BMI-LM data model. First, it was renamed to BioMedical Study 

- Lifecycle Management (BMS-LM) to adapt more to its extension, and second, three 

concepts have been added to the data model: Agent, Sample, and Intervention. Each of 

them was divided in two classes: a Definition class and a Result Class. The list of added 

classes and their definitions are present in the table 1. Relations between them are de-

tailed in the UML diagram Fig.4. 

Table 1. Added classes list and their definitions  

Added class Short 

name 

Definition 

Sample Result SAR biological samples collection from a study subject 

Sample Definition SAD biological sample collection protocol and steps 

Intervention Result ITR action conducted on a study subject that transforms 

it 

Intervention Definition ITD protocol of an action conducted on a study subject  

Agent Result AGR action of pharmacological product administration to 

a study subject. 

Agent Definition AGD protocol of the administration of a pharmacological 

product 
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Fig. 4. UML diagram of added classes and their relations in the BMS-LM data model  

4.1 Preclinical Research Data Integration 

The BMS-LM data model and the proposed integration methods were used to import 

the IVIR laboratory data in the BMS-LM system (name attributed to the PLM system 

used for biomedical study lifecycle management). In what follows, examples are pre-

sented from each identified modality (Histology, Proteomics, PET-CT) after its import 

in the BMS-LM system. 

Fig. 5. Histology exam and its produced images imported in the BMS-LM system 
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A preview of an histology image of a mouse kidney is presented in Fig.5.. This image 

is encapsulated in a series of interconnected data model objects in order to describe its 

provenance, acquisition parameters and context. The examination of the displayed data 

model objects in the left of Fig.5.. delivers information about the study (STU_Renotox), 

the acquisition device (AQD_Axioimager_Apotome), the Study Subject involved 

(SSU_s000387), the exam name (Exabio_IF-NEPHRINE-CD31), the acquisition 

(ACQ), the dataset produced (DUR) and the final image displayed (IF-Composite).  

Fig.6. presents a PET-CT exam (EXA_T002167_201804…) from the study 

(STU_AGA-PETRUS…) and the subject (SSU_s000957). It is composed of two ac-

quisitions: the Computed Tomography (ACQ_CT) and the Positron Emission Tomog-

raphy (ACQ_PT). Status of validity and completeness (incomplete-valid) has been as-

sociated automatically to the exam for better quality control. 

 

Fig. 6. PET-CT exam and its produced images imported in the BMS-LM system 

The same data integration method was used for raw and derived proteomics data 

retrospectively. Traceability links have been established starting from the study speci-

fication to the results publication, to demonstrate their role for data provenance report-

ing and trust. Proteomics data of a finished study in the IVIR lab (STU_Cardiotox) were 

reused for this data integration. In the Cardiotox study, Study Subject Groups (SGP) 

have been defined for data acquisition (SGP_Control, SGP_Sunitinib, 

SGP_Macitantan) and data processing (SGP_Proteomics_analysis). Each Study Sub-

ject (SSU) from the proteomics analysis group (SGP), was linked to objects describing 

its samples (SAR_peptides_fraction), and exams (EXA_proteomics_MS/MS). Each 

EXA is related to its acquisitions (ACQ), data units (DUR) and final raw files (Ther-

mofisher raw spectra). Raw data were analyzed using Maxquant software and the re-

sulting protein list was also integrated to the system as a processing unit result (PUR). 

The Maxquant analysis processing chain (PCR) is a central node of the chain that links 

raw data to derived data. It references its input raw data and its output derived data. 

After a series of connected Processing Results (PCRs) via inputs and outputs as derived 

data, some interesting results for publication emerged and are integrated to the final 
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publication (object: BBR_JSO_Article4). Thus, data from the beginning of the study 

(STU_Cardiotox) to its publication in a research paper (BBR_JSO_Article) are chained 

step by step using the BMS-LM data model and system. An illustrated figure of the 

proteomics integration is accessible via this link5. 

4.2 Preclinical Workflow Integration 

As for processing, a graphical Matlab application in the IVIR lab was reused to test 

our proposed workflow integration method, which is based on the BMS-LM API. It is 

used to quantify histology images through two key data: a «list of labels» for categories 

to be quantified in the image (normal tissue, pathologic regions, vessels, etc.) and a «list 

of classification» that links pixels in the image to predefined labels. The input (images) 

and the output data (labels list, classification list) in each Unit of the Processing 

(PCD/PUD, PCR, PUR) were identified. We have also predefined possible Workflow 

Inputs (WFIs) that references the input data types to be used.  

 

Fig. 7. Sequence Diagram of the integration through API of a Graphical Matlab application 

from the IVIR lab in the BMS-LM system 

The sequence diagram in Fig.7. presents the implemented communications between 

both software. Calls to the BMS-LM API functions were added throughout the execu-

tion of the Matlab application to retrieve (and send) data and traceability information 

from (and to) the BMS-LM system. When the Matlab application is configured to use 

the BMS-LM API, the user must connect to the BMS-LM system otherwise he/she 

cannot be authorized to list studies and retrieve data from the server. The user selects 

or creates the Study Subject Group (SGP) and the (WFI) to be used for the current 

execution. The BMS-LM system sends the images (under DUR), corresponding to the 

SGP and WFI selection, to the local machine. The user quantifies the images and sends 

the generated parameters and data (PURs corresponding to «label list» and «classifica-

 
4  https://www.thno.org/v07p2757 
5  https://gitlab.com/AmelieSpark/plm21_bmslm/-/blob/main/proteomics-sample_fullsize.jpg  
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tion list») to the server throughout the execution. Once the execution finished a Pro-

cessing Result PCR is sent to the BMS-LM system with all the traceability information 

of the current execution. It is linked to the input data used for the quantification (DUR 

encapsulating the input images). 

5 Discussion and Conclusion 

In this paper, PLM systems were applied to a new field: the preclinical research 

(Histology, Proteomics, and PET-CT.data). This original work ensure a better trust in 

biomedical data as traceability is performed from the beginning of a research study to 

its end. Prospectively, this enables a better data reuse and sharing. Heterogeneous data 

management using a PLM system in the biomedical field was enabled using the pro-

posed integration methods for data and workflow. In addition, the original BMI-LM 

data model was extended to broader biomedical fields with the adding of 6 classes. It 

was renamed to BMS-LM for BioMedical Study – Lifecycle Management.  

The «Classification» corresponding to each BMS-LM object was enriched with spe-

cific concepts from well-known standards and ontologies of the related biomedical 

fields (QIBO [20], MSO [21], OBI [22]). In this extension, flexibility and heterogeneity 

of data were taken into consideration. However, some limitations of the «Classifica-

tion» tree were identified: the difficulty to easily refer to the original ontology concept 

of a class, the impossibility to express advanced relations other than the inheritance 

relation, the difficulty to easily find classes for annotation in the «Classification» tree 

for a non-initiated user. Thus, a loss of interoperability between the used ontologies and 

the BMS-LM data model and «Classification» could emerge. 

Regarding relations in the BMS-LM data model, they convey more specific meaning 

then identification and traceability. For instance, «Aggregation» is expressed between 

an SGP and an SSU; «Composition» is found between an EXA and its ACQ; «Contri-

bution» is when an SSU participates in an STU; «Production» and its inverse «Inges-

tion» references respectively inputs and outputs relations to a processing (PCR); 

«Transformation» is when a SAR is retrieved from an SSU, etc. Therefore, they must 

be made explicit. 

For all previously presented facts, it has been proposed to convert the data model 

BMS-LM and its corresponding «Classification» to an ontology in the continuity of our 

work on the integration of biomedical heterogeneous data in the BMS-LM system. On-

tologies are defined as «formal, explicit specification of a shared conceptualization» 

[23] and are believed to be more explicit and better understandable than data models. 

This transformation aims at improving the interoperability of heterogeneous data 

through the BMS-LM system. 
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