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Modélisation Mathématique et Analyse Numérique

STABILITY AND SPACE/TIME CONVERGENCE OF STORMER-VERLET
TIME INTEGRATION OF THE MIXED FORMULATION OF LINEAR WAVE
EQUATIONS

JULIETTE CHABASSIER'

Abstract. This work focuses on the mixed formulation of linear wave equations. It provides a proof
of stability and convergence of time discretisation of a semi discrete linear wave equation in mixed
form with Stormer-Verlet time integration, that is uniform as the time step reaches its largest allowed
value for stability (Courant-Friedrich-Levy condition), contrary to the proofs recalled here from the
literature.

Résumé. Ce travail se concentre sur la formulation mixte des équations d’ondes linéaires. Il fournit
une preuve de la stabilité et de la convergence de la discrétisation temporelle d’une équation d’onde
linéaire semi-discrete sous forme mixte par 'intégration temporelle de Stérmer-Verlet, qui est uniforme
lorsque le pas de temps atteint sa plus grande valeur autorisée pour la stabilité (condition de Courant-
Friedrich-Levy), contrairement aux preuves ici rappelées issues de la littérature.

2020 Mathematics Subject Classification. 35L05, 35M30, 656M12.

August 2023.

INTRODUCTION

The mixed formulation of linear wave equations is one possible modeling of wave propagation phenomena. It
is chosen over its second order formulation counterpart in situations where the unknowns are more relevant to
the physical context, or where these unknowns are more natural for modeling purposes (as for instance coupling
with other parts), or even where it is not possible to formulate the equations as a second order equation (as
for instance in presence of intricate dissipative or nonlinear phenomena). This encompasses acoustic waves,
elastodynamics, electromagnetic waves, etc. On an abstract level, this system reads, for 0 <t < T,

p(0) = po (0.1a)
v(0) = v (0.1b)
p+Bo=f (0.1¢)
o —Bp =g (0.1d)

Keywords and phrases: linear wave equation, mixed formulation, stability, energy, space/time convergence
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where B : U C P — D is an operator and B* its adjoint. The source terms and the initial conditions are supposed
regular enough so that the following hypothesis holds, in three Hilbert spaces P, U = {p € P|Bp € D} C P
and D :

Hypothesis 0.1 (Stability of the continuous system). The source terms and the initial conditions are regular
enough such that there exists a constant C > 0 such that

lplleso,7;p) + lllcoo, vy + lIvllezo,r:py < C (0.2)

Numerical methods to solve this system are numerous and can rely on several analysis tools. We want to focus
on this work on the time discretisation with a Stormer-Verlet scheme, and we therefore suppose that the spatial
discretisation is done with usual methods such as Finite Differences [Zuazua, 2005], Finite Elements [Brezzi
and Fortin, 1991], Finite Volumes [Eymard et al, 2000], or any other method that provides the following semi
discrete system, along with some necessary bounds on the space discretisation error. More precisely, we assume
that, after following the steps that lead to the semi discrete system, the semi discrete solution (pp,vp) is sought
in finite dimensional spaces Uy, C U C P and Dy, C D: Find p, € Uy, and v, € Dy, such that

Pr(0) = payo (0.3a)
vp(0) = vp0 (0.3b)
Ph + Bron = f (0.3¢)
Un — Brpn = gn (0.3d)

where By, : U, — Dy, is a discrete approximation of the operator B, and B; : Dy, — Uy, is its adjoint, and py, o,
vn,0, fn and g are discrete representations of pg, vg, f and g in U, and Dy. We also denote Ij, the identity
operator of Up,.

For the sequel, we will suppose that the spatial discretisation satisfies the
Hypothesis 0.2 (Stability of the semi discrete system). The spatial discretisation is such that there exists a
constant C' > 0 independent of h such that

IPnlleso,;p) + llPallcoo,rv) + lvnllezo,r5p) < € (0.4)
Hypothesis 0.3 (Convergence of the semi discrete system). The spatial discretisation is such that there exists

a function 6 : R} — R, such that

||p —ph”CO(O,T;P) —+ Hv — vhHCO(O,T;D) S 5(h), with (5(h) }3 0 (05)
Time is discretised using a Stormer-Verlet algorithm on staggered time grids with a time step At. The unknown
ph is sought for on the grid {t"*2 = (n + 1) At}i<n<ny while the unknown vy, is sought for on the grid
{t" = nAt}o<n<n. Let us introduce the discrete operators § and p defined as
41 _1 +1 _1
Sph = PZ i —PZ § P = PZ i +PZ ’ 5U”+% _ U;LLJFI — Up U”+% _ UZ+1 + vy (0.6)
h At > HPh 2 Tk At M 2 '

They satisfy the useful following properties

141
n—5+s; n

-1 At
v, =, *° :I:?dvh 2 (0.7a)

2
loX1 < &0 IX1 (0.7b)
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_1
The Stormer Verlet scheme reads: Find {pZ h<n<nN41 € U}JL\”'1 and {v} }o<n<n41 € D;LV“ such that

vy = vp,(0) (0.8a)
% At 0 *

pi = pu(0) + 5 [0 - Biwn(0)] (0.50)

For n € [1, N], épy + Bivp = f (0.8¢)

For n € [0, N], 5“Z+% - Bhpz+% = 5gZ+% (0.8d)

where f7' = f(t") and g} = gn(t").

The motivations of the present paper are to provide proof of space/time convergence of the Stérmer Verlet
scheme on the mixed formulation of wave equations. In simple cases such as the one presented here, eliminating
one unknown by applying the 9; (resp. ) operator to (0.3c) (resp. (0.8c)) and using (0.3d) (resp. (0.8d)) to
replace vy, yields a second order linear wave equation, if the source terms are regular enough:

P + BiBupn = frn — Bjan
and is equivalent to applying the leap frog scheme [Joly, 2003, Cohen and Fauqueux, 2011]:
nt g * ntg n+3 wg Nty
52ph +ByBrp, * =46f, *> — Bjdg,

So, for a field uy, such that us(0) = wup,, @, = pp and its discrete counterpart {u”}o<,<n such that u) =
Uh,0, 5uz+% = pZJr%, the Stormer Verlet scheme on the mixed formulation amounts to a leap frog scheme on
the second order wave equation
iip, + B Brun = fn — Bhagn

such that . ) . .

8%u; " F + BiByuy 2 = fi 2 —Big, ' ®
Hence we expect similar estimates, at least on this remaining field, as those found in [Chabassier and Imperiale,
2021, Chabassier and Imperiale, 2017] for the leap frog scheme applied to the second order wave equation: If

the CFL stability condition is respected, e.g.
At e
n <1, wheren= -5 p(B;By) (CFL-condition)

where p stands for the spectral radius:

« B} Bypn,pn)p Bnph, Bron)p
p(BiBy) = sup DuBwpnipnle o (Bubn Bapn)p o (0.9)

oncUn  Pnopn)p petn (PhPR)P

then, there exists a constant C' < 0 independant of A and n such that
a7, — up | < CAL|lunleso,zsp) (0.10)

Existing proofs of space/time convergence of the Stérmer Verlet scheme on the mixed formulation of wave
equations are found in [Jenkins et al., 2002], [Fezoui et al., 2005], [Lanteri and Scheid, 2013], [Banjai et al.,
2015], [Egger and Radu, 2020]. Some of them are quite generic, while others are performed for a very specific
spatial discretisation, but in all those references, the authors either suppose that n < % or n < 1. Indeed, those
proofs turn out to not be uniform as At approaches its greatest admissible value, in other words the stability
and convergence bounding constants depend on 1 and blow up as n — 1. Numerical evidence and equivalence
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to second order formulation suggest that this limitation is only technical, which should be possible to overcome
theoretically.

Moreover, we aim at providing a uniform proof that does not eliminate one of the two unknowns, because this
procedure could prevent to generalize the result to the addition of terms as coupling [Banjai et al., 2015] or
dissipation [Bilbao and Harrison, 2016].

The paper is organized as follows. In Section 1, several identified proofs of stability are put in the same
framework in order to exhibit their blow up as the time step approaches its greatest allowed value. Then,
uniform proofs of stability (Propositions 2.10 and 2.11 of Section 2) and convergence (Theorem 3.1 of Section
3) are proposed.

1. STABILITY FAR FROM THE CFL

In this section, several proofs of the literature are put under the same form on a very simple discrete system, in
order to show their underlying mechanisms and exhibit the fact that the bounding stability constants depend
on 7, and even blow up as n — 1.

Let us manipulate the discrete equations in the following way. Let (a, 8,7) € (R*)3, we take the scalar product

1
of (0.8¢)™ with up} in Uy, of p(0.8d)™ with Sv}’ in Dy, of (0.8d)""2 with auv, 2 in Dy, and of (0.8d)"+2
with (o + ’y);w;LH_E in Dy,. We add up and get

a . . N N a1 n—1 B e
2Tt(thHzirllvh 1‘%) 2At (|| “IID*thH%) 2At (Ilp 2% - Iy 2||P) IA; ((p o) p — (v, v Yp)
= a(Bpp, *,pv, : )p + (a+7)(Bupy, ® ,Awh 2 )D + B(Brupy,vy)p — (vy, Bupph)p
n—2i n—1 n ,n n n
+a(bgy 2 oy ) p + (a+7)(8g, 2, oy 2) + B(udgy, vy )p + (fn,pwpy)p  (1.1)

This is a discrete energy variation identity

n—1 n—31 n+l nJ’,l ’I’L+l n+l n n
0EN g = [(Bhph 2, oy, 2)D+(Bhph 2, oy, 2)D}+’Y(Bhph > vy, ?)p 4 (B = 1)(Brupy, v ) D
n—3 n—3% n+ n+3 n+3 n o ,n n n
a[(59h 2, vy, 2)D+(59h V), 2)D]+7(59h vy, % )p A+ B(pdgy, vy )p + (fy pen)p (1.2)

with
n—3% n—1

Enst = M a SR + B + ety + S o (1.3

1.1. Choice f=1and a=v=0

The choice § =1 and a@ = v = 0 is done in [Joly, 2003] and [Egger and Radu, 2020, proof of Lemma 5.3]. It
leads to a crossing term in the energy

101 g1 1 _1 At? _1
Eors =§IlpZ 213+ + 5 (Wi vy~ Yo =zl 22+ ||uZ 2|13, - e 16w, |12, (1.4)

N =

by using (0.7a).
1.1.1. Special case.
If §g;, = 0, we have that 61}27% = Bhpzié, therefore

n—31

n—% 1 n—i n—l
€0.1,0 :§(Ihph Py )P“‘*”/wh 2% (1.5)
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with I n=1In— ATﬂBZBh a modified identity operator. It is positive under the usual (CFL-condition). Then if
n<1,

1 1—n? 1 11 1
€162 —5 oy *lIp and &1 8 > Slluy *Ih (1.6)

If moreover i < 1 (strict CFL condition), we have

n n 7 n n n ﬁ n
6&510 = (frsupp)e < i llp pllpnlle < £ 1lp \/17_7”2#(\/ €0,1,0) (1.7)

A discrete summation from n = 1 to n = N yields, after telescopic elimination,
N
N+1i /ot V2
010 V&0t ﬁAt Z Ifrllp (1.8)
- n=1

—1
which grants the stability of the energy, under the strict CFL condition. It then provides the stability of ||p, 2|
_1
and ||pv, % || by using (1.6). The stability constants blow up as n — 1.

Remark 1.1. By introducing auxiliary functions on top of more usual elliptic projections, [Egger and Radu,
2020] write a system of equations on the error terms which are of the form of (0.8) with dg;, = 0 (see Eq.
(5.5)-(5.6)). They suppose n < % in the second part of their hypothesis (A4).

1.1.2. General case.

If g, # 0, a Young’s inequality with any € > 0 leads to

1 1
n—z; n—z; n—g

_1 _1 _1 1 _1
16v, 211D = |1Brpy, 2 +0g, 2Ih = Bupy 2|5 +2Brpy, 2,69, *)p+ 69, D

n—%2 32 n—fn2 4 Lyc n—do
< |Bwpy, o+ 1109, 2l +ellBrpy 2lp+ =ll0g, 2D
Young €
n—1 1 -1
< (1 +¢)||Bnpy, 2||%+(1+g)||592 21 (1.9)
Hence
O Lo net At? n—i Loonoi
010 = 5llpy II%+§IIM% ||?:>—7 (1+¢)||Brpy, ||?:>+(1+g)||59h [
1~ 1 a1 1 _1 At? 1 _1
Zg(fh,epz Q»PZ 2)P+§||lw: 2”%_7(14_5)”592 2H2D (1.10)

with fh’g =1 — Ath(l + ) B}, By, a modified identity operator. It is positive under the e-CFL condition
At*p(B; By) < Ay (1.11)
“1+4¢

Recall the definition of n from (CFL-condition). The e-CFL condition is equivalent to supposing that n < 1

(strict CFL condition), since it suffices to pose € = ilzz > 0 to satisfy (1.11). Therefore

n—i At? 1 nelio 1= a1, 1. a1,
a0 + Tmllégh b = mﬂph e+ 5”/“);1 Ipb=0 (1.12)
We then have
6&y 1,0 = (1dgn,vp)p + (fi's upy) P (1.13)
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_1
The first RHS term can not be bounded by the square root of the energy since ||v}||p £ ||uv), 2|/p. We cannot
conclude.

1.2. Choice a = %, B=~v=0
The choice o = 3, 8 =0 and vy = 0 is done in [Banjai et al., 2015]. This leads to

n

T TP TSN TP 1P S S
£roh = Slon AR + Sl B + Skl (1.14)

which is positive by definition, and satisfies

1

) 1 _1 _1 1 +1 41 )
65;070 = §(Bhpz * vy, % )p + §(Bhpz 2wy 2)p — (Brpph, i) p

Liosn—d n-} ntd o ontd noon
+5 (09, snvy )p + (8g)," 2, py, )D}""(fhuuph)P (1.15)

nal n_l
= %(BhpZ’%, M)D + %(B;;pZ*é, M)D - (Bhw, VD (1.16)
_ i(Bhp;‘*%,u;;—l)D + %(BhpZJr%,vZH'l)D - i(BhpZ+%,vg)D - i(Bhp;j*%,v;;)D T (1.17)
= %(BhPT%ﬁUZ%)D - %(Bhpz_%ﬁvz_%b + % [(592_%#”2_%)0 + (592%711”2%)[)}
+ (f5s upi) P (1.18)
We denote
&b = et~ A B oo = S R+ b+ el — 2 (B0 (119)

_1

which has no defined sign. If (592 2 = 0, it is immediately positive under the usual (CFL-condition) since
1 1

6vZ 2 = BhpZ 2. Otherwise, the analysis of the positivity (or more precisely the boundedness-by-below) of

~ _1 1
&Y, o relies on bounding (Bhpz 2, (51}2 2)p with the same techniques as above (Cauchy-Schwarz and Young’s
350,

inequalities):
n—3 n—2i n—i 1 n—1
(Bupy, *50v, *)p < (L+e)Bupy, * D+ - 199, * b (1.20)
We get
~p_1 1 ~ n—l p_1 1 ne112 1 ni2 At? n—1i9
I PO 1 [ 1 R L (1.21)

with fh,g = Iy — Ath(l + ¢)B; By, a modified identity operator which is positive under the e-CFL condition
(1.11), i.e. under the strict CFL condition n < 1. We get that

snl AP 14?1, l=n? 1o 1 o 1 len? o 1 L
g%,ofo"‘TGWH(Sgh Ip = Wllph 2||P+Z|| Uh HDJ’_Z”U}LL”D = m”ph ’ HP+§” poy, 2lp =0
(1.22)
The modified energy satisfies
68T = = [(6gr E pop F)p + (SgrTE o " up} 1.23
30075 ( gn T HYy )p + ( 9n 7y KUY, )o| + (frs uph) P (1.23)

A discrete summation from 0 to N yields the stability of the energy. Under the strict CFL condition, it yields

1 1
the stability of |[p, *||p and ||uv, ||p by using (1.22). This method improves the previous one since it is
valid with source terms on each equation. However, the stability constants still blow up as n — 1.
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1.3. Choice a = =0and y=1

The choice 8 =0, a =0 and v = 1 is done in the convergence proof of [Jenkins et al., 2002] and is remarkable
since it breaks the symmetry of the manipulation. This leads to

P R A (124
with
0301 = (Buwy F oy o = (Buaw,v)p + (69, o+ (f7 i) e
gl no1l

B (P gt )+ ()

= 3B = 5B o + G o+ (5 e (1.25)
We denote

Bt = Eood — SLBuE wi)n = S H % + SRl — 5B bn (1.26)

which has no definite sign. However, a Young’s inequality with € > 0 yields

n—i n—1i n—1i g, n—1 1
(Brpy, 2 vi)p < 1By, o lorllo < Bl llpy, 2lle vkl < I Bl {QIPh 2||?:+2;|le||% (1.27)
Hence
1 At|[|Bn|le _1 1 At[| Brl| n
Gtz 5 (1- 22 Y gt o 5 (- 22 gy (1.28)

The largest positivity condition is obtained with e = 1 and reads At || Bp||| < 2. Under the usual (CFL-condition)
n <1, we have

sl iz a-m ez 2o (1.20)
0,01 =5 ) Pn Pty n)Ivyllp = .

Note that the modified energy is non-negative even in the equality case. It satisfies

gn +3 T noon
0501 = (Bgy %, vy, 2 )p + (fil, 10} P (1.30)

which is bounded by the square root of a the modified energy with constants that blow up as  — 1. This
methods improves the previous ones since a discrete summation yields the stability of a sharper modified energy

_1
under the strict CFL condition for source terms on each equation. Moreover, it provides bounds on ||p, 2|
and |[vp||p directly. However, the stability constants still blow up as n — 1.

2. STABILITY AT THE CFL

We provide here two strategies to obtain stability even as n — 1. This will not be possible directly on the
unknowns of the system, but on post averaged or post processed quantities.
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2.1. Case dgp, =0

We follow the ideas developed for the second order equation in [Joly, 2003]. The leading principle is to use the
second equation of (1.6) on two consecutive time steps to compensate the crossing term appearing in a new
energy obtained on the system (0.8) averaged between two time steps. More precisely,

satisfies

Let us pose

because

If satisfies

1 1 +l _1
Hor0 = 5”%2”% + 5(/“): 2 v, 2o

1

n—% n—z n—%
5H0,1,0:(th 7N2Ph )P

n4i _1 1 9 1 n+l n_1 n+tl n_1l
01,0 =Ho10+E016 + €010 = §HMPZHP + §(Wh vy 2o +E016 + €010

1 1
+3 n

n—1 1
» HUp, *)p + 5”/“%

1 7 1 n +1 1 n—1i .
>w6) 5llphllE + 5 (ko) b+ 5llwoy 2115 ifn <1

1
> = n||12
2 5 llepillp
2( n+3

_1 +l _1 +l _1
o, 2o, 2)p = lpoy, 2+ poy, 2B = o, 2B = w215

1

n—3 n— n—3 n n n— n—
§Fore = (ufy 26Pp, 2)p+ (f mpi)p + (" wpp e

n—j 2, M=% n n n—1 n—1
<llwf e ey e + 15N e o lle + 15 e luey e
(1, a1 1, -1 ne ne
< |30A e + 02| Dokl + | 0”20 + 052~ e | s
-]‘ "_% n n 1 ”_% n—1 n—1
< [t e+ 1 | 20 + | Shisfn e + 0 | 2
< [ e WA+ 100 V2 | R + RS

Adding the telescopic sum from n =1 to n = N we get

N
T 1 e
\/]:01\,[1,0 <V Feiot Atz Ity 2l + 15 + 115 e
n=1

which yields uniform stability estimates on the averaged fields:

+1 _1
luphllp < V24 /Fg1o  and  [luv, F D + llwvy, ® D < 2750

However, trying to bound directly p; only gets that

_1 +1 2
Il 2117 + oy 211 < =2 0.1.0

which blows up as n — 1.

(2.3)

(2.4)

(2.5)

(2.6)

(2.8)



TITLE WILL BE SET BY THE PUBLISHER 9

2.2. General case

In this section, we apply the methodology developed in [Chabassier and Imperiale, 2017, Chabassier and Imperi-
ale, 2021] and adapt it to the mixed formulation and the Stormer-Verlet scheme. It is based on the manipulation
described above, with 8 =1 and o = = 0 as in [Joly, 2003] and [Egger and Radu, 2020, proof of Lemma 5.3].

il
A naive manipulation would be to take the scalar product of (0.8c) with up} and of 1(0.8d) with Uh+2. One
would get that

n n n n o ,n : n+3 1 ntg ntjg 1 n n
6&ppn = (fsupy) P + (Hogy,vp)p With &, 72 = §(ph 2p, 2)p+ §(Uh+1avh)D (2.9)

Transferring the usual concepts for energy analysis directly here would imply to use (0.7a) and (0.8d) to replace

1 1
the term At? ((5vz+ 2 5v2+2 )p/4. However it induces a difficulty due to the presence of the source term dgy, as
mentionned in Sec. 1.1.2. To mitigate this issue, let us proceed to a change of variables and suppose that g is
regular enough uniformly with h:

Hypothesis 2.1. In the sequel we will suppose that there exists a constant Cq > 0 such that for all h > 0,
1Brgnllcoo,r,p) < Cy (2.10)

1
The couple ({p;hL2 tn, {wp }n) defined as w = vjf — g € Dy, is solution to

wy, = v, — gh (2.11a)
1 At N
pi = pn(0) + =~ [fi = Bivn(0)] (2.11Db)
op, + Brwy = fi' — Brgy (2.11c)
5 n+3g nts _
w, > —=Bpp, > =0 (2.11d)
Proposition 2.1 (Discrete power balance). Any solution to (0.8) satisfies, for n € [1, N],
n _ n n * n n - nJF% _ 1 n+% ”JF% 1 n+1 n
6&pwn = (1 mop) P — (Brgy, wpp)p  with €, 7 = 5(19;1 oy t)pt §(wh ;Wi )D (2.12)
where wy = vy — gp.
Proof. Take the scalar product of (2.11c) with up} € U, and of p(2.11d)™ with w) € Dy, O
1
Proposition 2.2 (Reformulation of the energy). The discrete energy 5;:_; also writes
ntd 1o ndd oatdy Lo gl ongd
Epwd = §m(ph Dy )+ i(uwh Jpawy, ?)p (2.13)

where m is the bilinear form defined on Uy, such that for all (p,q) € Uy x Uy,

_ At? ~ ~ At?
m(p,q) = (p,q)p — T(Bhp, Brg)p = (Tnp,q)p  where Iy =T}, — — BB (2.14)
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Proof. Using (0.7a) we get

n At n+ n+i At n+i
(Wit wi)p = (,uwh 5 + —(5 2 pw, % — 76wh p (2.15)
ntl oyl A2 bl ol
(,uwh 2 pw, % )p — T(éwh 20w, ?)p (2.16)
ntl  ntl At? n+1 ntl
oo ol - S B B ) (2.17)
Hence
ntd 1, ngdl pyl 1, n4l gl At? nti n+i
Spw,i = 2(ph o C)pt Q(Mwh *pwy, ?)p — T(Bhph *,Bup, *)p (2.18)
1 -, nt+it np4i 1 n+i n+1
= gmp, Sy f) ey pwy o (2.19)
O
Proposition 2.3 (CFL condition). The energy (2.13) is positive if
n<1 (2.20)
where n is defined in (CFL-condition).
Corollary 2.1. Suppose (2.20) is satisfied. Then,
ey ot <2gpmh, Gl e < 2600 (2.21)

To show the stability uniformly as At approaches its greatest allowed value, let us exploit the spectral properties
of the operator Bj; B}, as in [Chabassier and Imperiale, 2017].

Proposition 2.4 (Spectral decomposition of By By,). The operator By By, : Uy — Uy, is diagonalizable in R.
We call (A i,en,i) its eigenpairs which are chosen orthonormal in P.

Proof. In finite dimensional spaces, any symmetric real operator is diagonalizable in an orthonormal basis. [

Following [Chabassier and Imperiale, 2017], we introduce the polynomial
Py(zx)=1— -z (2.22)
which is non-negative on the interval [0,4]. Then fh can be expressed as a polynomial of the operator At*Bj Bp,:

~ At?
T =Ty — TB;;Bh = Pu(At*B; By) (2.23)

Proposition 2.5 (Partitionning). The interval [0,4] can be partitionned as Jy, U J, with J, NJ, = 0 such that
there exist Cy, > 0 and Cp, > 0 such that for oll v € Jy, Py(z) > Cy and for all x € J,, x > Cp.

Proof. See [Chabassier and Imperiale, 2017, appendix] for the scheme called “T'S” with § = 0. We get C}, = %
and Cp = 2. O
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Proposition 2.6. Let us define the two projectors I}, and I, such that for all gp, € U},

Myqn = g (qnsen,i)p eni, Myqn = E (qhen,i)p en,i (2.24)
AN, €Ty At*Ap E€Jp
An,i €SP(Khr) An,i €Sp(Kn)

Then, for all g, € Up,

ITgnl|3 < Ct (Zhan. an) e (2.25a)
Man |3 < At*C, " (Bugn, Buan)p (2.25b)
Proof. See [Chabassier and Imperiale, 2017]. O

Proposition 2.7. Any (pn,wp) € Uy, x Dy, solution to (2.11) satisfies

—1/2
Ll || p < G 2s™ 3 1 Jag™
kEHPRIIP = 9 pw,h pw,

1 _1
T pppl|p < C7 M2 <\/25§uﬁ; + \/25;”’;) (2.26D)

,%) (2.264)

Proof. Take g, = ppy in (2.25a). Using the triangular inequality and (2.21), we directly have

T n ny1/2 1 =~ ntl ntl 2 1 ~ nol n-Lli1/2 1 n+1 1 n—1
(Tnif 1) ¥ < 5@y *spn Y +5(@npy *opn ) < 5\ 250 T 5\ 2500 (2.27)
Take g5, = pup} in (2.25b). Since dpw) = Bppupy from p(2.11d),
n ny1/2 n ny1/2 n+3 n+3.\1/2 n—3 n—3\1/2
At(Byppy, Bupph) > = AHGpwy, Spwy) (OSﬂ)) ((uwh 2 oy )R+ (g, 2 oy, 2)13/) (2.28)
From (2.21) we then have
At(Buup, Buppp) 42 < (26052 1\ [2el 2
t(Brupy, Bhppp)p~ <4/ 2 pwh T 2 pw,h (2.29)
(|

Proposition 2.8 (Majoration of the averaged unknowns).

n+3 n+y n nts n—3
iy o < \J260 k. lluple < (J 267t/ %pw,h) (2:30)

01;1/2
2

where

_ —1/2
v = +cY (2.31)

1
Proof. For uwZJr? the result is immediate using (2.21). For up} we decompose it as IIyup} + II,up}, and use
the orthogonality between the projection spaces. We then use (2.26) to get the expected result. O

Proposition 2.9 (Stability of the energy). The energy satisfies

\ i S\ Edun + VALY [IfK]le + | Biakle] (2.32)
k=1
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1 1++2 1+fAt 1+2v2
\/5pwh_ 5 IPr(0)llp + < Ifille + — ||Uh(0)||D+\/>||gh||D

Proof. Apply the Cauchy-Schwarz inequality on (2.12). Since gy, satisfies Hyp. 2.1, we have

where

pw,h pw,h
At

5n+% n—%
< (5 le +11Brgrlle) luppllp

Use (2.30) to get

pw,h

n+t3 n; nt3 n—y3
VEE ()
o < (U7l + IBigk 1)1V (gt +

Cancel out to get

n—i—l n—=+ *
\/ gpw,i < V gpw,li + At(HleLHP + ||Bhgi?HP) ||’Y\/§

Add this telescopic sum from k& = 1 to n to get the first expected result:

n
n+i 1 «
VEi < /Z VALY (A1l + 1Bk ]
k=1

Finally, let us express 5 by using the expression (2.13):

pw,h

P T LI S NS O e 1/2<1~%%1/2
pwh = | 5mU0RPy) + 5 (hwy pwy)p| < \ﬁm(ph’l’h)

w1
f
First,
_o1 1 1, 1 At? 1 1,1
(odpf) = SInf 1% — = 1Band I < S lnf %
Moreover,
3 Lo Loq
o < 5lwdllo + 5 lwklo
where 1
wy =vp(0) = gp = [l wpllp = [lva(0)][p + llgnllp  and  wy, = w) + AtByp;
Hence
1
It I < Slhuflin + 5 [l o + At Bud o]
Since (CFL-condition) is satisfied, we have that
At Bhph D At
n= S0l = & sup 122D <y By g < allonlle < llpnlle, Vo € Us
2 2 preun th”P 2

So . .
lpwi I < llwpllo + v | p
Summing up,

1+xf
((/’2
\/ pwh_QthIIP+ \[IlthIDJr\fllthP_ ||ph||P+vah( )||D+\f||gh||D

(2.33)

(2.34)

(2.35)

(2.36)

(2.37)

(2.38)

(2.39)

(2.40)
(2.41)

(2.42)

(2.43)

(2.44)

(2.45)



TITLE WILL BE SET BY THE PUBLISHER 13

We write that

1 At N 1 At At
pi =pn(0) + 5 [fi = Bion(@)] = lpille < lea(O)lp + - [f2lle + - [1Bion (0l (2.46)

Since (CFL-condition) is satisfied, we also have that

At At % At B*Uh P At «
= —|IBull = - IB:ll = — sup [Bivnlle <1 = —Byullp <nllvnllp < [lvnllp  Yon € Dy (2.47)
2 2 2 w,epy, llvnllp 2

which yields

1 At
i lp < [lpr(0)[[p + 7||f13|\P + lon(0)[|p (2.48)

Hence

1 A 1
NCRpEaat 1n(Olp + G 18 + IonO)n| + sl + s lolo (249

14++/2 1+ V2 At 1+2v2 1
< 0 — —|lgn 2.50
< —5—lIPn(O)llp + — HthIP+ 5 llon(0 )”D_"\/i”gh”D (2.50)
U
Proposition 2.10 (Stability of the averaged unknowns).
+
lpwy 2o < V24X, + vatZ /5 lle + 1 Bignlie] (2.51)

lph |l < 2v/2y <\/ pwh+\[’yAtz 12l + 1B g;’ilIP}) (2.52)

gl + llgpllp
2

n+3
vy 2o < V24 /€ pwh+f7AtZ I£¥ e+ 1Brgrllp] + (2.53)

Proof. Use jointly Prop. 2.8 and 2.9 to get the two first equations. Moreover, the initial system was posed on

the unknown v; = wj + gp. Using the previous equations, one can only hope a direct control on uv, nt3 as

+3 n+3 +3
oy o < llpwy” > o + llng, > Mo (2.54)
O

Remark 2.1. This result generalizes the result recalled in Sec. 2.1 to the case of two source terms. It confirms
that the uniform stability is only obtained on the averaged unknowns.
+3

Remark 2.2. One can not hope for more control on the unknowns pZ and wy, unfortunately, at least without

1
supposing more restrictive bounds on At¢. Only the IIg-projection of pZJrz is controlled directly. However, a
global control is achieved on a post-processed field.
Proposition 2.11 (Stability of the underlying field). Let {u} }o<n<n+1 be the series of elements of Uy, defined
as
1
uptt =y + AthJrz, uy such that Byu$) = w) (2.55)
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Then,
1 3 QA k k
lup ™ < V2lup || + "2y /282, +42A2 Y S (15 le + 11 Br gk p] (2.56)

j=1k=1

Proof. From the orthogonality between the projection spaces, we get that

gy P = Iy ™ e + TTpup | (2.57)

1
Here we treat the two terms differently. For the first one we use (2.25a) with ¢, = pZJrQ to get

n+i n n+1 n _ n+1
Meu ™ p < g | p+ At kouy, 2 ||p < |[eullp+ At Tpy * e < [Mpup | p+AtC, 1/2\/ 26777 (2.58)
el
For the second one, we use (2.25b) with ¢, = uuh+2 to get
n n n+3 n — "+% n+3
ITup ™ p < IMyupllp + 2| Mppwy, 2 |p < [Myupllp + 2AtC, 2(Bupuy, 2, Bupuy, ) p (2.59)

1 1
From the definition of up, in (2.55) and using (2.11d), we get that Bhuuz+2 = ,uwZ+2. Hence

e 1 1 _ 1
Ty e < |[Tup | p + 28¢C, 2wy 2, w2 p < |[Tyup||p + 28¢C, V24 [26, 2 (2.60)

Both telescopic sums are canceled up from 0 to n, and then added up.

n = k++
lup ™ e < V2lubllp + 29AE> (/2 &2 (2.61)
k=0

Use (2.37) to conclude. O

Remark 2.3. In practice, v = /2, see [Chabassier and Imperiale, 2017, appendix] for the scheme called “TS”
with 8 = 0.

3. CONVERGENCE AT THE CFL

Subtracting directly Eq. (0.3) to (0.8) yields truncation errors on each appearance of the operator § and needs
additional manipulation to use the results of the previous section, necessitating non optimal assumptions on
the semi discrete field. Instead, we propose to introduce the underlying field at both the fully and semi discrete
level, and to manipulate the resulting equations before analysis. Let u;, € Uy, be defined as

’llh = Ph (31&)
up(0) = up,o  such that Bypup o+ g = vp,(0) (3.1b)
Inserting this field in Eq. (0.3) yields
ip, + By = fi, (3.2&)
Up — Brup = gn (3.2b)

The second line can be integrated in time to get

Vh — Vn.0 — Brupn + Bruno = gn — gh (3.3)
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Since the initial conditions respect (3.1), we get

iy, + Bron = fa (3.4a)
vp — Bpup = g (3.4b)
Up = Ph (3.4c)
Note that Hyp. 0.2 amounts to supposing that
lunllcso.r,p) < C (3.5)

On the fully discrete level, as in the previous section, let us define uy, € U}, as

|
5uZ+2 = ph+2 (3.6a)
uy = up(0) (3.6b)
Inserting this field in Eq. (0.8) yields
82ull 4+ Biupt = fr (3.7a)
supte - BLoul T = 5gp e (3.7b)

The second line can be summed up in time to get

S2ufl + Bruy = fp (3.8a)
vy — Buy, = giy (3.8b)
5u2+% = pz+% (3.8¢)

Let 4} = up(t™) and 0 = vp(t"), where vy, is solution to the semi-discrete equation (0.3), us is the solution to
the semi-discrete equation (3.1), therefore solutions to the semi-discrete system (3.4).

Theorem 3.1. Suppose that (CFL-condition) is satisfied. Then there exists a constant C' > 0 independent of
h and n, such that

151 — upillp < CAE|Ipullso,r,p) (3.9)

_n+3 n+3
o, 2 — v, 2llp < CAL ([onlle20,750) + lIPnlleso,r,p)) (3.10)
[ap ™ = up™ e < CALC |pallesom;p) (3.11)

Proof. Let us subtract the two first lines of systems (3.4) and (3.8).

iy — 6%uj, + Bop — Bhop = [ — fi! (3.12a)
Uy — vy — Bruy + Brup, = g, — gi (3.12b)

Let us define the error terms e, = 4} — u} and e} = v} — v}, which satisfy

5% + Bjell = el (3.13a)
ey — Bpey =0 (3.13b)
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where a Taylor expansion shows that there exists t7 € [t"_%,t"‘*‘%] such that

At?
_ @

n

u 12 h

(t7)

1
We now introduce the sequence 7, 2 such that

+l +l
Sey 2 =m, 2
1 1 1 1
Notice that 77;+2 is not equal to eg+2 = ]3?—2 — pz+2 since this quantity satisfies

n+3 n+i .n+3
dey 2 =ep 2 +Ey ?

1
where there exists t;+2 € [t",t""!] such that

2
g B g
€ = Uy (t
u 12 h (2 )
Hence, in Uy,
nt3 nt3 n+i
Mp 2 =€p 2 + en 2

Finally, the error terms e,, e, and 7, are solution to

The result follows from the stability analysis performed in Sec

on, + Brey =&,

nt3 nt1
dey > —Bpmp 2 =0

n+i n+i
dey 2 =mnp 2

are of the form (0.8-2.55), with the substitutions

Hence,

n+i n+3
Pyt C

n — n n
vp = wy el
up < ey

n n

" ey

n

gn <0

n+i 1 L
ey llp < V2V EE +V2yatY [Ieblr]

k=1

|| < 2v/2y (\/ E2 + VALY | [IIEZP])
k=1

n+1l j
1
lep Ml < V2lled ||+t T2y 282 + 477 A ©> " [|lek] p]
j=1 k=1

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19a)
(3.19b)
(3.19¢)

. 2.2. Indeed, the two first lines of system (3.19)

(3.20)

(3.21)

(3.22)
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where 55 is defined as

1 1., 1 1 1 1 1
€ = gmlng,np) + 5 (pei, ped) (3.23)
Therefore, using (3.18),
n .n—i—l n—1
n 1 [€u P+ ll€w *llp
lnepllp < 22y (ves +V2yALY Mw}) + 5 (3.24)
k=1
So,
_n+i +3 _n+3 _n+3 _n+i +3
7% = oy, 2o < o, * = pwy, Mo+ [lno, " = woy 2o (3.25)
n+% _n+% n+%
<lew 2llp + llwo, 2 — poy 2o (3.26)
1
where there exists t;+2 € [t",t""1] such that
ntl ntl el A2 1
et = poptr it = ?@g@(t;z) (3.27)
Similarly,
1P — wpille < |lph — ponlle + lkdk — wekllp (3.28)
< llepllp + llupy — pppllp (3.29)
where there exists t} € [t"’%,ﬂ”%] such that
n =" =N AtQ _(2 n
ey = ubh — B = —- Py (1) (3.30)

3

Hence,

1 1 1 1 n
o2 — w2 o < llen 2 llp + V2V €8 + V2rard [llkllp] (3.31)
k=1

1 = e e
157 — ol < gl + 2937 (v&z VALY [lemp}) I )
k=1
n+l j
1
It = < VEIl P + 20 28 + 4208 30 30 [k (339
j=1k=1

1
Next, let us show that £ is small. Using the naive formulation of the energy (2.12), we write that

® ol

1 1 1 1 1, 1 1
& = 5(775,7713)1? + §(ei7€8)D < 5\\775 1%+ §H€11J||D D]l (3.34)

1
Since the initial conditions v) and p? are defined as (0.8a) and (0.8b), we directly have that 9 = 0. It remains

1 1 1 1 L At
to estimate 13 = ej + 4. The value of e} can be found by subtracting both sides of (0.8b) to p7 — 7B;§v2
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0

v

in order to make also appear e

1 1 At At 1

— * (=0 0 * =0 0 —

o; — i, Jr?Bh (v —vp,) = 5 [Bjop — fr] +p7 — pu(0)

—— N—_——— ————

e)=0 — 752
(0.3¢)

A Taylor expansion of py, yields that there exists t2 € [0, t2] such that

1 _ At 1 /At\? ~
p(t?) = pn(0) + 71)21)(0) +5 <2) P2 (2)

Hence we get that
% At2 (2
ep = Tpﬁ )(tg)

1
Take pp, = e and apply Cauchy Schwarz inequality to get that

1 At?
lesllp < T”thc%O,T;P)

So

1 1 1
288 <llegllp + lledllp

5At?

Finally, we have that

AL (3)

Ar n+d _ AP
12 Pn

£7) and - £772) and €% =0
(t7) and &y * = 12Ph(2 ) and e, =

n
Eu

H9 u
where the last equation comes from (3.6b). Altogether, we get

—n n AtQ
IPh — uppllp < Tz (5457 4+ 49*T) lIpnllczo,7,p)

1
n+3;

_ n-‘r% At2 Atz
o = 1w 2l < S-lonllezo iy + (54+2V29T) Slpnllesomey

_n n At?
lap ™ —up e < (5T +49°T?) D llonlleso,:p)

(3.35)

(3.36)

(3.37)

(3.38)

(3.39)

(3.40)

(3.41)

(3.42)
(3.43)
(3.44)

O

Along with Hypothesis 0.3, this proves the uniform space/time convergence of the Stérmer-Verlet integration

scheme of the average unknowns and a post processed field.

CONCLUSION AND PROSPECTS

This work proposes a proof of stability and convergence of the Stormer-Verlet integration scheme, towards the
semi-discrete solution of wave equations in mixed formulation, uniform as the time step tends towards its largest
admissible value. The error constants obtained depend neither on the spatial discretization parameters, nor
on the distance of the time step from its largest admissible value, thus providing space/time convergence, if
certain stability and convergence assumptions are satisfied by the spatial discretization. This makes it possible
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to generalize results from the literature in which, for simplicity’s sake, the stability condition is supposed to be
strictly satisfied. The assumptions of the theorem are consistent with existing uniform results for the leap-frop
scheme applied to the second-order formulation of wave equations. It appears that the natural variables that
converge uniformly in space/time are not the unknowns directly calculated by the scheme, but their consecutive
average between two time steps. However, it is possible to reconstruct a field that converges at each discretization
instant to a semi-discrete field. With an adequate change of variable or manipulation of the source terms, the
unknowns may be controlled directly. Note that this trick only works for linear wave equations with no external
coupling, while the present result could be extended to the case of dissipative equations, couplings between
two domains, addition of nonlinear terms, and so on. It could also be generalized in order to analyze other
integration schemes, such as implicit or dissipative schemes.
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