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Abstract. The development of a new product can be accelerated by using an 

approach called crowdsourcing. The engineers compete and try their best to 

provide the related solution based on the given product requirement submitted 

in the online crowdsourcing platform. The one who has submitted the best solu-

tion get a financial reward. This approach is proven to be three time faster than 

the conventional one. However, the crowdsourcing process is usually not trans-

parent to a new user. The risk for the execution of a new project for developing 

a new product is not easy to be calculated [1,2]. We developed a method Inno-

Crowd to handle this problem and the new user could use during the planning 

of a new product development project. This system uses AI concepts to gener-

ate a knowledgebase representing histories of successful product development 

projects. The system uses the knowledge to determine qualitative and quantita-

tive risks of a new project. This paper describes the new method, the Inno-

Crowd design, and results of a validation experiment based on data from a cur-

rent crowdsourcing platform. Finally, we compare InnoCrowd to related meth-

ods and systems in terms of design and benefits. 

Keywords: New Product Development, Artificial Intelligence, Knowledge 

Management 

1 Introduction 

Howe has defined Crowdsourcing by 2006 [3]. Nowadays, crowdsourcing has gained 

popularity in several application areas because of significant cost and time savings 

[4]. Crowdsourcing covers quite a large range of application scopes, including simple 

tasks such as tagging a picture, medium tasks like programming a simple app, and 

even complex tasks such as designing and producing a vehicle [5]. Our work address-

es primarily bigger projects, like the latter, a typical one for Local Motors. A tradi-

tional automobile manufacturer employs less than 5000 engineers to design a new car, 

but Local Motors depends on the support of more than 30.000 engineers (the crowd) 

for this purpose, as illustrated in Fig.1. Engagement of more people can make the 

design process up to three times faster and the manufacturing cost more than 10 times 

cheaper. Also, taking advantage of a greater variety of expertise and backgrounds 

tends to improve the innovation and quality of the product. 
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Fig. 1. Crowdsourced vehicle development in Local Motors [5] 

Amazon Mechanical Turk, one of the best-known crowdsourcing platforms, offers 

micro tasks to the crowd, for example tagging images, and translating fragments of 

text. Top Coder offers low complex software tasks that together respond to user re-

quirements.  Similarly, Cad Crowd divides up new product design into smaller jobs. 

We used data from Cad Crowd experience to train our machine learning algorithm 

and for testing.  

2 Problem in industrial business use cases 

The difficulty of deciding whether to participate in a crowdsourcing competition in-

creases with task complexity. Informal, purely manual procedures could be satisfacto-

ry only for simple projects. Determining the risk associated with complex projects 

requires more formal methods and tools, as reported in [1,2,6]. 

The crowdsourcing literature does not reveal any dominant theories or models [7]. 

Researchers have employed a wide range of techniques, including case studies, 

proofs-of-concept, design studies, usability studies, tool developments, and experi-

ments. Findings tend to be ad-hoc and are sometimes conflicted. For instance, re-

searchers differ on whether increasing payments tends to increase crowdsourcing 

output quality [8]. Crowdsourcing is an emerging research area with scattered 

knowledge. 

In the following chapter we show the state of the art. The fourth chapter describes 

our development of methods for making decisions easier by making project risk more 

transparent. The fifth chapter presents results of the experiments. The sixth chapter 

discusses related works and enhancements to the state of the art through our contribu-

tion. The last section summarizes our current work. 

3 State of the Art 

Determining requirements for a system to assist in assessing the appropriateness of 

responding to a crowdsourced offer can be built around the goals for the system [7], 

using design patterns like reflection [8] or logical reasoning approaches such as con-

straint programming [9]. Both present limitations, such as rigidity and poorness of 
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expression in the representation of a wide spectrum of requirements, and in the repre-

sentation of evolving systems [10]. Several authors have tackled the problem from a 

requirements and knowledge reuse perspective [11], however, ad-hoc and manual 

practices persist [12]. Crowdsourcing has proved efficient for building a knowledge-

base.  The author in [13]  built an enterprise ontology of business process crowdsourc-

ing. It includes the main business processes, data entities, data attributes, and their 

hierarchy relationships, which were structured into a lightweight ontology. He made it 

more robust by adding decision-making relationships and business rules. Still, it lacks 

quantitative and precise effort estimation. Time and project cost are not explicitly 

estimated. 

If we analyze deeper the existing works, there are two aspects of crowdsourcing 

that addressed, namely task management and crowd worker management. [14,15,16] 

developed algorithm for optimizing the work of the crowd. [14] introduced an analyt-

ics-based decision support methodology to guide decision making of crowd workers. 

The results imply that such kind of dynamic decision support for crowd workers is 

critical towards achieving an increased submission rate and reduced failure rate due to 

no or poor submissions. [15] developed a Bayesian-generative model to exploit “who 

knows what” for the workers in the crowdsourcing environment. The model provides 

a principle and natural framework for capturing the latent skills of workers. [16] for-

mulated three steps for the crowd management. Step one includes important consider-

ations that shape how a crowd is to be constructed. Step two outlines the capabilities 

firms need to develop to acquire and assimilate resources (e.g., knowledge, labor, 

funds) from the crowd. Step three outlines key decision areas that executives need to 

address to effectively engage crowds. 

[17, 18, 19] addressed task management in their work. [17] developed a recom-

mendation system that support to consider different types of crowdsourcing platforms, 

workers, and tasks in the evaluation. It has proven that even simple recommendation 

systems lead to improvements for most platform users. [18] used game-theoretic 

models to develop design principles for crowdsourcing contests and answer the ques-

tions: what types of tasks should be crowdsourced? Under what circumstances? He 

found out that when a single task is to be completed, crowdsourcing can lead to high-

er quality outcomes than directed assignment if the pool of players is diverse, but can 

lead to suboptimal outcomes when workers have similar abilities. [19] developed a 

domain knowledge to accurately model a worker’s quality. He examined using 

knowledge base, e.g., Wikipedia and Freebase, to detect the domains of tasks and 

workers. He designed an Online Task Assignment algorithm, which judiciously and 

efficiently assigns tasks to appropriate workers. 

Sample of works described above give an illustration on the limitation of the exist-

ing solution which concentrate only in two aspects, namely task and crowd manage-

ment. We see a clear gap here because other aspects are still not covered in their work 

sufficiently. How about the financial aspect, the project cost. How about the timely 

effort, the project timeline. Minimally these two aspects are not addressed in their 

work. 

We developed InnoCrowd to provide the necessary tools for the systematic reuse 

of requirements from project histories. It calculates risks while minimizing the neces-
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sary resources. The decision-making process is based on a domain ontology, which 

describes the system components and the metrics that guide their selection, according 

to user requirements. This framework also manages the high level requirements and 

dependencies to guide implementations. 

4 Research Methodology 

We use “Design Science” as our research methodology. We collect system require-

ments, define acceptance criteria, consider past knowledge to the related research 

projects in order to produce research contribution and not routine design.  

As mentioned in the second chapter we take real productive data from the 

crowdsourcing platform CAD Crowd. Typical crowdsourcing task in product devel-

opment area is given in text as requirement information and also images which repre-

sent rough visualization of the required product. In relation to this we have to consider 

both types of input data, namely text and image. If we consider only text as input data 

then the crowdsourcing project classification result might be not precise enough. 

Since we will use artificial intelligent for the classification task then it is very neces-

sary to get as much as possible data necessary for the training and for the testing. 

Therefore the first requirement in our research methodology is how to fetch all related 

text and image data from the crowdsourcing platform effectively. The data fetching 

process needs to be semi automated so that it can be processed by only a single click. 

The task can be fulfilled by choosing and using an optimum web scrapper. 

The second requirement is how to prepare the data before it is consumed by the 

tool of artificial intelligent. Not all the data gained from the fetching process is rele-

vant for the classification task. If the irrelevant data is kept then it may lead to impre-

cise data classification. Here we can use text and image editor tools. 

The third requirement is to get the optimum algorithm for the classification of text 

and image. In context of text processing there are several algorithms of Natural Lan-

guage Processing (NLP). And for image processing there are also many alternatives 

from machine learning algorithm. This is to be explored in the experiment which will 

be reported in a specific chapter in this paper.  

As the next step is the definition of the acceptance criteria. The most important ac-

ceptance criteria is the level of accuracy for the data classification result. We will try 

to reach the level of accuracy 90%. More than that we will consider time, cost, and 

quality as parameter for benchmarking with other relevant methods developed by 

scholars. 

A comprehensive literature study is conducted for knowing state of the art and the 

gap to be fulfilled by our solution. It is shown by mentioning the past knowledge to 

each related sub aspect in this work. 

5 Contribution: InnoCrowd Method 

We developed a novel method for the generation of a knowledge database relevant to 

a specific crowdsourcing provider. Figure 2 shows an overview of InnoCrowd includ-
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ing system set up and system usage. The block "System set up" summarizes how we 

build the Decision Support System (DSS). Form definition point of view a DSS  rep-

resents a point of view on the role of the computer in the management decision mak-

ing process [14]. Decision support implies the use of computers to:  

• Assist managers in their decision processes in semi structured tasks.  

• Support, rather than replace, managerial judgement.  

• Improve the effectiveness of decision making 

It starts with the collection of data from the crowdsourcing provider, which con-

sists of text files (product requirement from customer), images, project histories, and 

digital models (2D and 3D files of the product to be designed). The second step uses 

NLP and Deep Learning Neural Network (DLNN) to extract information. The third 

step embeds product classification in the Neural Network (after NN training and test). 

The last step establishes relationships between each product sub class and the project 

specific information relevant for a decision: product specification, related time and 

cost, and a description of the working team from the crowdsourcing provider’s project 

history. 

 

 

Fig. 2. InnoCrowd overview, system set up and system usage 

 

The block "System usage" shows the way we use the DSS to decide on a new pro-

ject. Requirements and model samples are input to the system. The second step is the 

extraction of relevant information from the given dataset (input in the previous step). 

In the third step, the DLNN classifies the new project by comparing it with others in 

the knowledgebase. The final step provides project-specific information relevant to a 

decision: product specification, related time and cost, and working team requirements. 

The user can then decide whether to apply for the new project. 

We use DLNN for the automated recognition of the product design. For each step 

there is a special neural network trained for recognition. A deep learning neural net-

work is known as the best analyzer / classifier of 2D pictures. It can process the data 

faster than a 3D model classifier [14]. 

The requirements are collected as free form text from the source system 

(crowdsourcing provider platform). Each relevant part of the text will be mapped to 
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the related domain or application or adaptation layer. Then the Neural Network classi-

fies the proposed product. 

6 Experiment 

The dataset for the experiment was extracted from The crowdsourcing platform CAD 

Crowd. More than 900 crowdsourcing projects are listed in the platform. More than 

800 projects were finished and therefore could be used as input for our knowledge 

database in InnoCrowd. The dataset consists of text and images. We extracted the data 

with a web scraper. At the beginning we processed the text and image data separately 

in the data mining tool “Orange.” Figure 3 shows the text processing procedure.  

The data has to be preprocessed before being used in the classification system. The 

texts are grouped into several segments. We have found out that some segments are 

not relevant for the classification task. Therefore, we cut this from the dataset. We 

give specific group naming to some segment so that it gives more semantic meaning 

which is relevant for the classification task. Among others the group name “Dimen-

sion”, “IT specification and “General specification”. To the image data we also delete 

some images which are not necessary for the classification task. We concentrate on 

image analysis from the same perspective. It gives more accuracy when the image 

classification process is performed. 

 

 

Fig. 3. Process chain for the text analysis 

The process is initiated in the first step called “Corpus” which takes the text file in 

a specific data format. Therefore, it is necessary to convert the text file extracted from 

the web into this data format. The second step “Preprocess Text” is the step for han-

dling parts of text that are not relevant for the data mining. For an example, commas, 

dots, low level words such as “and”, etc. The third step “Bag of Words” is the step 

where the words in each dataset are counted and then converted into numbers in order 
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to make it calculatable and comparable during the data classification in the next step. 

The fourth step is the testing and scoring process by using several algorithms. As seen 

in the picture, six algorithms are evaluated in order to get the best classification result. 

These algorithms are: Neural Network, Logistic Regression, Naïve Bayes, Random 

Forest, kNN and Support Vector Machine.  

This is the first experiment for comparing the performance of each algorithm. In 

the figure 4 (left side) we can see the result, the performance comparison between 

those algorithms. The most important result is given as the parameter called AUC 

which represents the grade of classification accuracy from each algorithm. Two best 

performance are achieved by Logistic Regresion (Accuracy: 0,657) and Neural Net-

work (Accuracy = 0,653). Therefore, we limit the next experiments by using only 

these two algorithms.  

 

 

Fig. 4. Result of the text classification with several algorithms 

On the right side of Figure 4, we can see parameters of Neural Network and Lo-

gistic Regression that can be set to get more accurate results. 

We carried out further experiments by manipulating each parameter. Roughly these 

are parameters that modified during the experiments:  

• KNN layer:  

o number of layer: 3, 4 and 5 

o neuron number in layer: 50, 100, 150, 200 

• Regularization:     0,01 0,02 0,05 0,1 

• Max. nr of iterations:  100, 200, 300, 400 

 

Manipulating the parameters during experiments revealed the best configuration of 

each algorithm. 

 

These are the best parameters for the neural network: 

• Neuron in hidden layer:  100,100 

• Activation:      tanh 

• Solver:       Adam 

• Regularization:     0,01 
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• Max. nr of iterations:  200 

Final best accuracy (AUC):  0,91 

 

For Logistic Regression these are the parameters: 

• Regularization type:   Ridge 

• Strength:       C=1 

Final best accuracy (AUC):  0,90 

 

The neural network had the best accuracy, so we adopted it. 

 

 

Fig. 5. Process chain for the image analysis 

The second experiment was the processing of image files. Figure 5 shows the pro-

cess chain. It starts with the module for importing the image. The second module 

embeds images and converts them into numbers according to the pixels inside the 

image.  The third module evaluates each algorithm. This time we compared Neural 

Network and Logistic Regression. The neural network performed the best image clas-

sification, between 95% and 98% (fig. 6%). 

 

 

Fig. 6. Result of the image classification with deep learning Neural Network 
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The third experiment is the integration of the text and the image processing (Figure 

7). The process chain is integrated so that the system will give the final classification 

result. We used only the neural network, the best performer in previous experiments.  

 

 

Fig. 7. Process chain for the integrated text and image analysis 

We carried out further experiments by manipulating each parameter. Roughly these 

are parameters that modified during the experiments:  

• KNN layer:  

o number of layer: 3, 4 and 5 

o neuron number in layer: 50, 60, 70, 80 90 100 

• Regularization:     0,01 0,015 0,02 0,025 

• Max. nr of iterations:  200, 230, 250, 270, 300, 330, 350 

 

This experiment found the best result with the following parameters:: 

 

Neural network these are the parameters: 

• Neuron in hidden layer:  80,90 

• Activation:      tanh 

• Solver:       Adam 

• Regularization:     0,015 

• Max. nr of iterations:  330 

Final best accuracy (AUC):  0,90 

 

This 90 % accuracy is sufficient to significantly supporting decisions on product 

specification / requirement, project time and cost, and the working / crowd team. 

7 Comparison with related work 

As described in the chapter “State of the art” there are related works which can be 

seen as a decision support system for crowdsourcing. But they are focused on limited 

aspects, namely task management and crowd management. They don’t take into ac-

count other aspects such as project cost and project timeline. By considering this limi-

tation we compare our solution with the solution given by [13] because it covers the 
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same aspects as InnoCrow does. Figure 8 below shows the conceptual model of the 

solution developed by [13].  

 

 

Fig. 8. Conceptual model developed in [13] 

And for a comparison in the high level we show InnoCrowd’s conceptual model in 

the figure 9 below. The same aspect is that both concepts is that they are to be used as 

tool for a decision support in crowdsourcing project. In practice both solutions deal 

with the aspects task / product specification, cost management, as well crowd man-

agement. Solution of [13] takes quality control into account. Meanwhile InnoCrowd 

seals with time management.  

 

 

Fig. 9. InnoCrowd’s conceptual model 

We found out that the biggest difference is related with the usage of the solution. In 

the solution of [13] everything is to be done step by step manually. Meanwhile Inno-

Crowd works automatically by giving input in form of initial product specification 

and initial possible product form as image file. The relevant output for decision is 

given automatically by the algorithm of InnoCrowd. This gives more advantage in 

term of easier usage and time necessary for making the decision. 

Furthermore, we compare the both solution on three main aspects, namely time, 

cost and quality. The following is our estimation. InnoCrowd get 6 times “very good” 

and1 time “sufficient”. Meanwhile solution of [13] get 2 times “good” and 5 times 

“acceptable”. The comparison of average InnoCrowd vs Solution of [13] is 3,6 vs 2,3. 

It means InnoCrowd performs better that the solution of [13]. 
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Fig. 10. Solution comparison 

8 Conclusion and future work 

Methods for handling complex product is developed and embedded in the method for 

handling innovation creation process. As the whole it builds InnoCrowd. We verify 

the solution concept by using dataset from crowdsourcing platform CAD Crowd. The 

verification result on product requirement analysis (as free text file) gives a good 

classification result, namely in the accuracy level between 90% and 91%. Meanwhile 

the verification result on digital model analysis gives even a higher accuracy, between 

95% and 98%. The overall performance when the text and image analysis are inte-

grated is 90%. This result gives a clear view on the usability of InnoCrowd.  

The comparison of InnoCrowd with other solution gives a clear result, that Inno-

Crowd performs better. The performance of InnoCrowd is “good”, meanwhile the 

other solution is between “acceptable” and “good”.  

In relation with the usage of InnoCrowd as a decision support system then it is 

technically done by providing the user the information related to the previous project 

matched with the planned project. The user will have access to the information of the 

previous project cost, the time needed to finish the project and also the crowd workers 

who had work for similar task. These information give a clear transparency on the 

project risk, so that InnoCrowd can be used as an answer to the management when 

they want to crowdsource a product development project. 

So far, we have developed the basic functionality of InnoCrowd. What we still 

have to develop in the future is the user usability so that the process chain starting 

from data fetching, data preprocessing, data classification and result presentation can 

be done in an integrated environment. And we still need to optimize the processing 

time as well as the accuracy of the algorithm.   
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