
HAL Id: hal-04186143
https://inria.hal.science/hal-04186143v1

Submitted on 23 Aug 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Sequencing Through a Global Decision Instance Based
on a Neural Network

Thomas Dasbach, Johannes Olbort, Felix Wenk, Reiner Ander

To cite this version:
Thomas Dasbach, Johannes Olbort, Felix Wenk, Reiner Ander. Sequencing Through a Global Deci-
sion Instance Based on a Neural Network. 18th IFIP International Conference on Product Lifecycle
Management (PLM), Jul 2021, Curitiba, Brazil. pp.334-344, �10.1007/978-3-030-94335-6_24�. �hal-
04186143�

https://inria.hal.science/hal-04186143v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


 
 
 
This document is the original author manuscript of a paper submitted to an IFIP 
conference proceedings or other IFIP publication by Springer Nature.  As such, there 
may be some differences in the official published version of the paper.  Such 
differences, if any, are usually due to reformatting during preparation for publication or 
minor corrections made by the author(s) during final proofreading of the publication 
manuscript. 
 
 
 



Sequencing through a global decision instance based on a 

neural network 

Thomas Dasbach1[0000-0003-3059-7576], Johannes Olbort1, Felix Wenk1 and Reiner 

Anderl[0000-0001-7681-2118] 

TU Darmstadt, DiK, Otto-Berndt-Straße 2, Germany 
1 dasbach@dik.tu-darmstadt.de 

Abstract. An existing concept for sequence planning in production planning and 

control was extended by a global decision instance based on neural networks. 

Therefore, information regarding the state of the production and available orders 

were normalized and analyzed by one agent. In contrast to a partially observable 

Markow Decision Problem one single agent was allowed and used to process all 

available information. Feasibility and problems were examined and compared 

with a concept for decentralized decisions. The implementation consists of two 

parts, which continuously interact with each other. One part is a simulation of a 

job shop, including multiple machines. The other parts tackle the Markow Deci-

sion Problem with the use of double Q reinforcement learning in order to estimate 

the best sequence at any given time. Later, problems due to scaling and compar-

isons to the usage of multiple agents are given. 

Keywords: Sequence Planning, Artificial Intelligence, Neural Network 

1 Introduction 

A continuous trend in industry is the attempt to reduce the total time to market of a 

new product. While both production planning and design try to support that goal, their 

impact relies heavily on each other. The decisions made in the design phase have a huge 

impact on the reduction potentials in the production planning. Therefore, it is necessary 

to give the design departments via PLM tools ways to estimate the impact of decisions 

in later stages of the product life cycle. The first step in creating such tools is to auto-

mate decisions that are currently done manually within the production planning. 

At the same time, production systems are evolving into Cyber-Physical Systems that 

are in constant exchange with central servers and with each other. Large amounts of 

data are available that provide information about the status of resources, such as pro-

duction machines or logistic vehicles, as well as about the progress of orders within the 

production systems. 

New technologies and application scenarios also create new challenges. One chal-

lenge that can only be solved by the complete networking of production systems and 

products is the dynamic creation of sequence planning based on the current situation. 

In manufacturing companies, this is still done manually and by using simple priority 
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rules [1]. One approach to solve this problem is using multi-agent systems. Deep neural 

networks are used, which receive information about the state of the production and can 

then influence the sequence. These networks are called agents. A distinction can be 

made between approaches in which a single agent coordinates the entire production and 

approaches in which several agents are used for different production sections. 

A further distinction must be made between the optimization target. Sequencing can 

be optimized either for the shortest possible production time or for maximum delivery 

reliability. Existing research often refers to the shortest possible production time, which 

means that there is a wide range of approaches. In the case of the most exact delivery 

reliability possible, which in the context of a just-in-time industry has to take a higher 

priority, the amount of research is smaller. This is due to the fact since no absolute 

mathematical models are available in this case. In this paper, we consider sequencing 

as a Markow Decision Problem. To solve this problem, neural networks are used to 

insert a global decision instance into the process. The goal is to achieve the highest 

possible delivery reliability rather than the lowest possible lead-time. 

This paper will therefore start with a brief introduction into sequence planning and 

machine learning. Both technologies are the foundation of the later concept and imple-

mentation. After this literature review, the concept is presented. Fundamentally, the 

concept is separated in two distinct parts. Both parts interact with each other, as the 

results of either are the input of the other. Right after the concept an overview of the 

implementation is given. The technologies used within the prototype are shown, so that 

the reader can develop a more detailed understanding of the approach. In the end a 

summary concludes the findings and the current limitations of the approach. 

2 Literature 

2.1 Sequence planning 

Sequencing is concerned with finding an optimal arrangement for a given number of 

orders and a given number of machines. But pptimality is subject to the selected goal. 

In the theoretical consideration of sequence planning, three assumptions are usually 

made [2]: 

• A machine can only process one order at a time 

- Consequently, a single order can contain more than one product. In this case, all 

products must always be treated as a single entity from a sequencing perspec-

tive. 

• After processing an order, a machine is immediately available for a new order. 

- Set-up times and maintenance work must be recorded in the processing time of 

an order in each processing step. 

- Planned maintenance work can be included in a schedule by a separate order. 

• An order can never be processed by two machines at the same time 

- Machines working in cooperation with each other are represented by a single 

machine within the simulation. 
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In almost all problem definitions, several orders are accepted. However, the prob-

lems can be differentiated by the number of machines included. If there is only one 

machine in the planning, it is called a single machine model. This solution of a single 

machine problem can be solved mathematically and is therefore widespread. In indus-

try, this problem only occurs on machines that represent a bottleneck in production. 

More complex are models with multiple independent machines. In such a problem, 

each job must be processed by a different number of machines in any order. Problems 

of this type are NP-hard and thus no longer mathematically solvable as complexity in-

creases. Here, different heuristics are used to create approximations. 

A further distinction is made between flow shops and job shops. In flow shops, each 

job must be processed once on each machine. The processing sequence on the machines 

is the same for all orders and there is a storage area with infinite capacity in front of 

each machine, so that any number of orders can wait there to be processed. The differ-

ence in a job shop is that the order of processing is defined individually for each order 

and not a processing sequence is fixed for all orders. 

Whereas in the past the utilization of operating resources was the most important 

optimization criteria in production planning and control, today delivery reliability and 

a short delivery time are the decisive target variables [3].   In practice, sequence rules, 

also called priority rules, are still the most common method for determining the pro-

cessing sequence of orders: 

- First In - First Out 

- Earliest plan start date 

- Earliest plan end date 

- Least remaining slip 

- Earliest Due Date 

- Shortest operation time 

More detailed information on these rules is provided by HERMANN and 

SWAMIDASS. [4, 5] 

2.2 Reinforcement Learning 

Reinforcement learning is the most general form of machine learning. There is no 

historical data available at the beginning of the problem to which the methods of super-

vised or unsupervised learning could be applied. Thus, part of the task is to develop a 

basic strategy. One form of implementing reinforcement learning is a Markow Decision 

Problem. Here, a machine learning based agent interacts with the environment [10]. 
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The interaction possibilities are defined by the influence possibilities provided by 

the environment, also called action space. The agent regularly receives information 

from the environment about the current situation, the observation space and possibly a 

reward for his actions. These can be positive or negative. The goal of the agent during 

a run is to maximize the achieved reward. Over the course of many simulations, called 

episodes, the different situations, the possible actions and the rewards are put into con-

text so that situations are valued accordingly. 

 

 

 Within a Markow Decision Problem all Situation an agent encounters are stored 

within a graph. The different possible actions an agent can perform in the situations 

lead to transitions through the graph. Specific actions within a situation 

deterministically lead to a transition into a specific other situation, which means that 

situations can be put into context to each other. Since the overall goal of the agent is to 

achieve situations in which high rewards are obtained or low rewards are avoided, 

different situations can be valued differently. Even if they do not explicitly contain a 

reward, but only enable the transition to such. This transfer of rewards is achieved by 

different algorithms, in the context of this paper mainly double Q-learning is to be 

mentioned. Two images of the situation space are used to compute the rewards of each 

situation. One of the two images does not yet take into account all episodes. The 

estimated reward of an action is stored as the Q-Value. [11] 

It is often inefficient or even impossible to store the action values Q for each state. 

In problems with a large number of state dimensions, this can quickly exhaust the com-

puter's memory. Storing many individual values also has the disadvantage that when a 

state is reached for the first time, no estimate can yet be made about its action value. 

Neural networks allow a more efficient approach here. Artificial neural networks have 

a similar structure to the human brain. Artificial neural networks were first described 

in the form of the so-called perceptron by Frank Rosenblatt in 1958. The work was 

based on the function of a human eye with its biological neurons [12]. 

An artificial neural network consists of neurons and weighted connections between 

them. The neurons are typically arranged in columns, so called layers, and follow a 

Feed Forward approach. Feed Forward in this context means that connections only ever 

go from one layer to the next and no connection goes from one layer back to a previous 

layer. If all neurons of one layer are connected to all neurons of the following layer, it 

is called a densely connected network. The agent uses a deep, densely connected neural 

network, a network with multiple layers, to reduce the amount of memory required and 

Fig. 1. Setup for reinforcement Learning 
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to increase processing speed. The training is done in episodes. Meaning one or multiple 

simulations are run and then the results are processed in batches. After each episode, 

the weights within the neural network are adjusted to allow the network to approximate 

the correct decisions. 

3 Concept 

The concept can be divided into two parts, as shown in Figure 3. First, there is the 

sequencing simulation that the agent must serve. Previous work in the field of sequenc-

ing has shown that it is necessary to create a separate simulation. Prototypical imple-

mentations with the software Anylogic could show that these cannot fulfil all require-

ments for the application. During the training of the neuronal network a large number 

of runs are simulated. While existing software can easily represent very large produc-

tion runs in great depth, it is not optimized for high throughput.  

A simplified UML diagram of the simulation setup is shown in Figure 2. The training 

of neural networks for even simple problems requires that the production is run through 

completely several hundred times. With increasing problem size, the amount of neces-

sary runs also increases, which is not the central design criterion for industrial simula-

tion software. 

 

 

Fig. 2. UML-Class diagram of the Job Shop Simulation 

The creation of simulation underlies several design decisions. These decisions are 

described and justified in the following. In order to go beyond the state of the art in the 
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context of sequence planning, it is necessary to simulate several machines simultane-

ously. This is the only way to deal with a multi-machine problem. 

The simulation has to be able to represent a real workshop production. A distinction 

can be made between a flow shop application and a job shop application. Within a flow 

shop, the individual production steps between all orders are arranged in an identical 

sequence. This means that the sequence of machines that has to process an order is 

fixed. This case is close to most real applications, since most products require a fixed 

sequence of processing steps. A job shop on the other hand allows swapping the se-

quence within the different jobs. This increases the complexity of the solution space, 

but at the same time allows more interaction possibilities. Modelling as a job shop prob-

lem is more general and can be simplified to a flow shop simulation. The jobs in the 

simulation must be processed in an individually stored order on the machines in the 

simulation. Therefore, the job shop approach was chosen for the simulation. 

Another feature of simulation and a special feature when considering sequencing is 

the possibility of not manufacturing on a machine. As already mentioned in the state of 

the art, most sequencing problems optimize for the fastest possible processing of orders. 

However, as will be explained later, the goal of the systems is to fulfil the orders as 

timely as possible. Therefore, it is necessary that the individual machines can also sim-

ulate waiting. 

The created concept for the optimization of sequence planning by a global machine 

learning agent is outlined in Figure 3. The machine learning agent interacts with the 

sequence simulation via an interface, which provides information about the status of all 

orders. In addition, the machine learning agent receives a reward for each action, which 

can be used to adjust the weights of the neural network. Earlier works deal with the use 

of local machine learning agents, and the results were not sufficient. Therefore, the 

approach of a global agent is used here. A comparison of the two approaches is dis-

cussed in the abstract. 

Fig. 3. Schematic of information flow between machine learning - Agent and Sim-

ulation 
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The concept is divided into two parts based on the components of a Markow Deci-

sion Problem. The sequence simulation must represent a workshop production. The 

environment thus consists of the basic building blocks of a workshop production. The 

workshop production consists of machines, each of which has a queue. In a queue are 

orders, which must be processed in the next step at the assigned machine. In order to 

be able to make this assignment, the processing sequence must be stored for each order. 

In addition, the progress within the sequence simulation must be saved for each order. 

Since finished orders should neither be stored in a queue nor in a machine, an additional 

storage is necessary for complete orders. 

 

4 Implementation 

The implementation is based on the programming language C++ and Python. Ten-

sorflow 2 with the Keras API was used as the basis for the neural networks. 

 

 

Fig. 4. Implementation of an machine learning -Agent for sequence planning 

Figure 4 shows the relationship between the machine learning agent and the simula-

tion and what information is exchanged between these. All actions that the agent can 

trigger are summarized under the action space. The information that the agent recieves 

from the simulation is called observation space. The entire simulation does not take 

place in real time, but is an iterative cycle between simulation and machine learning 

agent. The simulation is divided into single time steps and after each time step a re-

sponse of the machine learning -agent is expected. 

The response of the agent is limited by the action space. The agent can select a task 

to be processed. Alternatively, the agent can decide to wait a time step. This option is 
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necessary because situations can arise in which waiting is the most strategically sensi-

ble action in order to maximize the long-term reward. 

Since the output of the simulation is to be used directly as input for a neural network, 

it makes sense that all values have a similar order of magnitude. For this, the value 

range [0, 1] is suitable, to which the values are linearly scaled in each case. For this 

purpose, they are normalized by their maximum value. This value is constant over all 

episodes and is based on a maximum value analysis. For the information of the time 

step, therefore, the highest possible value for the episode length must always be selected 

and not the random value, which originates from this uniform distribution and deter-

mines the maximum length of the episode. 

The simulation state is to be completely described by an array. 2 * number of ma-

chines + 3 numerical values are required per job. For each machine an order has the 

information, which processing step it is and how long the order must be processed at 

this machine. The information about the processing time on a machine is divided by the 

largest possible time step in an episode, so that the value is always < 1. The information 

about the progress of each job is contained in the state-describing array. In addition, it 

is indicated for each job whether it is currently being processed or not. Finally, the 

current time step of the simulation is contained in the state array. This array is passed 

onto the agent as the observation array. 

Many simulations must be performed as part of the training. The respective runs are 

referred to as episodes. An episode ends when all orders have been completed or the 

maximum number of time steps in an episode has been exceeded. After an episode has 

been completely run through, the weights within the neural network are adjusted ac-

cording to the described double Q-learning. 

The core of this adaptation is the reward that the machine learning agent can accu-

mulate in the course of an episode. Here, the form of the reward is crucial. The stated 

goal is to achieve the most accurate delivery fidelity possible. Thus, other than a total 

time as short as possible, the reward function must also include penalties if an order is 

completed too early. Here, bell functions have established themselves in order to 

achieve an exact result. 

However, bell functions based on e-functions produce very low values far outside 

the target value. Since the simulations can run for a relatively long time, this leads to 

the phenomenon that especially at the beginning of the training hardly any training pro-

gress is achieved, since the reward function does not have a significant slope. This is 

due to the small differences in the function values, which disappear completely due to 

rounding errors. Therefore, in addition to the traditional bell function, an overlay with 

a linear function was used. This superposition could only enable the training when the 

number of simulation steps increased. 

The reward function used is therefore as follows for orders that are completed close 

to their actual target time: 

 

 

 𝑅 = ∝ ∗ 𝑒
−(𝐶−𝑑)2

𝐾 + (1−∝) ∗
𝐶

𝑑
 (1) 
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For orders where C > d, the reward changes, resulting in a linear decrease as the 

deviation continues to increase: 

 

 𝑅 = ∝ ∗ 𝑒
−(𝐶−𝑑)2

𝐾 + (1−∝) ∗ (2 −
𝐶

𝑑
) (2) 

 

• C: Delivery date of an order 

• d: Finishing date of an order 

• K: Factor for manipulating the width of the bell function 

• α: Factor for the balance between bell function and linear part 

 

Figure 3 shows that the machine learning agent is based on a neural network for 

decision making. To implement the machine learning agent, an algorithm that uses dou-

ble Q-learning is implemented in Python. The algorithm is based on an implementation 

by Andy Thomas [6]. The training of the transitions takes place offline, the transitions 

are first stored and used at another time to approximate over the neural networks. This 

requires storing a transition and retrieving a certain number of transitions from memory. 

As illustrated in the explanation of double Q-learning, the agent actually works with 

two neural networks. Both networks are fully connected feed-forward networks with 

hidden layers and an output layer. One network serves as the target network and the 

second one as the primary network. In each time step, the weights of the primary net-

work are adjusted as suggested by Lillicrap [7]: 

 

 𝜃𝑄𝑇𝑎𝑟𝑔𝑒𝑡  ←  𝜏 ∗ 𝜃𝑄𝑝𝑟𝑖𝑚𝑎𝑟𝑦 + (1 − 𝜏) ∗ 𝜃𝑄𝑇𝑎𝑟𝑔𝑒𝑡 (3) 

 
Double Q-learning was chosen because this approach is advantageous when there is 

a state action space that is too large to be completely traversed and at the same time 

there is no pre-trained system. These characteristics are present in this case. [8] 

5 Conclusion 

To test the system, simulations were first performed with one machine and one job. 

With this setup, the machine learning agent was able to converge quickly and the basic 

functionality could be proven. Figure 5 shows that the neural network does not change 

further after 600 episodes. 
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Fig. 5. Average reward with one machine and one job 

In the next step, the scope of the simulation was expanded. The number of machines 

and the number of orders were each increased by one. Two effects occurred. As ex-

pected, the training time required to reach a stable state increased. The time required 

tripled. As can be seen in Figure 6, however, uniform training no longer takes place. 

These are local optima, which are approximated by the system structure. An example 

of this can be observed around episode 720. Experiments with different parameters re-

garding the ratio of how greedy the agent should act could show that a convergence to 

an optimal solution is not guaranteed. 

Similarly, not every configuration could be guaranteed to maintain a steady state 

near the optimum, but as can also be seen in this iteration, fluctuations occur around 

the target value. Further tests regarding the scaling of time and the stability will be 

conducted in further research. 

 

 

Fig. 6. Average reward with two machines and two jobs 

The structure of the implementation further results in an asymmetric network. This 

can be recognized by the fact that the order of jobs and how these are put down within 

the observation space, has an influence on the processing. By a rotation of the same 

orders, the same net can produce different processing orders. 
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In order to give a final conclusion, a comparison to other disciplines is necessary. 

The concept is in competition with systems that use priority rules. Furthermore, there 

is a variation of the concept described here where machine learning agents are not used 

globally, but locally. Earlier research has shown that it is not generally possible to create 

convergence of the individual agents in a local application, but that they are in a per-

manent competition with each other [9]. 

From this point of view, the concept shows that it is basically possible to implement 

sequencing by means of a global agent. In contrast to a distribution of the machine 

learning agent to the individual machines, all orders in the system can be considered. It 

can be taken into account that an already delayed order, which is currently still being 

processed on a machine, must be released for processing immediately. This advantage 

of a global machine learning agent is not only compared to a concept with split machine 

learning agents, but also to the use of priority rules. Rules such as the least remaining 

slip rule can only eliminate delays if the machine used for processing is not currently 

processing another order and processing has already been completed for the delayed 

order in the previous step. 

However, this advantage is also the biggest disadvantage for a global machine learn-

ing agent compared to the use of multiple machine learning agents, each of which has 

a smaller observation space. Accordingly, a global machine learning agent scales 

poorly with the number of orders, which is expressed by an unstable training.  

The Just in Time manufacturing-like option of not releasing an order and waiting for 

a time step makes the job shop problem many times more complex. Many transitions 

occur in which no evaluation of the current state of the sequence simulation can be 

given, so the machine learning agent must wait for a reward until an order is released 

for the last processing step. This leads to a delayed adaptation of the neural networks. 

While specific solutions can be implemented here to evaluate orders differently, these 

are not generally applicable options. Instead, it is necessary to analyse the orders sepa-

rately in order to reward the agent for every processing step. 
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