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for the difference between the corresponding empirical risks is obtained. Finally, the generalization
gap induced by any arbitrary machine learning algorithm is characterized. Existing results for
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La mesure de probabilité génératrice de données
dans le pire des cas

Résumé : Dans ce rapport, la mesure de probabilité du pire cas sur
les données est présentée comme un outil pour caractériser les capacités de
généralisation des algorithmes d’apprentissage automatique. Plus précisément,
la mesure de probabilité du pire cas est une solution à la maximisation de la
valeur espérée de la perte (ou risque) induite par un modèle sous une contrainte
d’entropie relative par rapport à une mesure σ-finie de référence. Étant donné
un modèle, le résultat central consiste en une expression explicite de la différence
entre les valeurs espérées de la perte par rapport à deux mesures de probabilité
quelconques sur l’ensemble de données. Cette différence est caractérisée en ter-
mes de “distances statistiques” mesurées via des divergences KL impliquant les
mesures données ; la mesure de référence ; et la mesure de probabilité du pire cas.
Lorsque les mesures données sont les types (mesures de probabilité empiriques)
induits par deux ensembles de données, une expression sous forme fermée pour
la différence entre les risques empiriques correspondants est obtenue. Enfin,
l’écart de généralisation induit par un algorithme d’apprentissage quelconque
est caractérisé. Les résultats existants pour l’algorithme de Gibbs, tels que
l’égalité entre l’écart de généralisation et une somme d’informations mutuelles
et d’informations de lautum, à un facteur constant près, sont récupérés. Tout ce
qui précède suggère une dualité entre l’algorithme de Gibbs et la mesure du pire
cas au-delà du fait que les deux sont représentés par des mesures de probabilité
de Gibbs.

Mots-clés : Apprentissage automatique supervisé, pire cas, généralisation,
entropie relative, algorithme de Gibbs, et sensibilité.
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1 Introduction
The expected generalization error (GE) is a central workhorse for the analysis of
generalization capabilities of machine learning algorithms, see for instance [1–4]
and [5]. In a nutshell, the GE characterizes the ability of the learning algorithm
to correctly find patterns in datasets that are not available during the train-
ing stage. Specifically, it is defined for a fixed training dataset and a specific
model instance, as the difference between the population risk1 induced by the
model and the empirical risk with respect to the training dataset. When the
choice of model is governed by a stochastic kernel, the expected GE (EGE)
is the expectation of the GE with respect to the joint-measure of the models
and the datasets. Closed-form expressions for the EGE are only known for the
Gibbs algorithm in the case in which the reference measure is a probability
measure [1]; and for the case in which the reference measure is a σ-finite mea-
sure [7]. In the case of other algorithms, the EGE is characterized by various
upper-bounds leveraging different techniques. The metric of mutual informa-
tion is first proposed in [8], further developed in [3] and combined with chaining
methods in [9, 10] for deriving upper bounds on the EGE. Similar bounds on
EGE are obtained in [4, 11–13] and references therein. Other information mea-
sures such as the Wasserstein distance [2,14,15], maximal leakage [16,17], mutual
f -information [18], and Jensen-Shannon divergence [19] are used for providing
upper bounds on EGE as well. To circumvent the dependence on the statisti-
cal description of the dataset, generalization analyses often rely on approaches
that decouple the explicit link of the data-generating measure with the GE by
using tools from combinatorics [20]; probability theory [21–23]; and information
theory [1, 3, 24, 25]. The main drawback of these analytical approaches is that
they provide guarantees that entail worst-case dataset generation analysis but
do not identify the data-generating measures that curtail the learning capability
of the algorithm. This, in turn, results in descriptions of the EGE for which the
dependence on the training dataset and the selected model is not made evident.
Recent efforts for highlighting the dependence of generalization capabilities on
the training dataset have led to explicit expressions for the expectation of the
GE when the models are sampled using the Gibbs algorithm in [5,26]. This line
of work opens the door to the study of the data-generating probability measures
and their effect on the GE and EGE, as shown in the following section.

1.1 Contributions
The first contribution consists of a probability measure over the datasets coined
the worst-case data-generating probability measure. Such a measure maximizes
the expectation of the loss, while satisfying that its “statistical distance” to a
given σ-finite measure is not bigger than a given threshold. In the following, such
a “statistical distance” is measured via the KL-divergence, also known as rela-
tive entropy. Interestingly, this choice of “statistical distance” leads to the fact

1Population risk, for a fixed model, refers to the expectation of the loss function, with
respect to the ground-truth probability measure of the data [6]

Inria
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that, if the worst-case probability measure exists, then it is a Gibbs probability
measure (Theorem 3.1) parametrized by the reference measure; the “statistical
distance” threshold; and the loss function. The variation of the expectation of
the loss when the probability measure changes from the worst-case probability
measure to an alternative measure has been thoroughly characterized in terms
of “statistical distances”, also represented by relative entropies. Using this re-
sult, the variation of the expectation of the loss when the measure changes from
an arbitrary measure to any alternative measure is presented (Theorem 4.2).
This is a transcendental result as the reference measure and the “statistical dis-
tance” threshold can be arbitrarily chosen, which leads to numerous closed-form
expression for such a variation.

The second contribution leverages the observation that under the assumption
that datasets are tuples of independent and identically distributed datapoints,
datasets can be represented by their corresponding types, which are probabil-
ity measures [27]. Interestingly, the empirical risk induced by a model with
respect to a given dataset is proved to be equal to the expectation of the loss
with respect to the corresponding type (Lemma 5.1). This observation allows
using Theorem 4.2 to provide an explicit expression to the difference between
two empirical risks induced by the same model on two different datasets. This
difference is referred to as the sensitivity of the empirical risk. Using the same
arguments, closed-form expressions in terms of “statistical distances” are pro-
vided for the generalization gap induced by a given model obtained from a given
training dataset.

The final contribution consists of showing that the expected generalization
gap and the doubly-expected generalization gap of any machine learning al-
gorithm are strongly connected with the notion of worst-case data-generating
probability measure. As a byproduct, an alternative proof to the existing re-
sult (see [1] and [7]) providing a closed-form expression for the doubly-expected
generalization gap of the Gibbs algorithm in terms of mutual and lautum infor-
mation is presented. Despite the limitation that this alternative proof relies on
the assumption of independent and identically distributed data points, its rele-
vance is significant as it highlights an intriguing connection between the Gibbs
algorithm and the worst-case data-generating probability measure.

1.2 Notation

Given a measurable space (Ω,F ), the notation △ (Ω) is used to represent the
set of σ-finite measures that can be defined over (Ω,F ). Often, when the sigma-
algebra F is fixed, it is hidden to ease notation. Given a measure Q ∈ △ (Ω), the
subset △Q (Ω) of △ (Ω) contains all σ-finite measures that are absolutely contin-
uous with respect to the measure Q. Given a second measurable space (X ,G ),
the notation △ (Ω|X ) is used to represent the set of σ-finite measures defined
over (Ω,F ) conditioned on an element of X . Given two σ-finite measures P
and Q on the same measurable space, such that P is absolutely continuous with

RR n° 9515



6 Zou, Perlaza, Esnaola, and Altman

respect to Q, the relative entropy of P with respect to Q is

D (P∥Q) =

∫
dP

dQ
(x) log

Å
dP

dQ
(x)

ã
dQ(x), (1)

where the function dP
dQ is the Radon-Nikodym derivative of P with respect to Q.

2 Problem Formulation

Let M, X and Y, with M ⊆ Rd and d ∈ N, be sets of models, patterns, and
labels, respectively. A pair (x, y) ∈ X ×Y is referred to as a labeled pattern or as
a data point. Given n data points, with n ∈ N, denoted by (x1, y1), (x2, y2), . . .,
(xn, yn), a dataset is represented by:

z =
(
(x1, y1) , (x2, y2) , . . . , (xn, yn)

)
∈ (X × Y)

n
. (2)

Let the function f : M × X → Y be such that the label assigned to the
pattern x according to the model θ ∈ M is

y = f(θ, x). (3)

Let also the function
ℓ : Y × Y → [0,+∞] (4)

be such that given a data point (x, y) ∈ X ×Y, the loss induced by a model θ ∈
M is ℓ (f(θ, x), y). In the following, the loss function ℓ is assumed to be non-
negative and for all y ∈ Y, ℓ (y, y) = 0.

The empirical risk induced by the model θ ∈ M, with respect to the
dataset z in (2), is determined by the function L : (X × Y)

n ×M → [0,+∞],
which satisfies

L(z,θ) =
1

n

n∑
i=1

ℓ (f(θ, xi), yi) , (5)

where the functions f and ℓ are defined in (3) and (4).
Using this notation, the problem of model selection is formulated as an

empirical risk minimization ERM problem, which consists of the optimization
problem:

min
θ∈M

L (z,θ) . (6)

The underlying assumption in this work is described in terms of the fol-
lowing measurable spaces: (X × Y,FX×Y) and (M,B (M)). The function g :
X × Y × M such that g(x, y,θ) = ℓ (f(θ, x), y), with the functions f and ℓ
defined in (3) and (4), is measurable with respect to the product measur-
able space (X × Y,FX×Y) × (M,B (M)) and the Borel measurable space
(M,B (M)).

Inria
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3 An Auxiliary Optimization Problem
This section introduces an optimization problem whose solution is referred to
as the worst-case probability measure. Such a probability measure, which is
conditioned on a given model θ ∈ M, is parametrized by a σ-finite measure PS ∈
△ (X × Y) and by a positive real γ. In a nutshell, the worst-case probability
measure maximizes the expected loss while its relative entropy with respect
to PS is not bigger than γ. Using this notation, the optimization problem of
interest is:

max
P∈∆PS

(X×Y)

∫
ℓ(f(θ, x), y)dP (x, y) (7a)

s. t. D (P∥PS) ≤ γ (7b)∫
dP (x, y) = 1, (7c)

where the functions f and ℓ are defined in (3) and (4).
When the σ-finite measure PS in (7) is a probability measure, it can be

interpreted as a prior on the probability distribution of the datasets. When, such
a measure is not a probability measure, but a finite measure, it might model the
case in which the probability distribution is known up to a normalization factor.
When it is σ-finite measure, for instance the counting measure or the Lebesgue
measure, the constraint in (7b) becomes respectively, a constraint on the discrete
entropy and the differential entropy introduced by [28]. This particular case has
been extensively studied in the realm of optimization theory [29].

From this perspective, the search of the worst-case probability measure is
performed on the set of all probability measures that are at most at a “statis-
tical distance” smaller than or equal to γ from the measure PS . Here, such a
“statistical distance” is measured in terms of the relative entropy. The benefits
of the choice of relative entropy are made clearer by studying the properties of
the solution to the optimization problem in (7). The impact of the asymmetry
of the relative entropy on this problem is left out of the scope of this work. The
interested reader is referred to [30].

3.1 The Solution
The following theorem characterizes the solution to the optimization problem
in (7) using the function JPS ,θ : R → R that satisfies

JPS ,θ(t) = log

Å∫
exp (tℓ(f(θ, x), y))dPS(x, y)

ã
, (8)

where the function f and ℓ are in (3) and (4) respectively.

Theorem 3.1. The solution to the optimization problem in (7), if it exists, is
denoted by P

(PS ,β)
Z|Θ=θ and satisfies for all (x, y) ∈ suppPS,

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)= exp

Å
ℓ(f(θ, x), y)

β
− JPS ,θ

Å
1

β

ãã
, (9)

RR n° 9515



8 Zou, Perlaza, Esnaola, and Altman

where the function JPS ,θ is in (8), and β is chosen to satisfy:

D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
= γ. (10)

Proof: The proof is presented in Appendix A.
Theorem 3.1 does not provide any guarantee on the existence or uniqueness

of the solution to the optimization problem in (7). While γ = 0 leads to a trivial
problem in (7) whose solution is unique and identical to PS , a unique solution
is also observed under other choices. For instance, if PS is a Gibbs probability
measure, the problem in (7) always possesses a unique solution [7, Theorem 3.2].
Nonetheless, such aspects are left out of the scope of this paper. In the following,
it is assumed that the model θ, the real γ, and the σ-finite measure PS in (7) are
such that a solution exists. Under this assumption, it is important to highlight
the following. Let the set JPS ,θ ⊂ (0,+∞) be:

JPS ,θ≜
ß
t ∈ R : JPS ,θ

Å
1

t

ã
< +∞

™
. (11)

Hence, a necessary condition for the measure P
(PS ,β)
Z|Θ=θ to be a solution to the

optimization problem in (7) is that β ∈ JPS ,θ.
Finally, note that if a solution exists, the measure P

(PS ,β)
Z|Θ=θ in (9) is a Gibbs

probability measure [31]. From this perspective, the function JPS ,θ in (8) is
often referred to as the log-partition function [32].

3.2 Mutual Absolute Continuity
The solution to the optimization problem in (7) exhibits several properties
among which the mutual absolute continuity with respect to the measure PS .

Lemma 3.1. The probability measures P
(PS ,β)
Z|Θ=θ and PS in (9) are mutually

absolutely continuous.

Proof: The proof is presented in Appendix B.
An immediate consequence of the mutual absolute continuity between the

measures PS and P
(PS ,β)
Z|Θ=θ in (9) is portraited by the following lemma.

Lemma 3.2. The probability measures PS and P
(PS ,β)
Z|Θ=θ in (9) satisfy:

βJPS ,θ

Å
1

β

ã
=

∫
ℓ(f(θ,x),y)dP

(PS,β)
Z|Θ=θ(x,y)−βD

Ä
P

(PS,β)
Z|Θ=θ∥PS

ä
(12)

=

∫
ℓ(f(θ, x), y)dPS(x, y) + βD

Ä
PS∥P (PS ,β)

Z|Θ=θ

ä
, (13)

where the functions f and ℓ are defined in (3) and (4), respectively; and the
function JPS ,θ is in (8).

Inria
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Proof: This proof is presented in Appendix C.
The equality in (12) can be further simplified by noticing that β is chosen

to satisfy (10).

4 Analysis of the Expected Loss
Let the function G : M×∆(X × Y)×∆(X × Y) → R be such that

G(θ, P1, P2) =

∫
ℓ(f(θ, x), y)dP1(x, y)−

∫
ℓ(f(θ, x), y)dP2(x, y), (14)

where the functions f and ℓ are defined in (3) and (4), respectively. The
value G(θ, P1, P2) represents the variation of the expectation of the loss when
the probability measure over the datasets changes from P2 to P1. Such a value
is often referred to as the sensitivity of the expected loss and is characterized by
the following theorem for the specific case of variations from the measure P (PS ,β)

Z|Θ=θ

in (9) to an alternative measure.

Theorem 4.1 (Sensitivity of the Expected Loss). For all P ∈ ∆PS
(X × Y)

and for all θ ∈ M,

G
Ä
θ, P, P

(PS ,β)
Z|Θ=θ

ä
= β
Ä
D (P∥PS)−D

Ä
P∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ää
, (15)

where the function G is in (14); and the model θ and the measures PS and P
(PS ,β)
Z|Θ=θ

satisfy (9).

Proof: The proof is presented in Appendix D.
The following corollary of Theorem 4.1 highlights the sensitivity of the ex-

pected loss for variations from P
(PS ,β)
Z|Θ=θ to the reference measure PS .

Corollary 4.1. The probability measures PS and P
(PS ,β)
Z|Θ=θ in (9) satisfy

G(θ, PS , P
(PS ,β)
Z|Θ=θ) = −β

Ä
D
Ä
PS∥P (PS ,β)

Z|Θ=θ

ä
+D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ää
, (16)

where the function G is in (14).

The right-hand side of the equality in (16) is a symmetrized Kullback-Liebler
divergence, also known as Jeffrey’s divergence [33], between the measures PS

and P
(PS ,β)
Z|Θ=θ. More importantly, when PS is a probability measure, it follows

from [7, Theorem 2.1] that D
Ä
PS∥P (PS ,β)

Z|Θ=θ

ä
⩾ 0 and D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
⩾ 0, which

reveals the fact that the expected loss induced by the Gibbs probability mea-
sure P (PS ,β)

Z|Θ=θ is bigger than or equal to the expected loss induced by the reference
measure PS . This is formalized by the following corollary of Theorem 4.1.

Corollary 4.2. If PS in (7) is a probability measure, the measure P
(PS ,β)
Z|Θ=θ in (9)

satisfies: ∫
ℓ(f(θ, x), y)dP

(PS ,β)
Z|Θ=θ(x, y) ≥

∫
ℓ(f(θ, x), y)dPS(x, y). (17)

RR n° 9515



10 Zou, Perlaza, Esnaola, and Altman

Note that the probability measure PS in Corollary 4.2 can be arbitrarily
chosen. That is, independent of the model θ. From this perspective, the mea-
sure PS can be interpreted as a prior on the datasets, while the probability
measure P

(PS ,β)
Z|Θ=θ can be interpreted as a posterior once the prior PS is con-

fronted with the model θ.
Equipped with the exact characterization of the sensitivity from the mea-

sure P
(PS ,β)
Z|Θ=θ to any alternative measure P provided by Theorem 4.1, it is pos-

sible to obtain the sensitivity of the expected loss when the measure changes
from a given probability distribution to any alternative probability distribution,
as shown by the following theorem.

Theorem 4.2. For all P1 ∈ ∆PS
(X × Y) and P2 ∈ ∆PS

(X × Y), and for
all θ ∈ M, the function G in (14) satisfies

G(θ, P1, P2) = β
(
D
Ä
P2∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (PS ,β)

Z|Θ=θ

ä
−D (P2∥PS) +D (P1∥PS)

)
, (18)

where the model θ and the measures PS and P
(PS ,β)
Z|Θ=θ satisfy (9).

Proof: The proof is presented in Appendix E.
Note that the parameters γ and PS in (7) can be arbitrarily chosen. This

is essentially because only the right-hand side of (75) depends on PS and β.
Another interesting observation is that none of the terms in the right-hand
side of (75) depends simultaneously on both P1 and P2. Interestingly, these
terms dependent exclusively on the pair formed by Pi and PS , with i ∈ {1, 2}.
These observations highlight the significant flexibility of the expression in (75)
to construct closed-form expressions for the sensitivity G(θ, P1, P2) in (14). The
only constraint on the choice of PS is that both measures P1 and P2 must be
absolutely continuous with respect to PS . The following corollaries follow by
adopting particular choices for both PS .

4.1 Choice of Probability Measures
Two choices of PS for which the expression in the right-hand side of (75) sig-
nificantly simplifies are PS = P1 and PS = P2, which leads to the following
corollary of Theorem 4.2.

Corollary 4.3. If P1 is absolutely continuous with P2, then the term G(θ, P1, P2)
in (14) satisfies:

G(θ, P1, P2)=β
(
D
Ä
P2∥P (P2,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (P2,β)

Z|Θ=θ

ä
+D (P1∥P2)

)
. (19)

Alternatively, if P2 is absolutely continuous with P1 then,

G(θ, P1, P2)=β
(
D
Ä
P2∥P (P1,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (P1,β)

Z|Θ=θ

ä
−D (P2∥P1) , (20)

where for all i ∈ {1, 2}, the probability measure P
(Pi,β)
Z|Θ=θ satisfies (9) under the

assumption that PS = Pi.

Inria
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Interestingly, absolute continuity between P1 with respect to P2 or be-
tween P2 with respect to P1 is not necessary for obtaining an expression for
the value G(θ, P1, P2) in (14). Note by choosing PS as a convex combination
of P1 and P2, always guarantees an explicit expression for G(θ, P1, P2) indepen-
dently of whether these measures are absolutely continuous with respect to each
other.

4.2 Choice of the Counting Measure
This subsection adopts the assumption that the set X ×Y is countable. Under
this assumption, any probabilty measure P ∈ ∆(X × Y) is absolutely contin-
uous with respect to the counting measure ν. Moreover, the Radon-Nikodym
derivative of P with respect to ν is the probability mass function of P , denoted
by p : X × Y → [0, 1]. In this case,

D (P∥ν) =
∑

(x,y)∈X×Y

p(x, y) log (p(x, y)) ≜ −H(P ), (21)

where the function H is Shannon’s discrete entropy function [28].

Corollary 4.4. Let the set X×Y be countable and let ν be the counting measure
on the measurable space (X × Y,FX×Y). The function G in (18) satisfies

G(θ, P1, P2) = β
(
D
Ä
P2∥P (ν,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (ν,β)

Z|Θ=θ

ä
+H(p2)−H(p1)

)
, (22)

where the probability measure P
(ν,β)
Z|Θ=θ satisfies (9) under the assumption that

PS = ν; and the terms H(P1) and H(P2) represent Shannon’s discrete entropy
of the probability measures P1 and P2, respectively.

4.3 Choice of the Lebesgue Measure
This subsection adopts the following assumptions: (a) the set X × Y is a Borel
set and FX×Y is the corresponding Borel σ-field; and (b) the measure PS is
the Lebesgue measure µ on the measurable space (X × Y,FX×Y). Under these
assumptions, any probability measure P ∈ ∆PS

(X × Y) posseses a probability
density function denoted by p : X × Y → [0, 1]. In this case,

D (P∥µ) =
∫

p(t) log (p(t))dµ(t) ≜ −h(P ), (23)

where the function h is Shannon’s differential entropy function.

Corollary 4.5. Let X × Y be a Borel set and FX×Y be the corresponding
Borel σ-field. The function G in (18) satisfies

G(θ, P1, P2) = β
(
D
Ä
P2∥P (µ,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (µ,β)

Z|Θ=θ

ä
+ h(P2)− h(P1)

)
, (24)

where µ is a Lebesgue measure; the probability measure P
(µ,β)
Z|Θ=θ satisfies (9)

under the assumption that PS = µ; and the terms h(P1) and h(P2) represent
Shannon’s differential entropy of the probability measures P1 and P2 respectively.
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5 Analysis of the Empirical-Risk
This section presents a mathematical object known as a type in the realm of
information theory [27]. In the context of this work, a type is a probability
measure induced by a dataset, as shown hereunder.

Definition 5.1 (The Type). The type induced by the dataset z in (2) on the
measurable space (X × Y,FX×Y), denoted by Pz, is such that for all single-
tons {(x, y)} ∈ FX×Y ,

Pz ({(x, y)})=
1

n

n∑
t=1

1{x=xt,y=yt}(x, y). (25)

In the following, the abuse of noting Pz ({(x, y)}) as Pz (x, y) is allowed for
the ease of presentation.

The central observation of this section is that the empirical risk L(z,θ) in (5)
can be written as the expectation of the loss with respect to the type Pz. This
is formalized by the following lemma.

Lemma 5.1 (Empirical Risks and Types). The empirical risk L(z,θ) in (5)
satisfies

L(z,θ) =

∫
ℓ(f(θ, x), y)dPz(x, y), (26)

where the measure Pz is the type induced by the dataset z in (2); and the
functions f and ℓ are defined in (3) and (4), respectively.

Proof: The proof is presented in Appendix F.
Equipped with the result in Lemma 5.1, for a fixed model, the sensitivity

of the empirical risk to changes on the datasets can be characterized using the
results obtained in the previous section for the expected loss. More specifically,
consider the two datasets z1 ∈ (X × Y)

n1 and z2 ∈ (X × Y)
n2 that induce the

types Pz1 and Pz2 , respectively. Hence, given a model θ ∈ M, it follows that

G(θ, Pz1
, Pz2

) = L(z1,θ)− L(z2,θ), (27)

where the function G is in (14). Assume that Pz1
and Pz2

are absolutely con-
tinuous with respect to the reference measure PS in (7). Under this assumption,
the equality in (27) leads to a characterization of the sensitivity of the empirical
risk induced by a given model θ when the dataset is changed from z1 to z2.

Theorem 5.1. Given two datasets z1 ∈ (X × Y)
n1 and z2 ∈ (X × Y)

n2 whose
types Pz1

and Pz2
are absolutely continuous with respect to the measure PS

in (7), for all θ ∈ M, the following holds:

L(z1,θ)− L(z2,θ) = β
(
D
Ä
Pz2

∥P (PS ,β)
Z|Θ=θ

ä
−D

Ä
Pz1

∥P (PS ,β)
Z|Θ=θ

ä
−D (Pz2

∥PS) +D (Pz1
∥PS)

)
, (28)

where the function L is in (5); the model θ ∈ M, and the measures PS and
P

(PS ,β)
Z|Θ=θ satisfy (9).
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Proof: The proof follows from the equality in (27), which together with
Theorem 4.2 completes the proof.

In Theorem 5.1, the reference measure PS can be arbitrarily chosen as long
as both types Pz1

and Pz2
are absolutely continuous with PS . A choice that sat-

isfies this constraint is the type induced by the aggregation of both datasets z1

and z2, which is denoted by z0 = (z1, z2) ∈ (X × Y)
n0 , with n0 = n1 + n2.

The type induced by the aggregated dataset z0, denoted by Pz0 , is a convex
combination of the types Pz1

and Pz2
, that is, Pz0

= n1

n0
Pz1

+ n2

n0
Pz2

, which
satisfies the absolute continuity conditions [5].

Another interesting choice is the counting measure, whose formalization fol-
lows from Corollary 4.4 and is described by the following corollary .

Corollary 5.1. Let the set X×Y be countable and let ν be the counting measure
on the measurable space (X × Y,FX×Y). Then, the difference L(z1,θ)−L(z2,θ)
in (28) satisfies:

L(z1,θ)− L(z2,θ) = β
(
H(Pz2

)−H(Pz1
)

+D
Ä
Pz2

∥P (ν,β)
Z|Θ=θ

ä
−D

Ä
Pz1

∥P (ν,β)
Z|Θ=θ

ä)
, (29)

where the measure P
(ν,β)
Z|Θ=θ satisfies for all singletons {(x, y)} ∈ FX×Y ,

P
(ν,β)
Z|Θ=θ ({(x, y)})=

exp
Ä
1
β ℓ(f(θ, x), y)

ä
∑

(u,v)∈X×Y

exp

Å
1

β
ℓ(f(θ, u), v)

ã ; (30)

and the terms H(Pz1) and H(Pz2) represent Shannon’s discrete entropy of the
probability measures Pz1

and Pz2
, respectively.

Other choices, such as the Lebesgue measure, whose formalization follows
from Corollary 4.5, lead to similar results.

From Theorem 5.1, it appears that the difference between a test empiri-
cal risk L(z1,θ) and the training empirical risk L(z2,θ) of a given model z is
determined by two values: (a) the difference of the “statistical distance” from
the types induced by the training and test datasets to the worst-case data-
generating probability measure, i.e., D

Ä
Pz2

∥P (PS ,β)
Z|Θ=θ

ä
−D

Ä
Pz1

∥P (PS ,β)
Z|Θ=θ

ä
; and

(b) the difference of the “statistical distance” from the types to the reference mea-
sure PS , i.e., D (Pz1∥PS)−D (Pz2∥PS). When each of these values is bounded
by a given ϵ, the difference between the test and training empirical risk, i.e.,
L(z1,θ) − L(z2,θ), is upperbounded by 2βϵ, with β being determined by the
“statistical distance” threshold γ in (7).

6 Analysis of the Generalization Gap
The generalization gap induced by a given model θ ∈ M, which is assumed to be
obtained thanks to a training dataset z ∈ (X × Y)

n, under the assumption that
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14 Zou, Perlaza, Esnaola, and Altman

training and test datasets are independent and identically distributed according
to the probability measure PZ ∈ △ (X × Y), is

G(θ, PZ , Pz) =

∫
ℓ(f(θ, x), y)dPZ(x, y)−

∫
ℓ(f(θ, x), y)dPz(x, y). (31)

The term
∫
ℓ(f(θ, x), y)dPz(x, y) = L(z,θ) is an empirical risk often referred

to as the training risk, training loss, or training error [6]. This is essentially
the loss induced by the model with respect to the same dataset that has been
used for obtaining (training) such a model. The term

∫
ℓ(f(θ, x), y)dPZ(x, y)

is the expected loss under the assumption that the ground-truth distribution of
the data is PZ . Interestingly, as shown in (31), such generalization error can
be written in terms of the function G in (14). This observation leads to the
following descriptions of the generalization gap.

Lemma 6.1. The generalization gap G(θ, PZ , Pz) in (31) satisfies:

G(θ, PZ , Pz) = β
(
D
Ä
Pz∥P (PZ,β)

Z|Θ=θ

ä
−D(Pz∥PZ)−D

Ä
PZ∥P (PZ,β)

Z|Θ=θ

ä)
, (32)

where the measure P
(PZ ,β)
Z|Θ=θ is the solution to the optimization problem in (7)

under the assumption that PS = PZ .

Proof: The proof follows from Corollary 4.3 by noticing that the type Pz

is absolutely continuous with respect to PZ .
Lemma 6.1 highlights the intuition that if the type Pz induced by the train-

ing dataset z is at arbitrary small “statistical distance” of the ground-truth
measure PZ , the generalization gap G(θ, PZ , Pz) in (31) is arbitrarily close to
zero. This is revealed by the facts that D (Pz∥PZ) would be arbitrarily small;
and so would be the difference D

Ä
Pz∥P (PZ ,β)

Z|Θ=θ

ä
−D

Ä
PZ∥P (PZ ,β)

Z|Θ=θ

ä
.

A more general expression for the generalization gap G(θ, PZ , Pz) in (31) is
provided by the following corollary of Theorem 4.2.

Corollary 6.1. The generalization gap G(θ, PZ , Pz) in (31) satisfies:

G(θ, PZ , Pz) = β
(
D
Ä
Pz∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
PZ∥P (PS ,β)

Z|Θ=θ

ä
−D (Pz∥PS) +D (PZ∥PS)

)
, (33)

where the measure P
(PZ ,β)
Z|Θ=θ is in (7).

Note that several expressions for the generalization gap G(θ, PZ , Pz) in (31)
can be obtained from Corollary 6.1 by choosing the reference PS and the pa-
rameter γ in (7), which determines the value of β.

6.1 Expected Generalization Gap
A conditioned probability distrubuition PΘ|Z , such that given a training dataset
z ∈ (X × Y)

n, the measure PΘ|Z=z ∈ (M,B (M)) is used to choose models, is
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The Worst-Case Data-Generating Probability Measure 15

referred to as a statistical learning algorithm. This subsection, provides explicit
expressions for the generalization gap induced by the algorithm PΘ|Z and a
given training dataset.

The generalization gap G(θ, PZ , Pz) in (31) is due to a particular model θ,
which has been deterministically obtained from the training dataset z. When
the model is chosen by using a statistical learning algorithm PΘ|Z , trained upon
the dataset z, the expected generalization gap is the expectation of G(θ, PZ , Pz)
when θ is sampled from PΘ|Z=z. Let G : △ (M,B (M)) × △ (X × Y) ×
△ (X × Y) → R be such that

G(PΘ|Z=z, PZ , Pz)=

∫
G(θ, PZ , Pz)dPΘ|Z=z (θ) , (34)

where the function G is in (31). Using this notation, the expected general-
ization error induced by the algorithm PΘ|Z , when the training dataset is z,
is G(PΘ|Z=z, PZ , Pz) in (34). Corollary 6.1, by strategically choosing the ref-
erence measure PS and the parameter γ in (7), leads to numerous closed-form
expressions for the expected generalization gap induced by the algorithm PΘ|Z ,
when the training dataset is z. Interestingly, regardless of the choice of PS

and γ, the resulting expressions highlight the impact of the training dataset z
on the expected generalization gap.

6.2 Doubly-Expected Generalization Gap

The expected generalization gap G(PΘ|Z=z, PZ , Pz) in (34) depends on the
training dataset z. The doubly-expected generalization gap is obtained by
taking the expectation of G(PΘ|Z=z, PZ , Pz) when z ∈ (X × Y)

n is sampled
from PZ , which is assumed to be a product distribution formed by PZ . Let G :
△ (M,B (M) | (X × Y)

n ×△ (X × Y)
n
) → R be a function such that

G(PΘ|Z , PZ)=

∫ ∫
G(θ,PZ,Pz)dPΘ|Z=z(θ)dPZ(z), (35)

where the function G is in (31). Using this notation, the doubly-expected gen-
eralization error induced by the algorithm PΘ|Z is G(PΘ|Z=z, PZ) in (35). In
existing literature, the doubly-expected generalization gap is simply referred to
as generalization gap. See for instance [3], [1], and [7]. This is due to the fact
that in existing literature, the central role of the training dataset is often faded
away by taking expectations. As in the case of the expected generalization gap,
Corollary 6.1 leads to numerous closed-form expressions for the doubly-expected
generalization gap induced by the algorithm PΘ|Z .

6.3 The Gibbs Algorithm

A typical example of a statistical learning algorithm is the Gibbs algorithm,
which is parametrized by a positive real λ and by a σ-finite measure Q ∈
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16 Zou, Perlaza, Esnaola, and Altman

△ (M,B (M)) [7]. The probability measure representing such an algorithm,
which is denoted by P

(Q,λ)
Θ|Z , satisfies for all θ ∈ suppQ and for all z ∈ (X × Y)

n,

dP
(Q,λ)
Θ|Z=z

dQ
(θ)=exp

Å
−KQ,z

Å
− 1

λ

ã
− 1

λ
L (z,θ)

ã
, (36)

where the dataset z represents the training dataset; and the function KQ,z :
R→ R satisfiesKQ,z (t) = log

(∫
exp (t L (z,ν)) dQ(ν)

)
.

The doubly-expected generalization error induced by the Gibbs algorithm
with parameters Q and λ, under the assumption that datasets are sampled
from a product distribution formed by the measure PZ , denoted G(P

(Q,λ)
Θ|Z , PZ)

satisfies the following property.

Lemma 6.2 (Generalization Gap of the Gibbs Algorithm). Given the con-
ditional probability measure P

(Q,λ)
Θ|Z in (36) and a probability measure PZ ∈

△ (X × Y), the generalization gap G(P
(Q,λ)
Θ|Z , PZ) satisfies

G(P
(Q,λ)
Θ|Z , PZ)=λ

Ä
I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
+ L
Ä
P

(Q,λ)
Θ|Z ;PZ

ää
, (37)

where PZ ∈ △ (X × Y)
n is a product measure obtained from PZ ; and the terms

I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
and L

Ä
P

(Q,λ)
Θ|Z ;PZ

ä
are, respectively, a mutual information and

a lautum information:

I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
≜
∫

D
Ä
P

(Q,λ)
Θ|Z=ν∥P

(Q,λ)
Θ

ä
dPZ(ν); and (38)

L
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
≜
∫

D
Ä
P

(Q,λ)
Θ ∥P (Q,λ)

Θ|Z=ν

ä
dPZ(ν), (39)

with P
(Q,λ)
Θ being a measure such that for all sets A ∈ B (M), P

(Q,λ)
Θ (A) =∫

P
(Q,λ)
Θ|Z=ν (A) dPZ (ν).

Proof: This proof is presented in Appendix G.
Lemma 6.2 has been proved before in the case in which Q is a probability

measure in [1]; and in the more general case in which Q is a σ-finite measure
in [7]. In both [1] and [7], the result is shown without the assumption that the
measure PZ is a product measure, which is an assumption in Lemma 6.2. This
limitation is due to the fact that the proof of Lemma 6.2 relies on the notion
of types, which is known to fail capturing the correlation between datapoints,
as pointed in [27]. Nonetheless, the assumption of independent and identically
distributed is widely adopted in the realm of machine learning. Despite this
limitation, the relevance of Lemma 6.2 stems from the fact that a connection
has been made between the notion of sensitivity to deviations from the worst-
case data-generating measure, which is captured by the function G in (14), and
the notion of (doubly-expected) generalization gap, which is one of the main
performance metrics for evaluating the generalization capabilities of machine
learning algorithms.
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7 Conclusions and Final Remarks
The worst-case data-generating probability measure in Theorem 3.1 has been
shown to be a cornerstone in statistical machine learning. This is essentially due
to the fact that fundamental performance metrics, such as the sensitivity of the
expected loss, the sensitivity of the empirical risk, the expected generalization
gap, and the doubly-expected generalization gap are shown to have closed-form
expressions involving such a measure. The dependence of these performance
metrics on the worst-case data-generating probability measure is shown to ex-
ist via the sensitivity of the expectation of the loss function to changes from
the worst-case data-generating probability measure to any alternative probabil-
ity measure. This observation is reminiscent of the dependence of the expected
generalization gap and the doubly-expected generalization gap on a Gibbs prob-
ability measure on the measurable space of the models as shown in [7, Theo-
rem 10.4]. These dependences appear intriguing and suggest a relation between
the probability measure (on the models) describing the Gibbs algorithm and
the worst-case probability measure (on the datasets) introduced in this work.
Nonetheless, such connection appears to be nontrivial and is suggested as a
promising line of work in this area.
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Appendices
A Proof of Theorem 3.1

The optimization problem in (7) can be written as follows:

max
P∈∆PS(X×Y)

∫
ℓ(f(θ, x), y)

dP

dPS
(x, y)dPS(x, y) (40a)

s. t.

∫
dP

dPS
(x, y) log

Å
dP

dPS
(x, y)

ã
dPS(x, y) ≤ γ (40b)∫

dP

dPS
(x, y)dPS(x, y) = 1. (40c)

Let S be the set of nonnegative measurable functions with respect to the mea-
surable spaces (X × Y,FX×Y) and (R,B (R)). The Lagrangian of the optimiza-
tion problem in (40) can be constructed in terms of a function in S , instead of
a measure in ∆PS

(X × Y). Let such a Lagrangian be L : S × [0,+∞)
2 → R

such that

L

Å
dP

dPS
, β, λ

ã
=

∫
ℓ(f(θ, x), y)

dP

dPS
(x, y)dPS(x, y)

−β

Å∫
dP

dPS
(x,y)log

Å
dP

dPS
(x,y)

ã
dPS(x,y)−γ

ã
+λ

Å∫
dP

dPS
(x,y)dPS(x,y)−1

ã
, (41)

where β and λ are nonnegative reals that act as Lagrangian multipliers due to
the constraints in (40b) and (40c), respectively.

Let g : X × Y → R be a function in S . The Gateaux differential of the
function L in (41) at

Ä
dP
dPS

, β, λ
ä
∈ S × [0,+∞)

2 in the direction of g is

∂L

Å
dP

dPS
, β, λ; g

ã
≜

d

dα
r(α)

∣∣∣∣
α=0

, (42)

where the function r : R → R is such that for all α ∈ R,

r(α)=

∫
ℓ(f(θ,x),y)

Å
dP

dPS
(x,y)+αg(x,y)

ã
dPS(x,y)

−β

∫ Å
dP

dPS
(x, y) + αg (x, y)

ã
log

Å
dP

dPS
(x, y) + αg (x, y)

ã
dPS(x, y)− βγ

+λ

Å∫ Å
dP

dPS
(x,y)+αg(x,y)

ã
dPS(x,y)−1

ã
. (43)

Note that the derivative of the real function r is

d

dα
r(α) =

∫
ℓ(f(θ, x), y)g (x, y) dPS (x, y)

+λ

∫
g(x,y)dPS(x,y)−β

∫
g(x,y)

Å
1+log

Å
dP

dPS
(x,y)+αg(x,y)

ãã
dPS(x,y). (44)

Inria



The Worst-Case Data-Generating Probability Measure 19

From equation (42) and (44), it follows that

∂L

Å
dP

dPS
, β, λ; g

ã
=

∫
ℓ(f(θ, x), y)g (x, y) dPS (x, y)

+λ

∫
g (x, y) dPS (x, y)− β

∫
g (x, y)

Å
1 + log

Å
dP

dPS
(x, y)

ãã
dPS (x, y) . (45)

A necessary condition [34][Theorem 1, Page 178] for the functional L in (41) to

have a minimum at
Å

dP
(PS,β)

Z|Θ=θ

dPS
, β, λ

ã
∈ S × [0,+∞)

2 is that for all functions g ∈
S , the following holds,

∂L

Ñ
dP

(PS ,β)
Z|Θ=θ

dPS
; g

é
= 0. (46)

The equality in (46) holds for all functions g ∈ S if for all (x, y) ∈ suppPS ,
dP

(PS,β)

Z|Θ=θ

dPS

satisfies:

ℓ(f(θ,x),y)−β

Ñ
1+log

Ñ
dP

(PS,β)
Z|Θ=θ

dPS
(x,y)

éé
+λ = 0.

That is,

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y) = exp

Å
λ− β

β

ã
exp

Å
ℓ(f(θ, x), y)

β

ã
, (47)

where β and λ are chosen to satisfy their corresponding constraints. Hence,
from (47), it follows that

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y) =

exp
Ä
ℓ(f(θ,x),y)

β

ä
∫
exp
Ä
ℓ(f(θ,x),y)

β

ä
dPS(x, y)

, (48)

where β is chosen to satisfy

D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
= γ. (49)

This completes the proof.

B Proof of Lemma 3.1
For all C ∈ FX×Y ,

P
(PS ,β)
Z|Θ=θ(C) =

∫
C

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)dPS(x, y), (50)
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and thus, if PS(C) = 0, then

P
(PS ,β)
Z|Θ=θ(C) = 0, (51)

which implies the absolute continuity of P (PS ,β)
Z|Θ=θ with respect to PS . Alterna-

tively, given a set C ∈ FX×Y , assume that P
(PS ,β)
Z|Θ=θ(C) = 0. Hence, it follows

that

0= P
(PS ,β)
Z|Θ=θ(C) =

∫
C

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)dPS(x, y). (52)

From Theorem 3.1, it holds that for all (x, y) ∈ suppPS ,

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y) = exp

Å
ℓ(f(θ, x), y)

β
− JPS ,θ

Å
1

β

ãã
.

Note that if a solution to the optimization problem (7) exists, then JPS ,θ

Ä
1
β

ä
<

+∞. Thus, exp
Ä
−JPS ,θ

Ä
1
β

ää
> 0. Moreover, exp

Ä
ℓ(f(θ,x),y)

β

ä
> 0, where the

strict inequality is due to the fact that for all (x, y) ∈ suppPS , the function ℓ
in (4) is nonnegative. Hence, for all (x, y) ∈ suppPS ,

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)= exp

Å
ℓ(f(θ, x), y)

β
− JPS ,θ

Å
1

β

ãã
> 0,

which implies that PS (C) = 0 and implies the absolute continuity of P
(PS ,β)
Z|Θ=θ

with respect to PS This completes the proof.

C Proof of Lemma 3.2
The equality in (12) follows from observing that:

D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
=

∫
log

Ñ
dP

(PS ,β)
Z|Θ=θ

dPS
(x, y)

é
dP

(PS ,β)
Z|Θ=θ(x, y) (53)

=

∫
log

Å
exp

Å
ℓ(f(θ, x), y)

β
− JPS ,θ

Å
1

β

ããã
dP

(PS ,β)
Z|Θ=θ(x, y)(54)

=

∫
ℓ(f(θ, x), y)

β
dPS(x, y)− JPS ,θ

Å
1

β

ã
, (55)

where equality (54) follows from (9). The equality in (13) is proved as follows:

D
Ä
PS∥P (PS ,β)

Z|Θ=θ

ä
=

∫
log

Ñ
dPS

dP
(PS ,β)
Z|Θ=θ

(x, y)

é
dPS(x, y) (56)

=

∫
log

Å
exp

Å
−ℓ(f(θ, x), y)

β
+ JPS ,θ

Å
1

β

ããã
dPS(x, y) (57)

= −
∫

ℓ(f(θ, x), y)

β
dPS(x, y) + JPS ,θ

Å
1

β

ã
, (58)
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where equality in (57) follows from equation (9). This completes the proof.

D Proof of Theorem 4.1
The proof follows from Theorem 3.1 and by noticing that the relative en-
tropy D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
satisfies:

D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
=

∫
log

Ñ
dP

(PS ,β)
Z|Θ=θ

dPS
(x, y)

é
dP

(PS ,β)
Z|Θ=θ(x, y) (59)

=

∫ Å
ℓ(f(θ, x), y)

β
− JPS ,θ

Å
1

β

ãã
dP

(PS ,β)
Z|Θ=θ(x, y) (60)

=

∫
ℓ(f(θ, x), y)

β
dP

(PS ,β)
Z|Θ=θ(x, y)− JPS ,θ

Å
1

β

ã
, (61)

where the equality in (60) follows from (9). The proof continues by noticing
that the relative entropies D

Ä
P∥P (PS ,β)

Z|Θ=θ

ä
and D (P∥PS) satisfy:

D
Ä
P∥P (PS ,β)

Z|Θ=θ

ä
−D (P∥PS) (62)

=

∫
log

Ñ
dP

dP
(PS ,β)
Z|Θ=θ

(x, y)

é
dP (x, y)−

∫
log

Å
dP

dPS
(x, y)

ã
dP (x, y) (63)

=

∫ Ñ
log

Ñ
dP

dP
(PS ,β)
Z|Θ=θ

(x, y)

é
− log

Å
dP

dPS
(x, y)

ãé
dP (x, y) (64)

=

∫
log

Ñ
dP

dP
(PS ,β)
Z|Θ=θ

(x, y)
dPS

dP
(x, y)

é
dP (x, y) (65)

=

∫
log

Ñ
dPS

dP
(PS ,β)
Z|Θ=θ

(x, y)

é
dP (x, y) (66)

=

∫
log

Å
exp

Å
−ℓ(f(θ, x), y)

β
+ JPS ,θ

Å
1

β

ããã
dP (x, y) (67)

=

∫ Å
−ℓ(f(θ, x), y)

β
+ JPS ,θ

Å
1

β

ãã
dP (x, y) (68)

= −
∫

ℓ(f(θ, x), y)

β
dP (x, y) + JPS ,θ

Å
1

β

ã
. (69)

Therefore, from (61) and (69), it follows that

D (P∥PS)−D
Ä
P∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
(70)

=
1

β

∫
ℓ(f(θ, x), y)dP (x, y)− 1

β

∫
ℓ(f(θ, x), y)dP

(PS ,β)
Z|Θ=θ(x, y) (71)

=
1

β
G
Ä
θ, P, P

(PS ,β)
Z|Θ=θ

ä
, (72)
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which completes the proof.

E Proof of Theorem 4.2

The proof follows from the following equalities:

G(θ, P1, P2) (73)

= G(θ, P1, P
(PS ,β)
Z|Θ=θ)−G(θ, P2, P

(PS ,β)
Z|Θ=θ) (74)

= β
(
D(P1∥PS)−D

Ä
P1∥P (PS,β)

Z|Θ=θ

ä
−D
Ä
P

(PS,β)
Z|Θ=θ∥PS

ä)
−β
(
D(P2∥PS)−D

Ä
P2∥P (PS,β)

Z|Θ=θ

ä
−D
Ä
P

(PS,β)
Z|Θ=θ∥PS

ä
(75)

= β
(
D
Ä
P2∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (PS ,β)

Z|Θ=θ

ä
−D (P2∥PS) +D (P1∥PS)

)
, (76)

where equality in (75) follows from (15). This completes the proof.

F Proof for Lemma 5.1

The proof follows from Definition 5.1 and the following equalities:

L(z,θ) =
1

n

n∑
t=1

ℓ (f(θ, xt), yt) (77)

=
1

n

∑
(x,y)∈(X×Y)

n∑
t=1

1{x=xt,y=yt}ℓ(f(θ, x), y) (78)

=
∑

(x,y)∈(X×Y)

ℓ(f(θ, x), y)Pz(x, y) (79)

=

∫
ℓ(f(θ, x), y)dPz(x, y), (80)

which completes the proof.
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G Proof of Lemma 6.2
The proof follows from the following equalites:

G(P
(Q,λ)
Θ|Z , PZ)

=

∫ ∫
G(θ, PZ , Pz)dP

(Q,λ)
Θ|Z=z (θ) dPZ(z) (81)

=

∫ Å∫ Å∫
ℓ(f(θ, x), y)dPZ(x, y)

ã
dP

(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z)

−
∫ Å∫ Å∫

ℓ(f(θ, x), y)dPz(x, y)

ã
dP

(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z) (82)

=

∫ Å∫
ℓ(f(θ, x), y)dPZ(x, y)

ã
dP

(Q,λ)
Θ (θ)

−
∫ Å∫ Å∫

ℓ(f(θ, x), y)dPz(x, y)

ã
dP

(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z) (83)

=

∫ (∫
1

n

n∑
t=1

ℓ(f(θ, xt), yt)dPZ(z)

)
dP

(Q,λ)
Θ (θ)

−
∫ Å∫

L(z,θ)dP
(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z) (84)

=

∫ Å∫
L(z,θ)dPZ(z)

ã
dP

(Q,λ)
Θ (θ)

−
∫ Å∫

L(z,θ)dP
(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z) (85)

=

∫ Å∫
L(z,θ)dP

(Q,λ)
Θ (θ)−

∫
L(z,θ)dP

(Q,λ)
Θ|Z=z(θ)

ã
dPZ(z) (86)

= λ
(
L
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
+ I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä)
. (87)

where equality in (82) follows from (31); the equality in (84) follows with the
function L in (5) and PZ ∈ △ (X × Y)

n being a product measure obtained
from PZ ; and equality in (87) follows from [7, Theorem 10.4]. This completes
the proof.
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