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La mesure de probabilité génératrice de données
dans le pire des cas

Résumé : Dans ce rapport, la mesure de probabilité du pire cas sur
les données est présentée comme un outil pour caractériser les capacités de
généralisation des algorithmes d’apprentissage automatique. Plus précisément,
la mesure de probabilité du pire cas est une solution à la maximisation de la
valeur espérée de la perte (ou risque) induite par un modèle sous une contrainte
d’entropie relative par rapport à une mesure de probabilité de référence. Étant
donné un modèle, le résultat central consiste en une expression explicite de la
différence entre les valeurs espérées de la perte par rapport à deux mesures de
probabilité quelconques sur l’ensemble de données. Cette différence est carac-
térisée en termes de “distances statistiques” mesurées via des divergences KL
impliquant les mesures données ; la mesure de référence ; et la mesure de prob-
abilité du pire cas. Lorsque les mesures données sont les types (mesures de
probabilité empiriques) induits par deux ensembles de données, une expres-
sion sous forme fermée pour la différence entre les risques empiriques corre-
spondants est obtenue. Enfin, l’écart de généralisation induit par un algo-
rithme d’apprentissage quelconque est caractérisé. Les résultats existants pour
l’algorithme de Gibbs, tels que l’égalité entre l’écart de généralisation et une
somme d’informations mutuelles et d’informations de lautum, à un facteur
constant près, sont récupérés. Tout ce qui précède suggère une dualité entre
l’algorithme de Gibbs et la mesure du pire cas au-delà du fait que les deux sont
représentés par des mesures de probabilité de Gibbs.

Mots-clés : Apprentissage automatique supervisé, pire cas, généralisation,
entropie relative, algorithme de Gibbs, et sensibilité.
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4 Zou, Perlaza, Esnaola, and Altman

1 Introduction

The expected generalization error (GE) is a central workhorse for the analysis of
generalization capabilities of machine learning algorithms, see for instance [2–5]
and [6]. In a nutshell, the GE characterizes the ability of the learning algorithm
to correctly find patterns in datasets that are not available during the training
stage. Specifically, it is defined for a fixed training dataset and a specific model
instance, as the difference between the population risk induced by the model
and the empirical risk with respect to the training dataset.

When the choice of models is governed by a stochastic kernel, the expected
GE (EGE) is the expectation of the GE with respect to the joint-measure of
the models and the datasets. Closed-form expressions for the EGE are only
known for the Gibbs algorithm in the case in which the reference measure is
a probability measure [2]; and for the case in which the reference measure is a
σ-finite measure [7].

1.1 Related Works

In general, the EGE of machine learning algorithms is characterized by various
upper bounds leveraging different techniques. The metric of mutual information
was first proposed in [8], further developed in [4] and combined with chaining
methods in [9, 10] for deriving upper bounds on the EGE. Similar bounds on
the EGE were obtained in [5, 11–13] and references therein. Other information
measures such as the Wasserstein distance [3, 14, 15], maximal leakage [16, 17],
mutual f -information [18], and Jensen-Shannon divergence [19] were used for
providing upper bounds on EGE as well. In [20], the notion of closeness of
probability measures with respect to a reference measure in terms of statistical
distances was used. Therein, the authors explored the case for which the refer-
ence is the empirical measure, which is also studied in this work. Such statistical
distance was formulated through f-divergences in [20], whereas in this work, the
statistical distance is described in terms of relative entropy. However, the ob-
jective entailed minimizing the expected loss, while this work provides explicit
expressions for the difference between empirical risks, population risk, and gen-
eralization gap. For the use of f -divergences in these optimization problems,
see also [21], and references therein.

Generalization can also be studied as a local minmax problem as in [22], in
which generalization bounds were given in terms of empirical risks induced by
a worst-case probability measure. The set of candidate probability measures in
this work was described in terms of the Wasserstein ambiguity set containing the
empirical measure and the ground-truth measure almost surely. The minimax
formulation was further studied by establishing a correspondence between the
principle of maximum entropy and the minimax approach for decision making in
[23]. To circumvent the dependence on the statistical description of the dataset,
generalization analyses often rely on approaches that decouple the explicit link of
the data-generating measure with the GE by using tools from combinatorics [24];

Inria



The Worst-Case Data-Generating Probability Measure 5

probability theory [25–27]; and information theory [2, 4, 28]. These approaches
tend to distill the insight about the GE into coarse statistical descriptions of
the dataset-generating measures or features of the hypothesis class that the
algorithm aims to learn.

The main drawback of these analytical approaches is that they provide guaran-
tees that entail worst-case dataset generation analysis but do not identify the
data-generating measures that curtail the learning capability of the algorithm.
This, in turn, results in descriptions of the EGE for which the dependence on
the training dataset and the selected model is not made evident. Recent efforts
for highlighting the dependence of generalization capabilities on the training
dataset have led to explicit expressions for the expectation of the GE when the
models are sampled using the Gibbs algorithm in [6,29]. This line of work opens
the door to the study of the worst-case data-generating probability measures and
their effect on the GE and EGE, as shown in the following section.

1.2 Contributions
The first contribution consists of a probability measure over the datasets coined
the worst-case data-generating probability measure. Such a measure maximizes
the expectation of the loss, while satisfying that its “statistical distance” to a
given probability measure does not exceed a given threshold. In the following,
such a “statistical distance” is measured via the KL-divergence, also known
as relative entropy. Interestingly, this choice of “statistical distance” leads to
the fact that, if the worst-case probability measure exists, then it is a Gibbs
probability measure (Theorem 1) parametrized by the reference measure; the
“statistical distance” threshold; and the loss function. The variation of the
expectation of the loss when the probability measure changes from the worst-
case probability measure to an alternative measure is characterized in terms of
“statistical distances”, also represented by relative entropies. Using this result,
the variation of the expectation of the loss when the measure changes from an
arbitrary measure to any alternative measure is presented (Theorem 3). This
is an important result as the reference measure and the “statistical distance”
threshold can be arbitrarily chosen, which leads to useful closed-form expressions
for such a variation.

The second contribution leverages the observation that under the assumption
that datasets are tuples of independent and identically distributed datapoints,
datasets can be represented by their corresponding types [30], which are also
known as empirical probability measures. Interestingly, the empirical risk in-
duced by a model with respect to a given dataset is proved to be equal to the
expectation of the loss with respect to the corresponding type (Lemma 4). This
observation, in conjuction with Theorem 3 provides an explicit expression to
the difference between two empirical risks induced by the same model on two
different datasets. This difference is referred to as the sensitivity of the empir-
ical risk to variations on the dataset. Using the same arguments, closed-form
expressions in terms of “statistical distances” are provided for the generalization

RR n° 9515



6 Zou, Perlaza, Esnaola, and Altman

gap induced by a given model obtained from a given training dataset.

The final contribution consists of showing that the expected generalization gap
and the doubly-expected generalization gap are strongly connected with the
notion of worst-case data-generating probability measure. As a byproduct, an
alternative proof to the existing result (see [2] and [7]) providing a closed-form
expression for the doubly-expected generalization gap of the Gibbs algorithm
in terms of mutual and lautum information is presented. Despite the limita-
tion that this alternative proof relies on the assumption of independent and
identically distributed data points, its relevance is significant as it highlights
an intriguing connection between the Gibbs algorithm and the worst-case data-
generating probability measure.

1.3 Notation
Given a measurable space (Ω,F ), the notation △ (Ω) is used to represent the
set of probability measures that can be defined over (Ω,F ). Often, when the
σ-algebra F is fixed, it is hidden to ease notation. Given a measure Q ∈ △ (Ω),
the subset △Q (Ω) of △ (Ω) contains all probability measures that are abso-
lutely continuous with respect to the measure Q. Given a second measurable
space (X ,G ), the notation △ (Ω|X ) is used to represent the set of probabil-
ity measures defined over (Ω,F ) conditioned on an element of X . Given two
probability measures P and Q on the same measurable space, such that P is
absolutely continuous with respect to Q, the relative entropy of P with respect
to Q is

D (P∥Q) =

∫
dP

dQ
(x) log

Å
dP

dQ
(x)

ã
dQ(x), (1)

where the function dP
dQ is the Radon-Nikodym derivative of P with respect

to Q.

2 Problem Formulation
Let M, X and Y, with M ⊆ Rd and d ∈ N, be sets of models, patterns, and
labels, respectively. A pair (x, y) ∈ X × Y is referred to as a labeled pattern or
as a data point. Given n data points, with n ∈ N, denoted by (x1, y1),(x2, y2),
. . ., (xn, yn), a dataset is represented by the tuple

z =
(
(x1, y1) , (x2, y2) , . . . , (xn, yn)

)
∈ (X × Y)

n
. (2)

Let the function f : M×X → Y be such that the label assigned to the pattern x
according to the model θ ∈ M is

y = f(θ, x). (3)

Let also the function
ℓ̂ : Y × Y → [0,+∞] (4)

Inria
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be such that given a data point (x, y) ∈ X ×Y, the loss induced by a model θ ∈
M is ℓ̂ (f(θ, x), y). In the following, the loss function ℓ̂ is assumed to be non-
negative and for all y ∈ Y, it holds that ℓ̂ (y, y) = 0.

For ease of notation, let the function ℓ : M × X × Y → [0,+∞] be such
that

ℓ(θ, x, y) = ℓ̂ (f(θ, x), y) . (5)

The empirical risk induced by the model θ ∈ M, with respect to the dataset z
in (2), is determined by the function L : (X × Y)

n × M → [0,+∞], which
satisfies

L(z,θ) =
1

n

n∑
i=1

ℓ (θ, xi, yi) , (6)

where the functions f and ℓ are defined in (3) and (5).

Using this notation, the problem of model selection is formulated as an em-
pirical risk minimization (ERM) problem, which consists of the optimization
problem:

min
θ∈M

L (z,θ) . (7)

The ERM problem is prone to overfitting since the set of solutions to (7) are
models selected specifically for the given dataset z in (2), which limits the
generalization capability of the resulting optimal model. One way to compensate
for overfitting and adding more stability to the learning algorithm is by adding
a regularization term to the optimization problem in (7). Such a regularization
term can be represented by a function R : M → R, which yields the regularized
ERM problem

min
θ∈M

L (z,θ) + λR (θ) , (8)

where λ is a nonnegative real that acts as a regularization parameter. The
regularization function R in (8) constraints the choice of the model, which can be
interpreted as requiring a finite space for the models or limiting the “complexity”
of the model [31]. One common choice for R is R (θ) = ∥θ∥p, with p ≥ 1. The
norm is often used to account for the model complexity. Alternatively, the
regularization parameter λ determines the weight that regularization carries in
the model selection.

The main interest in this work is to study the generalization capability for a
given model θ ∈ M independently from how such a model is chosen.

3 An Auxiliary Optimization Problem
This section introduces an optimization problem whose solution is referred to as
the worst-case data-generating probability measure. This probability measure,

RR n° 9515



8 Zou, Perlaza, Esnaola, and Altman

which is conditioned on a given model θ ∈ M, is parametrized by a probability
measure PS ∈ △ (X × Y) and by a positive real γ. In a nutshell, the worst-
case data-generating probability measure maximizes the expected loss while its
relative entropy with respect to PS is not larger than γ. Using this notation,
the optimization problem of interest is:

max
P∈∆PS

(X×Y)

∫
ℓ(θ, x, y)dP (x, y) (9a)

s.t. D (P∥PS) ≤ γ (9b)∫
dP (x, y) = 1, (9c)

where the functions f and ℓ are defined in (3) and (5).

The probability measure PS in (9) can be interpreted as a prior on the prob-
ability distribution of the datasets. From this perspective, the search of the
worst-case probability measure is performed on the set of all probability mea-
sures that are at most at a “statistical distance” smaller than or equal to γ from
the measure PS . Here, such a “statistical distance” is measured in terms of the
relative entropy. The benefits of the choice of relative entropy become apparent
when studying the properties of the solution to the optimization problem in (9).
The impact of the asymmetry of the relative entropy on this problem is left out
of the scope of this work. The interested reader is referred to [32].

3.1 The Solution
The following theorem characterizes the solution to the optimization problem
in (9) using the function JPS ,θ : R→ R, which satisfies

JPS ,θ(t) = log

Å∫
exp (tℓ(θ, x, y))dPS(x, y)

ã
, (10)

with the functions f and ℓ in (3) and (5), respectively.

Theorem 1 The solution to the optimization problem in (9), if it exists, is
denoted by P

(PS ,β)
Z|Θ=θ and satisfies for all (x, y) ∈ suppPS,

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)= exp

Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
, (11)

where the function JPS ,θ is defined in (10) and β > 0 satisfies

D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
= γ. (12)

Proof: The proof is presented in Appendix A.

Theorem 1 provides a guarantee on the uniqueness of the solution to the op-
timization problem in (9), whenever it exists. Nonetheless, guarantees for the

Inria
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existence of a solution to (9) are not provided. In the following, it is assumed
that the model θ, the real γ, and the probability measure PS in (9) are such
that a solution exists. Let the set JPS ,θ ⊂ (0,+∞) be:

JPS ,θ≜
ß
t ∈ (0,+∞) : JPS ,θ

Å
1

t

ã
< +∞

™
. (13)

The existence of a solution to the problem in (9) is subject to the condition
JPS ,θ

Ä
1
β

ä
< +∞, which involves the model θ, the loss function ℓ in (5), and the

parameters β and PS . This condition is always satisfied in the case in which
the function ℓ is bounded almost surely with respect to PS , as shown by the
following example.

Example 1 Assume that for some model θ ∈ M, there exists a real a ∈
(0,+∞) such that

PS ({(x, y) ∈ X × Y : ℓ(θ, x, y) ⩽ a}) = 1, (14)

where the function ℓ is defined in (5). Note that the function JPS ,θ satisfies for
all t ∈ R,

JPS ,θ

Å
1

t

ã
⩽log

Å∫
exp

(a
t

)
dP (x, y)

ã
(15)

=
a

t
+ log

Å∫
dP (x, y)

ã
(16)

=
a

t
< +∞, (17)

which implies that under the assumption in (14), the optimization problem in
(9) always has a solution.

In general, if a solution to (9) exists, the measure P
(PS ,β)
Z|Θ=θ in (11) is a Gibbs

probability measure [33]. From this perspective, the function JPS ,θ in (11) is
often referred to as the log-partition function [34]. Moreover, the probability
measure PS in (9) can be interpreted as a prior on the probability distribution
of the datasets.

3.2 Mutual Absolute Continuity

When the optimization problem in (9) possesses a solution, i.e., β ∈ JPS ,θ with
JPS ,θ in (13), the loss ℓ(θ, x, y), with (x, y) ∈ suppPS , is finite almost surely
with respect to PS .

Lemma 1 If the problem in (9) has a solution, then

PS

({
(x, y) ∈ suppPS : ℓ(θ, x, y) = +∞

})
= 0, (18)

where the function ℓ is in (5).

RR n° 9515



10 Zou, Perlaza, Esnaola, and Altman

Proof: The proof is presented in Appendix B.

This observation plays a key role in the proof of the main properties of the
measure P (PS ,β)

Z|Θ=θ in (11). Among such properties, an important one is the mutual

absolute continuity between P
(PS ,β)
Z|Θ=θ and PS , which is formalized by the following

lemma.

Lemma 2 The probability measures P
(PS ,β)
Z|Θ=θ and PS in (11) are mutually ab-

solutely continuous.

Proof: The proof is presented in Appendix C.

An immediate consequence of the mutual absolute continuity between the mea-
sures PS and P

(PS ,β)
Z|Θ=θ in (11) is described by the following lemma.

Lemma 3 The probability measures PS and P
(PS ,β)
Z|Θ=θ in (11) satisfy:

βJPS ,θ

Å
1

β

ã
=

∫
ℓ(θ, x, y)dP

(PS ,β)
Z|Θ=θ(x, y)− βD

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
(19)

=

∫
ℓ(θ, x, y)dPS(x, y) + βD

Ä
PS∥P (PS ,β)

Z|Θ=θ

ä
, (20)

where the function ℓ is defined in (5) and the function JPS ,θ is defined in (10).

Proof: This proof is presented in Appendix D.

4 Analysis of the Expected Loss
Let the function G : M×∆(X × Y)×∆(X × Y) → R be such that

G(θ, P1, P2) =

∫
ℓ(θ, x, y)dP1(x, y)−

∫
ℓ(θ, x, y)dP2(x, y), (21)

where the function ℓ is defined in (5). The value G(θ, P1, P2) represents the
variation of the expectation of the loss when the probability measure over the
data points changes from P2 to P1. Such a value is often referred to as the
sensitivity of the expected loss to variations on the probability distribution of
the data points. Such a sensitivity is characterized by the following theorem for
the specific case of variations from the measure P

(PS ,β)
Z|Θ=θ in (11) to an alternative

measure.

Theorem 2 (Sensitivity of the Expected Loss) For all P ∈ ∆PS
(X × Y)

and for all θ ∈ M,

G
Ä
θ, P, P

(PS ,β)
Z|Θ=θ

ä
= β
Ä
D (P∥PS)−D

Ä
P∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ää
, (22)

where the functional G is defined in (21); and the model θ and the measures PS

and P
(PS ,β)
Z|Θ=θ satisfy (11).

Inria
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Proof: The proof is presented in Appendix E.

The following corollary of Theorem 2 describes the sensitivity of the expected
loss for variations from P

(PS ,β)
Z|Θ=θ to the reference measure PS .

Corollary 1 The probability measures PS and P
(PS ,β)
Z|Θ=θ in (11) satisfy:

G(θ, PS , P
(PS ,β)
Z|Θ=θ) = −β

Ä
D
Ä
PS∥P (PS ,β)

Z|Θ=θ

ä
+D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ää
, (23)

where the functional G is in (21).

The right-hand side of the equality in (23) is a symmetrized Kullback-Liebler
divergence, also known as Jeffrey’s divergence [35], between the measures PS

and P
(PS ,β)
Z|Θ=θ.

More importantly, it holds that D
Ä
PS∥P (PS ,β)

Z|Θ=θ

ä
⩾ 0 and D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
⩾ 0,

which reveals the fact that the expected loss induced by the Gibbs probability
measure P

(PS ,β)
Z|Θ=θ is larger than or equal to the expected loss induced by the

reference measure PS . This is formalized by the following corollary of Theo-
rem 2.

Corollary 2 The probability measures PS and P
(PS ,β)
Z|Θ=θ in (11) satisfy:∫

ℓ(θ, x, y)dP
(PS ,β)
Z|Θ=θ(x, y) ≥

∫
ℓ(θ, x, y)dPS(x, y), (24)

where the function ℓ is defined in (5).

Note that the probability measure PS in Corollary 2 can be arbitrarily chosen.
That is, independent of the model θ. From this perspective, the measure PS can
be interpreted as a prior on the datasets, while the probability measure P

(PS ,β)
Z|Θ=θ

can be interpreted as a posterior for the worst-case once the prior PS is con-
fronted with the model θ.

Equipped with the exact characterization of the sensitivity from the measure
P

(PS ,β)
Z|Θ=θ to any alternative measure P provided by Theorem 2, it is possible to

obtain the sensitivity of the expected loss when the measure changes from a
given probability measure to any alternative probability measure, as shown by
the following theorem.

Theorem 3 For all P1 ∈ ∆PS
(X × Y) and P2 ∈ ∆PS

(X × Y), and for all θ ∈
M, the functional G in (21) satisfies

G(θ, P1, P2) = β
(
D
Ä
P2∥P (PS,β)

Z|Θ=θ

ä
−D
Ä
P1∥P (PS,β)

Z|Θ=θ

ä
−D(P2∥PS)+D(P1∥PS)

)
,(25)

where the model θ and the measures PS and P
(PS ,β)
Z|Θ=θ satisfy (11).

Proof: The proof is presented in Appendix F.

RR n° 9515
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Note that the parameters γ and PS in (9) can be arbitrarily chosen. This
is essentially because only the right-hand side of (25) depends on PS and β.
Another interesting observation is that none of the terms in the right-hand
side of (25) depends simultaneously on both P1 and P2. Interestingly, these
terms depend exclusively on the pair formed by Pi and PS , with i ∈ {1, 2}.
These observations highlight the significant flexibility of the expression in (25)
to construct closed-form expressions for the sensitivity G(θ, P1, P2) in (21). The
only constraint on the choice of PS is that both measures P1 and P2 must be
absolutely continuous with respect to PS .

Two choices of PS for which the expression in the right-hand side of (25) sig-
nificantly simplifies are PS = P1 and PS = P2, which leads to the following
corollary of Theorem 3.

Corollary 3 If P1 is absolutely continuous with P2, then the value G(θ, P1, P2)
in (21) satisfies:

G(θ, P1, P2)=β
(
D
Ä
P2∥P (P2,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (P2,β)

Z|Θ=θ

ä
+D (P1∥P2)

)
. (26)

Alternatively, if P2 is absolutely continuous with P1 then,

G(θ, P1, P2)=β
(
D
Ä
P2∥P (P1,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (P1,β)

Z|Θ=θ

ä
−D (P2∥P1)

)
, (27)

where for all i ∈ {1, 2}, the probability measure P
(Pi,β)
Z|Θ=θ satisfies (11) under the

assumption that PS = Pi.

Interestingly, absolute continuity of P1 with respect to P2 or of P2 with respect
to P1 is not necessary for obtaining an expression for the value G(θ, P1, P2)
in (21). Note that choosing PS as a convex combination of P1 and P2, guarantees
an explicit expression for G(θ, P1, P2) independently of whether these measures
are absolutely continuous with respect to each other.

5 Analysis of the Empirical-Risk
This section presents a mathematical object known as a type in the realm of
information theory [30]. In the context of this work, a type is a probability
measure induced by a dataset, as shown hereunder.

Definition 1 (The Type) The type induced by the dataset z in (2) on the
measurable space (X × Y,FX×Y), denoted by Pz, is such that for all single-
tons {(x, y)} ∈ FX×Y ,

Pz ({(x, y)})=
1

n

n∑
t=1

1{x=xt,y=yt}(x, y). (28)

This definition illustrates the reason why the type is often referred to as em-
pirical probability measure. In the following, the abuse of noting Pz ({(x, y)})

Inria



The Worst-Case Data-Generating Probability Measure 13

as Pz (x, y) is allowed for ease of presentation. The central observation of this
section is that the empirical risk L(z,θ) in (6) can be written as the expectation
of the loss with respect to the type Pz. This is formalized by the following
lemma.

Lemma 4 (Empirical Risks and Types) The empirical risk L(z,θ) in (6)
satisfies

L(z,θ) =

∫
ℓ(θ, x, y)dPz(x, y), (29)

where the measure Pz is the type induced by the dataset z in (2) and the function
ℓ is defined in (5).

Proof: The proof is presented in Appendix G.

Equipped with the result in Lemma 4, for a fixed model, the sensitivity of the
empirical risk to changes on the datasets can be characterized using the results
obtained in the previous section for the expected loss. More specifically, consider
the two datasets z1 ∈ (X × Y)

n1 and z2 ∈ (X × Y)
n2 that induce the types Pz1

and Pz2 , respectively. Hence, given a model θ ∈ M, it follows that

G(θ, Pz1 , Pz2) = L(z1,θ)− L(z2,θ), (30)

where the functional G is in (21). Assume that Pz1 and Pz2 are absolutely
continuous with respect to the reference measure PS in (9). Under this assump-
tion, the equality in (30) leads to a characterization of the sensitivity of the
empirical risk induced by a given model θ when the dataset is changed from z1

to z2.

Theorem 4 Given two datasets z1 ∈ (X × Y)
n1 and z2 ∈ (X × Y)

n2 whose
types Pz1

and Pz2
are absolutely continuous with respect to the measure PS

in (9), the following holds for all θ ∈ M:

L(z1,θ)− L(z2,θ)

= β
(
D
Ä
Pz2∥P

(PS ,β)
Z|Θ=θ

ä
−D

Ä
Pz1

∥P (PS ,β)
Z|Θ=θ

ä
−D (Pz2

∥PS) +D (Pz1
∥PS)

)
, (31)

where the function L is in (6); the model θ ∈ M, and the measures PS and
P

(PS ,β)
Z|Θ=θ satisfy (11).

Proof: The proof follows from the equality in (30), which together with Theo-
rem 3 completes the proof.

In Theorem 4, the reference measure PS can be arbitrarily chosen as long as both
types Pz1

and Pz2
are absolutely continuous with PS . A choice that satisfies this

constraint is the type induced by the aggregation of both datasets z1 and z2,
which is denoted by z0 = (z1, z2) ∈ (X × Y)

n0 , with n0 = n1 + n2. The type
induced by the aggregated dataset z0, denoted by Pz0

, is a convex combination
of the types Pz1

and Pz2
, that is, Pz0

= n1

n0
Pz1

+ n2

n0
Pz2

, which satisfies the
absolute continuity conditions [6].
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14 Zou, Perlaza, Esnaola, and Altman

From Theorem 4, it appears that the difference between a test empirical risk
L(z1,θ) and the training empirical risk L(z2,θ) of a given model θ is determined
by two values: (a) the difference of the “statistical distance” from the types in-
duced by the training and test datasets to the worst-case data-generating proba-
bility measure, i.e., D

Ä
Pz2∥P

(PS ,β)
Z|Θ=θ

ä
−D
Ä
Pz1∥P

(PS ,β)
Z|Θ=θ

ä
; and (b) the difference

of the “statistical distance” from the types to the reference measure PS , i.e.,
D (Pz1∥PS)−D (Pz2∥PS).

6 Analysis of the Generalization Gap

The generalization gap induced by a given model θ ∈ M, which is assumed to
be obtained with a training dataset z ∈ (X × Y)

n, under the assumption that
training and test datasets are independent and identically distributed according
to the probability measure PZ ∈ △ (X × Y), is

G(θ, PZ , Pz) =

∫
ℓ(θ, x, y)dPZ(x, y)−

∫
ℓ(θ, x, y)dPz(x, y). (32)

The term
∫
ℓ(θ, x, y)dPz(x, y) = L(z,θ) is an empirical risk often referred

to as the training risk or training loss [31]. This is essentially the loss in-
duced by the model with respect to the dataset used for training. The term∫
ℓ(θ, x, y)dPZ(x, y) is the population risk, also known as true risk. That is, the

expected loss under the assumption that the ground-truth probability distribu-
tion of the data points is PZ . Interestingly, as shown in (32), such generalization
error can be written in terms of the functional G in (21). This observation leads
to the following description of the generalization gap.

Lemma 5 The generalization gap G(θ, PZ , Pz) in (32) satisfies:

G(θ, PZ , Pz) = β
(
D
Ä
Pz∥P (PZ,β)

Z|Θ=θ

ä
−D(Pz∥PZ)−D

Ä
PZ∥P (PZ,β)

Z|Θ=θ

ä)
, (33)

where the measure P
(PZ ,β)
Z|Θ=θ is the solution to the optimization problem in (9)

under the assumption that PS = PZ .

Proof: The proof follows from Corollary 3 by noticing that the type Pz is
absolutely continuous with respect to PZ .

Lemma 5 highlights the intuition that if the type Pz induced by the training
dataset z is at an arbitrary small “statistical distance” of the ground-truth mea-
sure PZ , the generalization gap G(θ, PZ , Pz) in (32) is arbitrarily close to zero.
This is revealed by the fact that an arbitrary small value of D (Pz∥PZ) implies
the difference D

Ä
Pz∥P (PZ ,β)

Z|Θ=θ

ä
−D
Ä
PZ∥P (PZ ,β)

Z|Θ=θ

ä
is also arbitrarily small.

A more general expression for the generalization gap G(θ, PZ , Pz) in (32) is
provided by the following corollary of Theorem 3.
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Corollary 4 The generalization gap G(θ, PZ , Pz) in (32) satisfies:

G(θ, PZ , Pz) = β
(
D
Ä
Pz∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
PZ∥P (PS ,β)

Z|Θ=θ

ä
−D (Pz∥PS) +D (PZ∥PS)

)
, (34)

where the measure P
(PZ ,β)
Z|Θ=θ is in (9).

Note that several expressions for the generalization gap G(θ, PZ , Pz) in (32) can
be obtained from Corollary 4 by choosing the reference PS and the parameter γ
in (9), which determines the value of β.

6.1 Expected Generalization Gap
A conditional probability distribuition PΘ|Z , such that given a training dataset
z ∈ (X × Y)

n, the measure PΘ|Z=z ∈ (M,B (M)) is used to choose models, is
referred to as a statistical learning algorithm. This subsection, provides explicit
expressions for the generalization gap induced by the algorithm PΘ|Z and a
given training dataset.

The generalization gap G(θ, PZ , Pz) in (32) is due to a particular model θ,
which has been deterministically obtained from the training dataset z. When
the model is chosen by using a statistical learning algorithm PΘ|Z , trained upon
the dataset z, the expected generalization gap is the expectation of G(θ, PZ , Pz)
when θ is sampled from PΘ|Z=z. Let G : △ (M,B (M)) × △ (X × Y) ×
△ (X × Y) → R be such that

G(PΘ|Z=z, PZ , Pz)=

∫
G(θ, PZ , Pz)dPΘ|Z=z (θ) , (35)

where the functional G is in (32). Using this notation, the expected general-
ization error induced by the algorithm PΘ|Z , when the training dataset is z,
is G(PΘ|Z=z, PZ , Pz) in (35). Corollary 4, by appropriately choosing the ref-
erence measure PS and the parameter γ in (9), leads to numerous closed-form
expressions for the expected generalization gap induced by the algorithm PΘ|Z
for the training dataset z. Interestingly, regardless of the choice of PS and γ,
the resulting expressions describe the impact of the training dataset z on the
expected generalization gap.

6.2 Doubly-Expected Generalization Gap
The expected generalization gap G(PΘ|Z=z, PZ , Pz) in (35) depends on the
training dataset z. The doubly-expected generalization gap is obtained by
taking the expectation of G(PΘ|Z=z, PZ , Pz) when z ∈ (X × Y)

n is sampled
from PZ , which is assumed to be the product distribution formed by PZ .
Let G : △

(
M| (X × Y)

n
)
×△

(
(X × Y)

n
)
→ R be a functional such that

G(PΘ|Z , PZ)=

∫ ∫
G(θ, PZ , Pz)dPΘ|Z=z (θ) dPZ (z) , (36)
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where the functional G is in (32). Using this notation, the doubly-expected
generalization error induced by the algorithm PΘ|Z is G(PΘ|Z , PZ) in (36). In
existing literature, the doubly-expected generalization gap is simply referred to
as generalization error. See for instance [4], [2], and [7]. Note that in these
previous works, the dependence on a particular training dataset is not explicit
due to results being presented for the case in which the expectation is taken
with respect to all sources of randomness in the corresponding expression. As
in the case of the expected generalization gap, Corollary 4 leads to numerous
closed-form expressions for the doubly-expected generalization gap induced by
the algorithm PΘ|Z .

6.3 The Gibbs Algorithm

A typical statistical learning algorithm is the Gibbs algorithm, which is parame-
trized by a positive real λ and by a σ-measure Q ∈ △ (M,B (M)) [7]. The
probability measure representing such an algorithm, which is denoted by P

(Q,λ)
Θ|Z ,

satisfies for all θ ∈ suppQ and for all z ∈ (X × Y)
n,

dP
(Q,λ)
Θ|Z=z

dQ
(θ)=exp

Å
−KQ,z

Å
− 1

λ

ã
− 1

λ
L (z,θ)

ã
, (37)

where the dataset z represents the training dataset; the function L is defined in
(6); and the function KQ,z : R→ R satisfies

KQ,z (t) = log

Å∫
exp (t L (z,ν)) dQ(ν)

ã
. (38)

The doubly-expected generalization error induced by the Gibbs algorithm with
parameters Q and λ, under the assumption that datasets are sampled from a
product distribution formed by the measure PZ , denoted G(P

(Q,λ)
Θ|Z , PZ) satisfies

the following property.

Lemma 6 (Generalization Gap of the Gibbs Algorithm) Given the con-
ditional probability measure P

(Q,λ)
Θ|Z in (37) and a probability measure PZ ∈

△ (X × Y), the generalization gap G(P
(Q,λ)
Θ|Z , PZ) satisfies

G(P
(Q,λ)
Θ|Z , PZ)=λ

Ä
I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
+ L
Ä
P

(Q,λ)
Θ|Z ;PZ

ää
, (39)

where PZ ∈ △ (X × Y)
n is a product measure obtained from PZ ; and the terms

I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
and L

Ä
P

(Q,λ)
Θ|Z ;PZ

ä
are, respectively, the mutual information and

the lautum information given by

I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
≜
∫

D
Ä
P

(Q,λ)
Θ|Z=ν∥P

(Q,λ)
Θ

ä
dPZ(ν); and (40)

L
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
≜
∫

D
Ä
P

(Q,λ)
Θ ∥P (Q,λ)

Θ|Z=ν

ä
dPZ(ν), (41)
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with the probability measure P
(Q,λ)
Θ being such that for all sets A ∈ B (M),

P
(Q,λ)
Θ (A) =

∫
P

(Q,λ)
Θ|Z=ν (A) dPZ (ν).

Proof: This proof is presented in Appendix H.

Lemma 6 has been proved before for the case in which Q is a probability mea-
sure in [2]; and in the more general case in which Q is a σ-finite measure in [7].
In both [2] and [7], the result is shown without the assumption that the mea-
sure PZ is a product measure, which is an assumption in Lemma 6. This
limitation is due to the fact that the proof of Lemma 6 relies on the notion
of types, which is known to fail capturing the correlation between datapoints,
as pointed in [30]. Nonetheless, the independent and identically distributed
assumption is widely adopted in the realm of machine learning. Despite this
limitation, the relevance of Lemma 6 stems from the fact that a connection has
been made between the notion of sensitivity to deviations from the worst-case
data-generating measure, which is captured by the functional G in (21), and
the notion of (doubly-expected) generalization gap, which is a central perfor-
mance metric for evaluating the generalization capabilities of machine learning
algorithms.

7 Conclusions and Final Remarks
The worst-case data-generating probability measure in Theorem 1 has been
shown to be a cornerstone in statistical machine learning. This is due to the
fact that fundamental performance metrics, such as the sensitivity of the ex-
pected loss, the sensitivity of the empirical risk, the expected generalization
gap, and the doubly-expected generalization gap are shown to have closed-form
expressions involving such a measure. The dependence of these performance
metrics on the worst-case data-generating probability measure is shown to ex-
ist via the sensitivity of the expectation of the loss function to changes from
the worst-case data-generating probability measure to any alternative probabil-
ity measure. This observation is reminiscent of the dependence of the expected
generalization gap and the doubly-expected generalization gap on a Gibbs prob-
ability measure on the measurable space of the models as shown in [7, 29, 36].
These dependences suggest an intriguing relation between the probability mea-
sure (on the models) describing the Gibbs algorithm and the worst-case proba-
bility measure (on the datasets) introduced in this work, which is also a Gibbs
probability measure. The connection appears to be nontrivial and is suggested
as a promising line of work in this area.
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Appendices

Miscellaneous Results
In this section, preliminary results for proving the main results in this work are
introduced.

The first result introduces the Leibniz integral rule for measurable functions
that are Lipschitz continuous.

Theorem 5 Given a probability measure space (Ω,F , µ) and an open sub-
set A of R, let the function f : A × Ω → R be measurable with respect to
(A× Ω,FA×Ω) and (R,B (R)). If for all v ∈ Ω, the function f (·, v) : A → R

is Lipschitz continuous and for some u ∈ A,
∫
f (u, v) dµ (v) < +∞, then

d

dt

∫
f (t, v) dµ (v)

∣∣∣
t=u

=

∫
d

dt
f (t, v)

∣∣∣
t=u

dµ (v) . (42)

Proof: Note that

d

dt

∫
f (t, v) dµ (v)

∣∣∣
t=u

= lim
δ→0

∫
f (u, v) dµ (v)−

∫
f (u− δ, v) dµ (v)

δ
(43)

= lim
δ→0

∫
f(u, v)− f(u− δ, v)

δ
dµ(v), (44)

where the equality in (44) follows from [37, Theorem 1.6.3]. The assumption
that for all v ∈ Ω, the function f (·, v) is Lipschitz continuous implies that for
all u ∈ A and some δ ∈ R,

|f(u, v)− f(u− δ, v)| ≤ L |δ| , (45)

with L < +∞. And thus, dividing the RHS and LHS of (45) by |δ| yields∣∣∣∣f(u, v)− f(u− δ, v)

δ

∣∣∣∣ ≤ L, (46)

which implies that∫ ∣∣∣∣f(u, v)− f(u− δ, v)

δ

∣∣∣∣dµ (v) ≤ L < +∞. (47)

This allows using the dominated convergence theorem [37, Theorem 1.6.9] as
follows. From (44), the following holds:

d

dt

∫
f (t, v) dµ (v)

∣∣∣
t=u

= lim
δ→0

∫
f(u, v)− f(u− δ, v)

δ
dµ(v) (48)

=

∫
lim
δ→0

f(u, v)− f(u− δ, v)

δ
dµ (v) (49)

=

∫
d

dt
f (t, v)

∣∣∣
t=u

dµ (v) , (50)
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where the equality in (49) follows from the dominated convergence theorem [37,
Theorem 1.6.9]. This completes the proof.

This second result is the definition of separable functions, which is already
introduced in [7, Definition 4.1].

Definition 2 [7, Definition 4.1] Given a model θ ∈ M, the function ℓ in (5),
is said to be separable with respect to the probability measure P ∈ ∆(X × Y),
if there exist a positive real c > 0 and two subsets A and B of X × Y that are
nonnegligible with respect to P , and for all (x1, y1) ∈ A and for all (x2, y2) ∈ B,
it holds that

ℓ(θ, x1, y1) < c < ℓ(θ, x2, y2) < +∞. (51)

When the function ℓ in (5) is nonseparable with respect to a probability mea-
sure P , it is a constant almost surely with respect to such a measure. More
specifically, there exists a real a ≥ 0, such that

P ({(x, y) ∈ X × Y : ℓ(θ, x, y) = a}) = 1. (52)

The next lemma introduces some properties of the log-partition function JP,θ

in (10).

Lemma 7 The function JP,θ in (10) is convex, nondecreasing, and differen-
tiable infinitely many times in the interior of {t ∈ R : JP,θ (t) < +∞}. If the
loss function ℓ in (5) is a separable function with respect to P , then the function
JP,θ is strictly convex.

Proof: The proof of convexity is as follows. Let (γ1, γ2) ∈ R2, with γ1 ̸= γ2
being fixed. Assume that JP,θ(γ1) < +∞ and JP,θ(γ2) < +∞. Then, for all
α ∈ (0, 1), the following holds

αJP,θ(γ1) + (1− α)JP,θ(γ2)

= α log

Å∫
exp (γ1t)dP (t)

ã
+ (1− α) log

Å∫
exp (γ2t)dP (t)

ã
(53)

= log

ÅÅ∫
exp (γ1t)dP (t)

ãαã
+ log

ÇÅ∫
exp (γ2t)dP (t)

ã1−α
å

(54)

= log

(Å∫
exp (γ1t)dP (t)

ãαÅ∫
exp (γ2t)dP (t)

ã1−α
)

(55)

= log

(Å∫
exp (γ1αt)

p
dP (t)

ã 1
p
Å∫

exp (γ2(1− α)t)
q
dP (t)

ã 1
q

)
(56)

≥ log

Å∫
exp (γ1αt) exp (γ2(1− α)t)dP (t)

ã
(57)

= log

Å∫
exp (γ1αt+ γ2(1− α)t)dP (t)

ã
(58)

= JPS ,θ(γ1α+ γ2(1− α)), (59)
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where the equality in (56) follows with α ≜ 1
p and 1−α ≜ 1

q ; and the inequality
in (57) follows from Hölder’s inequality [37, Theorem 2.4.5]. This proves the
convexity of the function JP,θ.

Note that, also from Hölder’s inequality [37, Theorem 2.4.5], the equality in
(57) holds if and only if there exist two constants β1 and β2, not simultaneously
equal to zero, such that the set

A = {(x, y) ∈ X × Y : β1 exp (γ1ℓ(θ, x, y)) = β2 exp (γ2ℓ(θ, x, y))} (60)

=
{
(x, y) ∈ X × Y : exp ((γ1 − γ2)ℓ(θ, x, y)) =

β2

β1

}
(61)

=
{
(x, y) ∈ X × Y : ℓ(θ, x, y) =

log
Ä
β2

β1

ä
(γ1 − γ2)

}
, (62)

satisfies P (A) = 1. Note that if such a set A exists, the loss function ℓ is
nonseparable (Definition 2). This proves the strict convexity for seperable loss
functions.

The proof of monotonicity follows from noticing that for all(t1, t2) ∈
{
t ∈ R :

JP,θ(t) < +∞
}2, such that t1 < t2, it follows that for all θ ∈ M and for

all (x, y) ∈ suppP , the inequality exp (t1ℓ(θ, x, y)) ≤ exp (t2ℓ(θ, x, y)) holds.
This implies that JP,θ(t1) ≤ JP,θ(t2) < +∞, which proves that the function is
nondecreasing. Moreover, the equality holds if and only if P

(
{(x, y) ∈ X × Y :

ℓ(θ, x, y) = 0}
)
= 1.

The continuity of the function JP,θ follows from observing that for all α ∈
{t ∈ R : JP,θ (t) < +∞}, it holds that

lim
t→α

JP,θ(t) = lim
t→α

log

Å∫
exp (tℓ(θ, x, y))dP (x, y)

ã
(63)

= log

Å
lim
t→α

∫
exp (tℓ(θ, x, y))dP (x, y)

ã
(64)

= log

Å∫
lim
t→α

exp (tℓ(θ, x, y))dP (x, y)

ã
(65)

= log

Å∫
exp (αℓ(θ, x, y))dP (x, y)

ã
(66)

= JP,θ(α), (67)

where equalities in (64) and (66) follow from the fact that both the logarithmic
and exponential functions are continuous; and equality in (65) follows from
the dominated convergence theorem [37, Theorem 1.6.9]. This proves that the
function JP,θ is continuous in {t ∈ R : JP,θ (t) < +∞}.

The proof of differentiability follows by considering the transport of the measure
P from (X × Y,FX×Y) to ([0,+∞],B([0,+∞])) through the function gθ : X ×
Y → [0,+∞] such that gθ(x, y) = ℓ(θ, x, y), with ℓ in (5). Denote the resulting
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probability measure in ([0,+∞],B([0,+∞])) by TP,θ. That is, for all A ∈
B([0,+∞]),

TP,θ (A) = P
(
g−1
θ (A)

)
, (68)

where the term g−1
θ (A) represents the set

g−1
θ (A) ≜ {(x, y) ∈ X × Y : gθ(x, y) ∈ A}.

Hence, the following holds

JP,θ(t) = log

Å∫
exp (tℓ(θ, x, y))dP (x, y)

ã
(69)

= log

Å∫
exp (tv)dTP,θ(v)

ã
, (70)

where equality in (70) follows from [37, Theorem 1.6.12].

Denote by ϕ the Laplace transform of the measure P . That is for all t ∈
{x ∈ R : JPS ,θ (x) < +∞},

ϕ(t) =

∫
exp (tv)dTP,θ(v). (71)

Hence, ϕ(t) = exp (JP,θ(t)). From [38, Theorem 1a (page 439)], it follows that
the function ϕ has derivatives of all orders in {t ∈ R : JPS ,θ (t) < +∞}, and
thus, so does the function JP,θ in the interior of {t ∈ R : JPS ,θ (t) < +∞}. This
completes the proof.

Let the m-th derivative of the function JPS ,θ in (10) be denoted by J
(m)
PS ,θ : R→

R, with m ∈ N. Hence, for all t ∈ JPS ,θ, with JPS ,θ in (13),

J
(m)
PS ,θ(t)≜

dm

dsm
JPS ,θ (s)

∣∣∣
s=t

. (72)

The following lemma provides explicit expressions for the first and second deriva-
tives of the function JPS ,θ in (10).

Lemma 8 For all t in the interior of {s ∈ (0,+∞) : JPS ,θ

(
1
s

)
< +∞}, the

first and second derivatives of the function JPS ,θ in (10), denoted respectively
by J

(1)
PS ,θ and J

(2)
PS ,θ, satisfy that

J
(1)
PS ,θ

Å
1

t

ã
=

∫
ℓ(θ,x,y)dP

(PS,t)
Z|Θ=θ(x,y), and (73)

J
(2)
PS ,θ

Å
1

t

ã
=

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y), (74)

where the measure P
(PS ,t)
Z|Θ=θ is in (11) and the function ℓ is defined in (5). More-

over, J(2)PS ,θ

(
1
t

)
is strictly positive if and only if the function ℓ in (5) is separable

with respect to the measure PS.
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Proof: Note that for all t in the interior of {s ∈ (0,+∞) : JPS ,θ

(
1
s

)
< +∞},

J
(1)
PS ,θ

Å
1

t

ã
=

d

ds
log

Å∫
exp (sℓ(θ, x, y))dPS(x, y)

ã∣∣∣∣∣
s= 1

t

(75)

=
d
ds

∫
(exp (sℓ(θ, x, y))) dPS(x, y)∫
exp (sℓ(θ, x, y))dPS(x, y)

∣∣∣∣∣
s= 1

t

(76)

=

∫
d
ds (exp (sℓ(θ, x, y))) dPS(x, y)∫
exp (sℓ(θ, x, y))dPS(x, y)

∣∣∣∣∣
s= 1

t

(77)

=

∫
ℓ(θ, x, y) exp

(
1
t ℓ(θ, x, y)

)
dPS(x, y)∫

exp
(
1
t ℓ(θ, x, y)

)
dPS(x, y)

(78)

= exp

Å
−JPS ,θ

Å
1

t

ãã∫
ℓ(θ, x, y) exp

Å
1

t
ℓ(θ, x, y)

ã
dPS(x, y) (79)

=

∫
ℓ(θ, x, y) exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (80)

=

∫
ℓ(θ, x, y)dP

(PS ,t)
Z|Θ=θ(x, y), (81)

where the equality in (77) follows from the dominated convergence theorem [37,
Theorem 1.6.9]; and the equality in (81) follows from (11). This completes the
proof of (73).
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The proof of (74) is as folllows,

J
(2)
PS ,θ

Å
1

t

ã
=

d

ds
J
(1)
PS ,θ(s)

∣∣∣∣∣
s= 1

t

(82)

=
d

ds

(∫
ℓ(θ, x, y) exp (sℓ(θ, x, y)− JPS ,θ(s))dPS(x, y)

)∣∣∣∣∣
s= 1

t

(83)

=

∫
d

ds

(
ℓ(θ, x, y) exp (sℓ(θ, x, y)− JPS ,θ(s))

)
dPS(x, y)

∣∣∣∣∣
s= 1

t

(84)

=

∫
ℓ(θ, x, y)(ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ã
)

exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (85)

=

∫ Å
ℓ(θ,x,y)−J

(1)
PS ,θ

Å
1

t

ãã2
exp

Å
tℓ(θ,x,y)−JPS ,θ

Å
1

t

ãã
dPS(x,y)

+

∫
ℓ(θ, x, y)J

(1)
PS ,θ

Å
1

t

ã
exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y)

− J
(1)
PS ,θ

Å
1

t

ã2 ∫
exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (86)

=

∫ Å
ℓ(θ,x,y)−J

(1)
PS,θ

Å
1

t

ãã2
exp

Å
1

t
ℓ(θ,x,y)−JPS,θ

Å
1

t

ãã
dPS(x,y)

+ J
(1)
PS ,θ

Å
1

t

ã2
− J

(1)
PS ,θ

Å
1

t

ã2 ∫
dP

(PS ,t)
Z|Θ=θ(x, y) (87)

=

∫ Å
ℓ(θ,x,y)−J

(1)
PS,θ

Å
1

t

ãã2
exp

Å
1

t
ℓ(θ,x,y)−JPS,θ

Å
1

t

ãã
dPS(x,y) (88)

=

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y), (89)

where the equality in (84) follows from the dominated convergence theorem [37,
Theorem 1.6.9]; and the equalities in (87) and (89) follow from (11). This
completes the proof of (74).

The rest of the proof of Lemma 8 is divided into two parts. First, it is shown
that if the function ℓ in (5) is nonseparable with respect to the measure PS

(Definition 2), then for all t ∈ {s ∈ (0,+∞) : JPS ,θ

(
1
s

)
< +∞}, J(2)PS ,θ

(
1
t

)
= 0.

The second part of the proof shows that if the function ℓ is separable, then, for
all t ∈ {s ∈ (0,+∞) : JPS ,θ

(
1
s

)
< +∞}, J(2)PS ,θ

(
1
t

)
> 0.

The first part is as follows. Assume that the function ℓ in (5) is nonseparable
with respect to the measure PS , i.e., there exists a real a ≥ 0, such that

PS ({(x, y) ∈ X × Y : ℓ(θ, x, y) = a}) = 1. (90)
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Note that from (11) and (73), it holds that

J
(1)
PS ,θ

Å
1

t

ã
=

∫
ℓ(θ, x, y)dP

(PS ,t)
Z|Θ=θ(x, y) (91)

=

∫
ℓ(θ, x, y) exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (92)

=

∫
a exp

(a
t
− a

t

)
dPS(x, y) (93)

= a. (94)

Note also that from (11)and (74), it holds that

J
(2)
PS ,θ

Å
1

t

ã
=

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y) (95)

=

∫ Å
ℓ(θ,x,y)−J

(1)
PS,θ

Å
1

t

ãã2
exp

Å
1

t
ℓ(θ,x,y)−JPS,θ

Å
1

t

ãã
dPS(x,y) (96)

=

∫
(a− a) exp

(a
t
− a

t

)
dPS(x, y) (97)

= 0, (98)

which proves that if the function ℓ is nonseparable, then J
(2)
PS ,θ

(
1
t

)
= 0. This

completes the first part of the proof.

The second part of the proof is as follows. Assume that the function ℓ is sep-
arable with respect to the measure PS . That is, there exists a positive a; and
two subsets A and B of X × Y that are nonnegaligible with respect to PS and
verify that for all (x1, y1) ∈ A and for all (x2, y2) ∈ B,

ℓ (θ, x1, y1) < a < ℓ (θ, x2, y2) . (99)

Note that the sets A and B are disjoint. Hence, from (74), it holds that

J
(2)
PS ,θ

Å
1

t

ã
=

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y) (100)

=

∫
A

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y)

+

∫
B

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y) (101)

+

∫
X×Y\(A∪B)

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y) (102)

> 0, (103)

where the inequality in (103) is based on the folllowing facts. First, if a <

J
(1)
PS ,θ

(
1
t

)
, with a in (99), then for all (x, y) ∈ A, it holds that ℓ(θ, x, y) < a <

J
(1)
PS ,θ

(
1
t

)
, and thus,Å

ℓ(θ, x, y)− J
(1)
PS ,θ

Å
1

t

ãã2
>

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
. (104)
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This implies that∫
A

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y) (105)

>

∫
A

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y)) (106)

>

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
P

(PS ,t)
Z|Θ=θ (A) (107)

> 0, (108)

where the inequality in (108) follows from the fact that the probability mea-
sures P

(PS ,t)
Z|Θ=θ and PS are mutually absolutely continuous (Lemma 2). Sec-

ond, if a ≥ J
(1)
PS ,θ

(
1
t

)
, with a in (99), then for all (x, y) ∈ B, it holds that

ℓ(θ, x, y) > a ≥ J
(1)
PS ,θ

(
1
t

)
, and thus,Å

ℓ(θ, x, y)− J
(1)
PS ,θ

Å
1

t

ãã2
>

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
, (109)

which implies ∫
B

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y) (110)

>

∫
B

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)
Z|Θ=θ(x, y) (111)

>

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
P

(PS ,t)
Z|Θ=θ (B) (112)

> 0, (113)

where the inequality in (113) follows from the fact that the probability mea-
sures P

(PS ,t)
Z|Θ=θ and PS are mutually absolutely continuous (Lemma 2). This

completes the proof.

A Proof of Theorem 1

This section is divided into two parts. First, some preliminary results that are
needed for the proof are introduced. The second part presents the proof.

A.1 Preliminaries

Lemma 9 Let M be the set of measurable functions X ×Y → R with respect to
the measurable spaces (X × Y,FX×Y) and (R,B (R)). Let S be the subset of
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M including all nonnegative functions that are absolutely integrable with respect
to a probability measure PS. That is, for all h ∈ S , it holds that∫

|h(x, y)|dPS(x, y) < ∞. (114)

Let the function r̂ : R→ R be such that

r̂(α) =

∫
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y), (115)

for some functions g and h in S and α ∈ (−ϵ, ϵ), with ϵ > 0 arbitrarily small.
Then, the function r̂ in (115) is differentiable at zero.

Proof: The objective is to prove that the function r̂ in (115) is differentiable at
zero, which boils down to proving that the limit

lim
δ→0

1

δ
(r̂(α+ δ)− r̂(α)) (116)

exists for α ∈ (−ϵ, ϵ), with ϵ > 0 arbitrarily small. Let q : (0,+∞) → R be a
function such that

q(x) = x log x. (117)

Note that the function r̂ can be written in terms of q as follows

r̂(α) =

∫
q
(
h(x, y) + αg (x, y)

)
dPS(x, y). (118)

The proof of the existence of such a limit in (116) relies on the fact that the
function q is strictly convex and differentiable, which implies that q is also
Lipschitz continuous. Hence, it follows that

|q (h(x, y) + (α+ δ)g(x, y))− q (h(x, y) + αg(x, y))| ≤ c |g(x, y)| |δ| , (119)

for some constant c positive and finite, which implies that

|q (h(x, y) + (α+ δ)g(x, y))− q (h(x, y) + αg(x, y))|
|δ|

≤ c |g(x, y)| , (120)

and thus, given that g ∈ S , it follows that∫
|q (h(x, y) + (α+ δ)g(x, y))− q (h(x, y) + αg(x, y))|

|δ|
dPS(x, y) < +∞. (121)

This allows using the dominated convergence theorem as follows. From the
fact that the function q is differentiable, let q(1) : (0,+∞) → R be the first
derivative of q. The limit in (116) satisfies for α ∈ (−ϵ, ϵ), with ϵ > 0 arbitrarily
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small,

lim
δ→0

1

δ
(r̂(α+ δ)− r̂(α)) (122)

= lim
δ→0

1

δ

(∫
q (h(x, y) + (α+ δ)g(x, y)) dPS(x, y)

−
∫

q (h(x, y) + αg(x, y)) dPS(x, y)
)

(123)

= lim
δ→0

∫
1

δ

(
q(h(x,y)+(α+δ)g(x,y))−q(h(x,y)+αg(x,y))

)
dPS(x,y) (124)

=

∫
lim
δ→0

1

δ

(
q(h(x,y)+(α+δ)g(x,y))−q(h(x,y)+αg(x,y))

)
dPS(x,y) (125)

=

∫
q(1) (h(x, y) + αg(x, y)) dPS(x, y) (126)

< +∞, (127)

where the equalities in (125) and (127) follow from the dominated convergence
theorem [37, Theorem 1.6.9]. From (127), it follows that the function r̂ in (137)
is differentiable at zero. This completes the proof.

A.2 The Proof
The optimization problem in (9) can be re-written in terms of the Radon-
Nikodym derivative of the optimization measure P with respect to the measure
PS , denoted by dP

dPS
: M → [0,∞), which yields:

max
P∈∆PS(X×Y)

∫
ℓ(θ, x, y)

dP

dPS
(x, y)dPS(x, y) (128a)

s. t.

∫
dP

dPS
(x,y)log

Å
dP

dPS
(x,y)

ã
dPS(x,y)≤γ (128b)∫

dP

dPS
(x, y)dPS(x, y) = 1. (128c)

The remainder of the proof focuses on the problem in which the optimization is
over the Radon-Nikodym derivative dP

dPS
instead of the measure P . This is due

to the fact that for all P ∈ ∆PS
(X × Y), the Radon-Nikodym derivative dP

dPS
is

unique, up to sets of zero measure with respect to PS .

Let M be the set of measurable functions X × Y → R with respect to the
measurable spaces (X × Y,FX×Y) and (R,B (R)). Let S be the subset of M
including all nonnegative functions that are absolutely integrable with respect
to PS . That is, for all h ∈ S , it holds that∫

|h(x, y)|dPS(x, y) < ∞. (129)
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Note that the set M forms a real vector space and the set S is a convex
subset of M . Note also that the constraints (128b) and (128c) are satisfied
by the probability measure PS , which also satisfies PS ∈ ∆PS(X×Y). Hence,
the constraints do not induce an empty feasible set. Finally, note that the
optimization problem in (128) can be written as a minimization of the form:

min
g∈S

−
∫

g(x, y)ℓ(θ, x, y)dPS(x, y) (130a)

s. t.
1

γ

∫
g(x, y) log (g(x, y))dPS(x, y) ≤ 1, and (130b)∫

g(x, y)dPS(x, y) = 1, (130c)

where the expression −
∫
g(x, y)ℓ(θ, x, y)dPS(x, y) is linear with g; the expres-

sion 1
γ

∫
g(x, y) log (g(x, y))dPS(x, y) is convex with g; and

∫
g(x, y)dPS(x, y) is

linear with g.

The proof continues by assuming that the problem in (130) possesses a solution,
which is denoted by g⋆ ∈ S . Let µ0 ∈ [0,+∞) be

µ0 ≜ min
g∈S

−
∫

g(x, y)ℓ(θ, x, y)dPS(x, y) (131a)

s. t.
1

γ

∫
g(x, y) log (g(x, y))dPS(x, y) ≤ 1 (131b)∫

g(x, y)dPS(x, y) = 1 (131c)

= −
∫

g⋆(x, y)ℓ(θ, x, y)dPS(x, y). (131d)

From [39, Theorem 1, Section 8.3, page 217], it holds that there exist two tuples
(a1, b1) and (a2, b2) in R2 such that

µ0 = min
g∈S

ß
−
∫

g(x, y)ℓ(θ, x, y)dPS(x, y) +
a1
γ

∫
g(x, y) log (g(x, y))dPS(x, y)

+b1 + a2

∫
g(x, y)dPS(x, y) + b2

™
, (132a)

and moreover,

0 =
a1
γ

∫
g⋆(x, y) log (g⋆(x, y))dPS(x, y) + b1, and (132b)

0 = a2

∫
g⋆(x, y)dPS(x, y) + b2. (132c)

Hence, the proof continues by solving the ancillary optimization problem in
(132a), which is without constraints. This is essentially because the tuples
(a1, b1) and (a2, b2) are such that the equalities (132b) and (132c) are already
satisfied.
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Let the functional L : S → R be such that

L (g) = −
∫

g(x, y)ℓ(θ, x, y)dPS(x, y) +
a1
γ

∫
g(x, y) log (g(x, y))dPS(x, y) + b1

+a2

∫
g(x, y)dPS(x, y) + b2. (133)

Let h : X × Y → R be a function in S . The Gateaux differential of the
functional L in (133) at g ∈ S in the direction of h is

∂L (g;h) ≜
d

dα
r(α)

∣∣∣∣
α=0

, (134)

where the function r : R → R is such that for all α ∈ (−ϵ, ϵ), with ϵ > 0
arbitrarily small,

r(α) =−
∫

(g(x, y) + αh(x, y)) ℓ(θ, x, y)dPS(x, y)

+
a1
γ

∫
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y)

+b1 + a2

∫
(g(x, y) + αh(x, y)) dPS(x, y) + b2, (135)

which can be rewritten as follows,

r (α) =α

∫
h(x, y) (a2 − ℓ(θ, x, y)) dPS(x, y)

+
a1
γ

∫
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y)

+

∫
g(x, y) (a2 − ℓ(θ, x, y)) dPS(x, y) + b1 + b2. (136)

Note that the first term in (136) is linear with α; the second term can be written
using the function r̂ : R→ R in (115) such that

r̂(α) =

∫
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y); (137)

and the third term is independent of α.

Hence, based on the fact the function r̂ in (137) is differentiable at zero (Lemma 9),
so is the function r in (136), which implies that the Gateaux differential of
∂L (g;h) in (134) exists.
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The derivative of the real function r in (136) is

d

dα
r(α) =

d

dα

(
α

∫
h(x, y) (a2 − ℓ(θ, x, y)) dPS(x, y)

+
a1
γ

∫
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y)

+

∫
g(x, y) (a2 − ℓ(θ, x, y)) dPS(x, y) + b1 + b2

)
(138)

=

∫
h(x, y)(a2 − ℓ(θ, x, y))ℓ(θ, x, y)dPS(x, y)

+
a1
γ

∫
d

dα
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y)(139)

=

∫
h(x, y)(a2 − ℓ(θ, x, y))ℓ(θ, x, y)dPS(x, y)

+
a1
γ

∫
h(x, y) (1 + log (g(x, y) + αh(x, y))) dPS(x, y), (140)

where the equality in (139) follows from Theorem 5.

From equations (134) and (140), it follows that

∂L (g;h) =

∫
h(x, y)(a2 − ℓ(θ, x, y))dPS(x, y)

+
a1
γ

∫
h(x, y) (1 + log g(x, y)) dPS(x, y) (141)

=

∫
h(x, y)

(
a2 − ℓ(θ, x, y) +

a1
γ

(
1 + log (g⋆(x, y))

))
dPS(x, y). (142)

A necessary condition [39, Theorem 1, Page 178] for the functional L in (133)
to have a minimum at g⋆ is that for all functions h ∈ S ,

∂L (g⋆;h) = 0. (143)

The equality in (143) holds for all functions h ∈ S if for all (x, y) ∈ suppPS ,
the function g⋆ satisfies:

a2 − ℓ(θ, x, y) +
a1
γ

(1 + log (g⋆(x, y))) = 0. (144)

Assuming that

a1 ̸= 0, (145)

the equality in (144) implies

g⋆(x, y) = exp

Å
γ

a1
ℓ(θ, x, y)

ã
exp

Å−a2γ

a1
− 1

ã
, (146)

where the values a1 and a2 satisfy (132b), and (132c), and (145).
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The remainder of the proof focuses on determining the values of a1, a2, b1, and
b2, which must also be such that g∗ in (146) satisfies the constraints (130b) and
(130c). For instance, from (130c) and (132c), it follows that a2 must be such
that

exp

Å−a2γ

a1
− 1

ã
=

1∫
exp
Ä

γ
a1
ℓ(θ, x, y)

ä
dPS(x, y)

, (147)

that is,

a2 =
a1
γ

Å
log

Å∫
exp

Å
γ

a1
ℓ(θ, x, y)

ã
dPS(x, y)

ã
− 1

ã
(148)

=
a1
γ

Å
JPS ,θ

Å
γ

a1

ã
− 1

ã
, (149)

where the function JPS ,θ is in (10). Plugging (149) into (146) yields

g⋆ (x, y) = exp

Å
γ

a1
ℓ(θ, x, y)− JPS ,θ

Å
γ

a1

ãã
, (150)

which implies, from (132c), that

b2 = −a2. (151)

Moreover, from (130c) and (150), it holds that

JPS ,θ

Å
γ

a1

ã
< +∞. (152)

The function g⋆ in (150) represents the Radon-Nikodym derivative (with respect
to PS) of a solution P ⋆ ∈ ∆PS

(X × Y) to the problem in (9a). Hence, the
equality in (132b) can be written as follows:

a1
γ
D (P ⋆∥PS) + b1=0, (153)

which implies

b1 = −a1
γ
D (P ⋆∥PS) . (154)

Concerning a1, note that if a1 < 0, given two labelled patterns (x1, y1) and
(x2, y2) in Z, such that ℓ (θ, x1, y1) < ℓ (θ, x2, y2), it holds that

g⋆ (x1, y1)⩾g⋆ (x2, y2) . (155)

Thus, the focus in the remainder of the proof is the case in which

a1 > 0. (156)
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Note that the measure P ⋆ in (153) depends on a1 through its Radon-Nikodym
derivative with respect to PS , i.e., g⋆ in (150). The proof is finalized by providing
a condition to uniquely identify a1. To this aim, note that

d

da1

∫
g⋆(x, y)ℓ(θ, x, y)dPS(x, y)

=
d

da1

∫
exp

Å
γ

a1
ℓ(θ, x, y)− JPS ,θ

Å
γ

a1

ãã
ℓ(θ, x, y)dPS(x, y) (157)

=

∫
d

da1

Å
exp

Å
γ

a1
ℓ(θ, x, y)− JPS ,θ

Å
γ

a1

ãã
ℓ(θ, x, y)

ã
dPS(x, y) (158)

=
−γ

a21

∫
exp

Å
γ

a1
ℓ(θ, x, y)− JPS ,θ

Å
γ

a1

ããÅ
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
γ

a1

ãã
ℓ(θ, x, y)dPS(x, y) (159)

=
−γ

a21

(∫
ℓ(θ, x, y)2dP ⋆(x, y)− J

(1)
PS ,θ

Å
γ

a1

ã ∫
ℓ(θ, x, y)dP ⋆(x, y)

)
(160)

=
−γ

a21

(∫
ℓ(θ, x, y)2dP ⋆(x, y)−

Å∫
ℓ(θ, x, y)dP ⋆(x, y)

ã2)
(161)

=
−γ

a21
J
(2)
PS ,θ

Å
γ

a1

ã
(162)

≤ 0, (163)

where the functions J
(1)
PS ,θ and J

(2)
PS ,θ are defined in (73) and (74), respectively;

the equality in (158) follows the dominated convergence theorem [37, Theo-
rem 1.6.9]; the equality in (161) follows from (73); the equality in (162) fol-
lows from (74); and the inequality in (163) follows from the fact that γ > 0

and J
(2)
PS ,θ

Ä
γ
a1

ä
≥ 0. Note that strict inequality in (163) holds if and only

if the function ℓ defined in (5) is separable with respect to the measure PS

(Lemma 8).

Note also that

D (P ⋆∥PS)

=

∫
g⋆(x, y) log (g⋆(x, y))dPS(x, y) (164)

=

∫
exp

Å
γ

a1
ℓ(θ,x,y)−JPS ,θ

Å
γ

a1

ããÅ
γ

a1
ℓ(θ,x,y)−JPS ,θ

Å
γ

a1

ãã
dPS(x,y) (165)

=

∫
γ

a1
exp

Å
γ

a1
ℓ(θ,x,y)−JPS ,θ

Å
γ

a1

ãã
ℓ(θ,x,y)dPS(x,y)−JPS ,θ

Å
γ

a1

ã
, (166)
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and thus,

d

da1
D (P ⋆∥PS)

=
d

da1

(∫
γ

a1
exp

Å
γ

a1
ℓ(θ,x,y)−JPS,θ

Å
γ

a1

ãã
ℓ(θ,x,y)dPS(x,y)−JPS,θ

Å
γ

a1

ã)
(167)

=

∫
d

da1

(
γ

a1
exp

Å
γ

a1
ℓ(θ, x, y)− JPS ,θ

Å
γ

a1

ãã
ℓ(θ, x, y)

)
dPS(x, y)

−
Å−γ

a21

ã
J
(1)
PS ,θ

Å
γ

a1

ã
(168)

=

Å−γ

a21

ã∫
ℓ(θ, x, y)dP ⋆(x, y) +

Å
γ

a21

ã
J
(1)
PS ,θ

Å
γ

a1

ã
+

Å−γ2

a31

ã∫
exp

Å
γ

a1
ℓ(θ, x, y)− JPS ,θ

Å
γ

a1

ããÅ
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
γ

a1

ãã
ℓ(θ, x, y)dPS(x, y) (169)

=

Å−γ2

a31

ã∫
exp

Å
γ

a1
ℓ(θ, x, y)− JPS ,θ

Å
γ

a1

ããÅ
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
γ

a1

ãã
ℓ(θ, x, y)dPS(x, y) (170)

=

Å−γ2

a31

ã(∫
ℓ(θ, x, y)2dP ⋆(x, y)−

Å∫
ℓ(θ, x, y)dP ⋆(x, y)

ã2)
(171)

=

Å−γ2

a31

ã
J
(2)
PS ,θ

Å
γ

a1

ã
(172)

≤ 0, (173)

where the functions J(1)PS ,θ and J
(2)
PS ,θ are defined in (73) and (74), respectively; the

equality in (168) follows from the dominated convergence theorem [37, Theorem
1.6.9]; the equalities in (171) follows from (73); the equality in (172) follows from
(74); and the inequality follows from the fact that both γ and a1 are positive.
Note that strict inequality in (173) holds if and only if the function ℓ defined in
(5) is separable with respect to the measure PS (Lemma 8).

Hence, if the function ℓ defined in (5) is separable with respect to the mea-
sure PS (Lemma 8), then the term

∫
g⋆(x, y)ℓ(θ, x, y)dPS(x, y) in (131d) and∫

g⋆(x, y) log (g⋆(x, y))dPS(x, y) in (164) are both simultaneously strictly de-
creasing with a1. This implies that a1 > 0 shall be chosen such that

D (P ⋆∥PS) = γ, (174)

and justify the uniqueness of the solution.

For the case in which the loss function ℓ in (5) is nonseparable (Definition 2), the
objective function in (9a) is a constant and thus the problem is ill-posed.
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In a nutshell, choosing β = a1

γ and denoting the solution P ⋆ as P
(PS ,β)
Z|Θ=θ, it

holds that g⋆ in (150) can be written as
dP

(PS,β)

Z|Θ=θ

dPS
, and thus, for all (x, y) ∈

suppPS ,

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)=exp

Å
1

β
ℓ(θ, x, y)− JPS ,θ

Å
1

β

ãã
, (175)

where β is such that D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
= γ. This completes the proof.

B Proof of Lemma 1
Proof: Taking into account that β in (9) is chosen from JPS ,θ in (13), it follows
that

log

Å∫
exp

Å
1

β
ℓ(θ, x, y)

ã
dPS(x, y)

ã
< +∞, (176)

which implies that ∫
exp

Å
1

β
ℓ(θ, x, y)

ã
dPS(x, y) < +∞. (177)

From [37, Theorem 1.6.6], the inequality in (177) implies that

PS

Å{
(x, y) ∈ suppPS : exp

Å
1

β
ℓ(θ, x, y)

ã
= +∞

}ã
= 0, (178)

which is equivalent to

PS

({
(x, y) ∈ suppPS : ℓ(θ, x, y) = +∞

})
= 0 (179)

from the fact that β ∈ (0,+∞). This completes the proof.

C Proof of Lemma 2
For all C ∈ FX×Y ,

P
(PS ,β)
Z|Θ=θ(C) =

∫
C

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)dPS(x, y), (180)

and thus, if PS(C) = 0, then

P
(PS ,β)
Z|Θ=θ(C) = 0, (181)

which implies the absolute continuity of P (PS ,β)
Z|Θ=θ with respect to PS . Alterna-

tively, given a set C ∈ FX×Y , assume that P
(PS ,β)
Z|Θ=θ(C) = 0. Hence, it follows

that

0= P
(PS ,β)
Z|Θ=θ(C) =

∫
C

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)dPS(x, y). (182)
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From Theorem 1, it holds that for all (x, y) ∈ suppPS ,

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y) = exp

Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
.

Note that if a solution to the optimization problem (9) exists, then JPS ,θ

Ä
1
β

ä
<

+∞. Thus, exp
Ä
−JPS ,θ

Ä
1
β

ää
> 0. Moreover, exp

Ä
ℓ(θ,x,y)

β

ä
> 0, where the

strict inequality is due to the fact that for all (x, y) ∈ suppPS , the function ℓ
in (5) is nonnegative. Hence, for all (x, y) ∈ suppPS ,

dP
(PS ,β)
Z|Θ=θ

dPS
(x, y)= exp

Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
> 0,

which implies that PS (C) = 0 and implies the absolute continuity of P
(PS ,β)
Z|Θ=θ

with respect to PS This completes the proof.

D Proof of Lemma 3

The equality in (19) follows from observing that:

D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
=

∫
log

Ñ
dP

(PS ,β)
Z|Θ=θ

dPS
(x, y)

é
dP

(PS ,β)
Z|Θ=θ(x, y) (183)

=

∫
log

Å
exp

Å
ℓ(θ,x,y)

β
−JPS,θ

Å
1

β

ããã
dP

(PS,β)
Z|Θ=θ(x,y) (184)

=

∫
ℓ(θ, x, y)

β
dPS(x, y)− JPS ,θ

Å
1

β

ã
, (185)

where equality (184) follows from (11). The equality in (20) is proved as fol-
lows:

D
Ä
PS∥P (PS ,β)

Z|Θ=θ

ä
=

∫
log

Ñ
dPS

dP
(PS ,β)
Z|Θ=θ

(x, y)

é
dPS(x, y) (186)

=

∫
log

Å
exp

Å
−ℓ(θ,x,y)

β
+JPS,θ

Å
1

β

ããã
dPS(x,y) (187)

= −
∫

ℓ(θ, x, y)

β
dPS(x, y) + JPS ,θ

Å
1

β

ã
, (188)

where equality in (187) follows from equation (11). This completes the proof.
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E Proof of Theorem 2
The proof follows from Theorem 1 and by noticing that the relative entropy
D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
satisfies:

D
Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
=

∫
log

Ñ
dP

(PS ,β)
Z|Θ=θ

dPS
(x, y)

é
dP

(PS ,β)
Z|Θ=θ(x, y) (189)

=

∫ Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
dP

(PS ,β)
Z|Θ=θ(x, y) (190)

=

∫
ℓ(θ, x, y)

β
dP

(PS ,β)
Z|Θ=θ(x, y)− JPS ,θ

Å
1

β

ã
, (191)

where the equality in (190) follows from (11). The proof continues by noticing
that the relative entropies D

Ä
P∥P (PS ,β)

Z|Θ=θ

ä
and D (P∥PS) satisfy:

D
Ä
P∥P (PS ,β)

Z|Θ=θ

ä
−D (P∥PS)

=

∫
log

Ñ
dP

dP
(PS ,β)
Z|Θ=θ

(x, y)

é
dP (x, y)−

∫
log

Å
dP

dPS
(x, y)

ã
dP (x, y) (192)

=

∫ Ñ
log

Ñ
dP

dP
(PS ,β)
Z|Θ=θ

(x, y)

é
− log

Å
dP

dPS
(x, y)

ãé
dP (x, y (193)

=

∫
log

Ñ
dP

dP
(PS ,β)
Z|Θ=θ

(x, y)
dPS

dP
(x, y)

é
dP (x, y) (194)

=

∫
log

Ñ
dPS

dP
(PS ,β)
Z|Θ=θ

(x, y)

é
dP (x, y) (195)

=

∫
log

Å
exp

Å
−ℓ(θ, x, y)

β
+ JPS ,θ

Å
1

β

ããã
dP (x, y) (196)

=

∫ Å
−ℓ(θ, x, y)

β
+ JPS ,θ

Å
1

β

ãã
dP (x, y) (197)

= −
∫

ℓ(θ, x, y)

β
dP (x, y) + JPS ,θ

Å
1

β

ã
. (198)

Therefore, from (191) and (198), it follows that

D (P∥PS)−D
Ä
P∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
=

1

β

∫
ℓ(θ, x, y)dP (x, y)− 1

β

∫
ℓ(θ, x, y)dP

(PS ,β)
Z|Θ=θ(x, y) (199)

=
1

β
G
Ä
θ, P, P

(PS ,β)
Z|Θ=θ

ä
, (200)

which completes the proof.
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F Proof of Theorem 3

The proof follows from the following equalities:

G(θ, P1, P2)

= G(θ, P1, P
(PS ,β)
Z|Θ=θ)−G(θ, P2, P

(PS ,β)
Z|Θ=θ) (201)

= β
(
D (P1∥PS)−D

Ä
P1∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä)
−β
(
D (P2∥PS)−D

Ä
P2∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P

(PS ,β)
Z|Θ=θ∥PS

ä
(202)

= β
(
D
Ä
P2∥P (PS ,β)

Z|Θ=θ

ä
−D

Ä
P1∥P (PS ,β)

Z|Θ=θ

ä
−D (P2∥PS) +D (P1∥PS)

)
, (203)

where equality in (202) follows from (22). This completes the proof.

G Proof for Lemma 4

The proof follows from Definition 1 and the following equalities:

L(z,θ) =
1

n

n∑
t=1

ℓ (f(θ, xt), yt) (204)

=
1

n

∑
(x,y)∈(X×Y)

n∑
t=1

1{x=xt,y=yt}ℓ(θ, x, y) (205)

=
∑

(x,y)∈(X×Y)

ℓ(θ, x, y)Pz(x, y) (206)

=

∫
ℓ(θ, x, y)dPz(x, y), (207)

which completes the proof.
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H Proof of Lemma 6
The proof follows from the following equalites:

G(P
(Q,λ)
Θ|Z , PZ)

=

∫ ∫
G(θ, PZ , Pz)dP

(Q,λ)
Θ|Z=z (θ) dPZ(z) (208)

=

∫ Å∫ Å∫
ℓ(θ, x, y)dPZ(x, y)

ã
dP

(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z)

−
∫ Å∫ Å∫

ℓ(θ, x, y)dPz(x, y)

ã
dP

(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z) (209)

=

∫ Å∫
ℓ(θ, x, y)dPZ(x, y)

ã
dP

(Q,λ)
Θ (θ)

−
∫ Å∫ Å∫

ℓ(θ, x, y)dPz(x, y)

ã
dP

(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z) (210)

=

∫ (∫
1

n

n∑
t=1

ℓ(f(θ, xt), yt)dPZ(z)

)
dP

(Q,λ)
Θ (θ)

−
∫ Å∫

L(z,θ)dP
(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z) (211)

=

∫ Å∫
L(z,θ)dPZ(z)

ã
dP

(Q,λ)
Θ (θ)

−
∫ Å∫

L(z,θ)dP
(Q,λ)
Θ|Z=z (θ)

ã
dPZ(z) (212)

=

∫ Å∫
L(z,θ)dP

(Q,λ)
Θ (θ)−

∫
L(z,θ)dP

(Q,λ)
Θ|Z=z(θ)

ã
dPZ(z) (213)

= λ
(
L
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
+ I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä)
. (214)

where equality in (209) follows from (32); the equality in (211) follows with
the function L in (6) and PZ ∈ △ (X × Y)

n being a product measure obtained
from PZ ; and equality in (214) follows from [7, Theorem 10.4]. This completes
the proof.
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