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Sébastien Imperiale, Jessica Manganotti, Philippe Moireau

Inria & Ecole Polytechnique, CNRS, Institut Polytechnique de Paris,
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Abstract. The goal of this work is to derive a reliable – stable and accurate – inverse

problem strategy for reconstructing cardiac output – blood flow entering the ascending

aorta – from pressure measurements at a distal site of the arterial tree, assumed here to

be the descending aorta. We assume that a reduced one-dimensional model of the aorta

can be linearized around its steady state, resulting in a wave system with absorbing

boundary condition at the outlet. Using this model, we attempt to reconstruct the

inlet flow from a pressure measurement at the distal outlet. First, we investigate the

observability of the problem and prove that the inversion of the input-output operator

for the flow and pressure in the space of time-periodic solutions is ill-posed of degree

one. We then develop a variational approach where we minimize the discrepancy

between measurements and a simulated state and penalize the error with respect to

a periodic state. It is shown that the penalty strategy is convergent and provides an

efficient solution for the minimization. Numerical results illustrate the robustness of

our approach to noise and the potential of our method to reconstruct inlet flow from

real pressure recordings during anesthesia.

1. Introduction

During general anesthesia, close monitoring of the patient’s hemodynamic state is

required to assure a positive surgery outcome [17]. Cardiac output and central aortic

pressure – located at the heart’s outlet (see Figure 1) – are two markers known to

provide important information about the cardiovascular system [7]. Their measurement

is achieved via invasive technique and the data can be very noisy. However, the recording

at the periphery is affected by lower noise levels and requires less invasive techniques.

For this reason, studies have been performed using available peripheral pressure

data to access the hemodynamic state at central sites. The most common strategy is

to use a transfer function (TF), usually based on an autoregressive exogenous model

[7, 17, 19, 29, 34]. This type of TF has been shown to be more efficient than the one

derived by standard Fourier techniques [13]. However, the TF method does not usually
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Figure 1. Qualitative representation of the cardiac output and central aortic pressure

curve and their location within the aortic vessel.

account for inter-subject hemodynamic variability [25] and it is not able to provide a

good prediction for some important pressure characteristics [13].

To overcome these limitations, we develop an inverse problem (IP) strategy based on

a reduced-order (RO) model of the circulation and, in particular, on a one-dimensional

(1D) model, since it is able to capture wave propagation effects [30, 32]. This RO model

is suitable for representing the larger arteries of the circulation [24, 36], a single vessel

[5, 22], or multiple interbranched vessels forming a network [12, 15]. Moreover, they can

be coupled with data assimilation techniques [10] to build personalized models and move

towards patient-specific simulations [1, 6, 20, 27]. The IP solution leads to the estimation

of the physical parameters of the problems reflecting the hemodynamic characteristics

of the patient [18, 23, 26] or to the reconstruction of physiological markers, such as fluid

velocity in [33].

In this work, we derive a variational IP strategy and apply it to a stable RO

model. For the latter, we rely on a stable formulation of a 1D model representing

the upper thoracic aorta [22]. Our data assimilation technique is able to estimate the

cardiac output as well as the pressure and blood flow at every location of the thoracic

aorta, using the distal pressure in the vessel. The introduction of a model provides

the opportunity to adapt the parameters to different clinical conditions and to take

advantage of the ability of 1D models to describe wave propagation. In this work, we

rely on a linearized formulation for blood flow propagation because we focus on the

mathematical analysis of the inverse problem and, in particular, prove an observability

result. We believe that such an analysis is a fundamental prerequisite for developing an

inversion strategy for the nonlinear blood flow model. However, despite linearizing the
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original nonlinear model [22] around a steady state, we are able to obtain good estimates

using synthetic noisy data and real clinical data registered in vivo during operations as

observations for the inverse problem.

In Section 2, we present the choice of configuration for the aortic model and its

mathematical and numerical non-linear formulation, as well as the linearization around

a reference vessel radius. Section 3 introduces the analysis of the forward problem

that leads to important properties such as the existence and uniqueness of a solution.

In Section 4 we focus on the inverse problem and we study the observability and we

introduce the optimal control approach. Finally, in Section 5, we provide a description

of the discretized optimization and we show the results obtained with both synthetic

and real in vivo observations.

2. Problem Settings

2.1. A non-linear hemodynamics model

The model used in this work derives from the non-linear 1D equations that describe the

blood flow in a generic arterial segment [14, 31]. Typically, for all t > 0 and s ∈ (0, L)

the blood flow Q(t, s) and the cross section A(t, s) are given by
∂tA+ ∂sQ = 0,

∂tQ+ αvp∂s
Q2

A
+

A

ϱ
∂sP (A) + kν

Q

A
= 0,

P (A) = Pext +Ψe(A) + Ψv(A),

(1)

where αvp is a coefficient for the velocity profile, ϱ the density of blood and kν a

dissipative parameter, while P (A) is the pressure inside the vessel, linked to cross-section

variations through Ψe and Ψv that are respectively the elastic and viscoelastic terms of

the tube law, and pext is the external pressure. The model employed in this paper is

described in [22], the formulation is based on an appropriate change of variables so that

the energy density of the system becomes quadratic with respect to the new unknowns

– φ and v – that represent respectively the square root of the kinetic energy density and

the square root of the potential elastic density energy, that are defined as

v := Ru;

φ := ϕ(R) :=


√

Ψ(πR2) R ≥ R0,

−
√

Ψ(πR2) 0 ≤ R < R0,

with Ψ(πR2) =
β

A0

[2
3
π

3
2R3 −

√
A0πR

2 +
1

3
A

3
2
0

]
,

where R =
√

A
π
is the radius of the vessel, u = Q

A
the blood velocity, β is a parameters

that is linked to the Young modulus of the vessel and A0 the initial cross-section of the
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arterial segment. The formulation reads, for all t ≥ 0 and s ∈ (0, L)
2∂tφ+ πξ(R)∂s(Rv) = 0,

πϱ∂tv +
πϱ

2

(
2
v

R
∂sv + v∂s

v

R

)
+ ϱkν

v

R2
+ πR∂s(ξ(R)φ) = 0,

(2)

where ξ(R) is a smooth function of R. At the inlet and outlet of the segment we use

the following boundary conditions,
πR ξ(R)φ =

πϱ

2

v2

R
− πRPtot, at s = 0,

πR ξ(R)φ = −πϱ

2

v2

R
+ πRPtot, at s = L,

(3)

with Ptot being the total pressure. Moreover, we have
πRv = νin, at s = 0,

Ptot = Rc(πRv) + Pc, at s = L,

CcṖc = πRv −R−1
perPc, at s = L,

(4)

where νin is the input blood flow, Pc the pressure at the outlet of the vessel and Rc, Rper

and Cc the outlet Windkessel parameters. In (2, 3, 4) the main unknowns are (v, φ, Pc)

whereas Ptot at s = 0 acts as a Lagrange multiplier for the constraint πRv = νin.

The problem is completed by periodic conditions in time, i.e., v(·, 0) = v(·, T ),
φ(·, 0) = φ(·, T ) and Pc(0) = Pc(T ) where T is a heart-beat period.

2.2. A linearized hemodynamics model

Our mathematical analysis is carried out on the linearized version of System (2) around

a reference area and zero blood flow, which corresponds to a linearization around φ = 0

and v = 0 – and this is a benefit of the formulation (2) proposed in [22]. The linearized

problem associated with the small perturbations (φ̂, v̂) is a system of standard 1D

dissipative wave equations. For all t > 0 and s ∈ (0, L)
2∂tφ̂+ π R0 ξ(R0)∂sv̂ = 0,

πϱ∂tv̂ + ϱkν
v̂

R2
0

+ π R0 ξ(R0)∂sφ̂ = 0,
(5)

where R0 = ϕ−1(0). The boundary conditions for (5) are deduced from (3) and (4) and

read, 
πR0v̂ = νin at s = 0,

ξ(R0)φ̂ = πRcR0v̂ + P̂c at s = L,

Cc
˙̂
P c = πR0v̂ −R−1

per P̂c at s = L.

(6)

To ease the presentation, we introduce a set of variables (a, v, P ) such that (5, 6) have

a simpler form. More precisely we set,

a(s, t) =
√
2 φ̂(αs, βt), v(s, t) =

√
πϱ v̂(αs, βt), P (t) = γP̂c(βt),
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and rewrite (5) in the domain (0, 1) = (0, L/α). Then, choosing α = L gives, for all

t > 0 and s ∈ (0, 1)
∂ta+

β

L

√
π R0 ξ(R0)√

2ϱ
∂sv = 0,

∂tv +
β kν
πR2

0

v +
β

L

√
π R0 ξ(R0)√

2ϱ
∂sa = 0.

(7)

and, for all t > 0

v(0, t) =

√
ϱ

R0

√
π
νin(β t) =: ν(t)

a(1, t) =

√
2π Rc R0

ξ(R0)
√
ϱ

v(1, t) +

√
2

γξ(R0)
P (t),

Ṗ (t) = βγ

√
πR0

Cc
√
ϱ
v(1, t)− βR−1

per

Cc

P (t).

(8)

In order to simplify the re-scaled equation we choose the parameter β such that

β

L

√
π R0 ξ(R0)√

2ϱ
= 1 ⇒ β =

L
√
2ϱ√

πR0ξ(R0)
,

and γ such that
√
2

γξ(R0)
= βγ

√
πR0

Cc
√
ϱ
⇒ γ2 =

Cc

L
,

for symmetry reasons. More precisely, the coupling terms of the second and third

equations of (8) are now identical hence simplifying the future energy balance.

2.3. Statement of the problem

Following the developments of the previous section we consider the following 1D wave

propagation problem: find a(s, t) and v(s, t) in (0, 1)× [0, T ] solution of{
∂ta(s, t) + ∂sv(s, t) = 0,

∂tv(s, t) + ∂sa(s, t) + k v(s, t) = 0,
(9)

where k accounts for dissipative effects. This system is completed with boundary

conditions that involves an input ν(t) at s = 0 as well as a new unknown P (t) ∈ R at

s = 1.

v(0, t) = ν(t),

{
a(1, t) = kr v(1, t) + cr P (t),

Ṗ (t) +RP (t)− cr v(1, t) = 0.
(10)

Above, kr and R account for dissipation while cr is a coupling coefficient. They satisfy

k > 0, kr > 0, R > 0, cr ̸= 0. (11)

To close the set of equations we consider periodic initial conditions

(a(0), v(0), P (0)) = (a(T ), v(T ), P (T )), (12)
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for some given time period T.

We can now define the inverse problem that is the main focus of this paper. Given

a noisy measurement of the output pressure P (t), t ∈ [0, T ], can we propose a stable

– with respect to the measurement noise – reconstruction of the input flow ν(t)?

3. The forward problem

3.1. Semigroup formalism

Let us first assume that the problem (9, 10) is completed with the initial conditions

(a(s,0), v(s,0), P (s,0)) = (a0(s), v0(s), P0(s)). (13)

Now, to write (9, 10, 13) in an abstract form, we first introduce the state space

Z = L2(0, 1)× L2(0, 1)×R,
that is an Hilbert space equipped with the scalar product: for all z = (a, v, P ) ∈ Z and

q = (b, w,Q) ∈ Z,

(z, q)Z = (v, w)L2(0,1) + (v, w)L2(0,1) + PQ.

We then define the operator (A,D(A)) by

A =

 0 −∂s 0

−∂s −k 0

0 crγr −R

 (14)

with γr the trace operator in s = 1 and

D(A) :=
{
(a, v, P ) ∈ H1(0, 1)× H1

ℓ(0, 1)×R | a(1) = krv(1) + crP
}
, (15)

where H1
ℓ(0, 1) = {w ∈ H1(0, 1) |w(0) = 0}.

Proposition 3.1 The operator (A,D(A)) is maximal dissipative.

Proof: Proofs of such result are rather classical, however the maximal property is sub-

ject to technicalities to invert a right hand side in Z. To this end, we propose a proof

based on T-coercivity [8] in Appendix A ■

We here recall that as A is maximal dissipative, it is the generator of C0-semigroup

of contraction Φ : R+ ∋ t 7→ etA ∈ L(Z), allowing to define solutions of{
ż = Az, in (0, T ),

z(0) = z0,
(16)

that corresponds to solutions of (9, 10, 13). If z0 ∈ D(A), then z ∈ C1([0, T ];Z) ∩
C0([0, T ];D(A)) defined by

z(t) = etAz0 (17)
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will be called a strict solution of the homogeneous problem. If z0 ∈ Z, then

z ∈ C0([0, T ];Z) defined by (17) will be called a mild solution of the homogeneous

problem.

In a second step, we need to characterize the adjoint operator of A that is well

defined since D(A) is dense in Z. Given the space

D(A∗) =

{
q ∈ Z

∣∣∣∣∣ sup
z∈D(A), z ̸=0

|(Az, q)Z |
∥z∥Z

< +∞
}
, (18)

the adjoint operator A∗ is the unique operator such that (Az, q)Z = (z, A∗q)Z , for all

z ∈ D(A) and all q ∈ D(A∗).

Lemma 3.2 We have

A∗ =

 0 ∂s 0

∂s −k 0

0 −crγr −R

 (19)

with

D(A∗) = {(b, w,Q) ∈ H1(0, 1)× H1
ℓ(0, 1)×R | b(1) = −krw(1) + crQ}

Proof: Choosing z = (a, v, P ) ∈ D(A) and q = (b, w,Q) ∈ [H1(0, 1)×H1(0, 1)×R], we
obtain, using (Appendix A), that (Az, q)Z = ((z, q)) + ⟨z, q⟩ with

((z, q)) = (b′, v)L2(0,1) + (w′, a)L2(0,1) − k(w, v)L2(0,1) −RPQ,

and, since z ∈ D(A),

⟨z, q⟩ = −b(1)v(1)− w(1)a(1) + w(0)a(0) + crv(1)Q

= −v(1)(b(1) + krw(1)− crQ)− crw(1)P + w(0)a(0).

Since ((·, q)) is obviously a continuous linear form on Z for all q ∈ [H1(0, 1)×H1(0, 1)×R],
the space D(A∗) should be chosen as an appropriate subspace such that ⟨·, q⟩ is also a

continuous linear form on Z. It can then be proven that this implies

w(0) = 0, b(1) = −krw(1) + crQ,

hence fixing D(A∗). Then we get that ⟨z, q⟩ = −crw(1)P which implies that for all

(z, q) ∈ Z ×D(A∗),

(z, A∗q)Z = ((z, q))− crw(1)P, (20)

which defines A∗ as expected. ■

Note that using the adjoint definition, we have that any mild solution z ∈ C0([0, T ];Z)

of the homogeneous problem (16) also belongs to C1([0, T ];D(A∗)′), see [35, Thm. 4.1.6].



Flow recovery from distal pressure measurement in linearized hemodynamics 8

3.2. Non-homogeneous problem

To deal with the non-homogeneous problem, that is the problem when considering ν

non-zero, we first need to introduce a lifting of ν. To do so, let us consider the solution

(aν , vν , Pν) ∈ H1(0, 1)× H1(0, 1)×R of

v′ν(s) = 0, s ∈ (0, 1)

a′ν(s) + kvν(s) = 0, s ∈ (0, 1)

aν(1) = krvν(1) + crPν ,

RPν = crvν(1),

vν(0) = ν.

(21)

namely 
aν(s) =

(
k(1− s) + kr +

cr
R

)
ν, s ∈ (0, 1)

vν(s) = ν, s ∈ (0, 1)

Pν =
cr
R
ν.

(22)

This allows to introduce the Dirichlet mapping

Dℓ :

∣∣∣∣∣ R → Z
ν 7→ z = (aν , vν , Pν) solution of (21).

(23)

In the spirit of [3], giving ν ∈ H1(0, T ), a solution z = (a, v, P ) of (9,10,13) can then be

defined from

z̃ = z −Dℓν, (24)

such that z̃ = (ã, ṽ, P̃ ) is solution of
∂tã(s, t) + ∂sṽ(s, t) = −∂taν(s, t), (s, t) ∈ (0, 1)× (0, T )

∂tṽ(s, t) + ∂sã(s, t) + k ṽ(s, t) = −∂tvν(s, t), (s, t) ∈ (0, 1)× (0, T )
˙̃P (t) +RP̃ (t)− cr ṽ(1, t) = −Ṗν(t), t ∈ (0, T )

with the boundary conditions and the initial conditions{
ṽ(0, t) = 0, t ∈ (0, T )

ã(1, t) = krṽ(1, t) + crP̃ (t), t ∈ (0, T )


ã(s, 0) = a0 − aν(0), s ∈ (0, 1)

ṽ(s, 0) = v0 − vν(0), s ∈ (0, 1)

P̃ (0) = P0 − Pν(0).

Namely, z̃ is solution of{
˙̃z = Az̃ +Dℓν̇(t), t ∈ (0, T ),

z̃(0) = z0 −Dℓν(0),
(25)

Following [3], we have used in (25) the following abuse of notation: the operator A is

in fact an extension of (A,D(A)) as an operator in D(A∗)′ with a dense domain that is

identified with Z, hence the two equations of (25) should be understood in D(A∗)′.

The standard semi-group theory can be used to show existence and uniqueness

result for (25). Namely, when z0 −Dℓν(0) ∈ Z (note that it suffices that z0 ∈ Z) and
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ν ∈ H2(0, T ), there exists one and only one solution z̃ ∈ C0([0, T ];Z)∩C1([0, T ];D(A∗)′)

obtained from the Duhamel formulae, namely for all t ∈ [0, T ],

z̃(t) = etAz̃0 +

∫ t

0

e(t−s)ADℓν̇(s) ds

= etAz0 − etADℓν(0) +
[
e(t−s)ADℓν(s)

]t
0
−
∫ t

0

e(t−s)AADℓν(s) ds

= etAz0 −Dℓν(t)−
∫ t

0

e(t−s)AADℓν(s) ds.

Therefore, when z0 ∈ Z and ν ∈ H2(0, T ), there exists a unique solution of (9, 10, 13),

it satisfies,

z = (a, v, P ) ∈ C0([0, T ];Z) ∩ C1([0, T ];D(A∗)′)

and is expressed by the Duhamel formulae

∀t ∈ [0, T ], z(t) = etAz0 −
∫ t

0

e(t−s)AADℓν(s) ds, (26)

hence is solution of the dynamics{
ż = Az +Bν, in (0, T )

z(0) = z0,
(27)

where B = −ADℓ ∈ L(R,D(A∗)′) should be understood in the following sense: for all

ν ∈ R and q = (b, w,Q) ∈ D(A∗)

−⟨Bν, q⟩D(A∗)′,D(A∗) = ⟨ADℓν, q⟩D(A∗)′,D(A∗)

= (Dℓν,A
∗q)Z

= (b′, vν)L2(0,1) + (w′, aν)L2(0,1) − k(w, vν)L2(0,1)

− crw(1)Pν −RPνQ

= b(1)vν(1)− b(0)vν(0) + w(1)aν(1)− w(0)aν(0)

− crw(1)Pν −RPνQ.

where, to obtain the last line, we have used integration by parts and (21). Using

again (21), this can be further simplified to get

⟨Bν, q⟩D(A∗)′,D(A∗) = b(0)ν,

giving additionally B∗ = (δ0, 0, 0) ∈ L(D(A∗),R) where δ0 is the trace operator in s = 0.

As B ∈ L(R,D(A∗)′), we can introduce the operator

Λ ∈ L(L2(0, T )), C0([0, T ];D(A∗)′))

defined by

(Λν)(t) = −
∫ t

0

e(t−s)ABν(s) ds. (28)

Proposition 3.3 The operator B is an admissible control operator for the semi-group

associated with A, that is to say,

Λ ∈ L(L2(0, T )), C0([0, T ];Z)). (29)
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Proof: Following [35, Theorem 4.4.3], we are going to prove that B∗ is an admissible

observation operator for Φ∗, the semigroup associated with A∗. Let us denote by

q0 ∈ D(A∗), and q ∈ C1([0, T ];Z) ∩ C0([0, T ];D(A∗)) the solution of q̇ = A∗q,

q(0) = q0. The adjoint operator A∗ is also maximal dissipative, hence q = (b, w,Q) ∈
C1([0, T ;Z)] ∩ C0([0, T ;D(A)∗)] is solution to

∂tb(s, t)− ∂sw(s, t) = 0, (s, t) ∈ (0, 1)× (0, T )

∂tw(s, t)− ∂sb(s, t) + k w(s, t) = 0, (s, t) ∈ (0, 1)× (0, T )

Q̇(t) +RQ(t) + crw(r, t) = 0, t ∈ (0, T )

(30)

with boundary conditions{
w(0, t) = 0, t ∈ (0, T )

b(1, t) = −krw(1, t) + crQ(t). t ∈ (0, T )
(31)

Let us introduce a multiplier m ∈ C1([0, 1]) to be specified later. We multiply the first

equation of (30) by m(s)w(s, t) and the second one by m(s)b(s, t). We integrate with

respect to time and space, after summation, we get

−1

2

∫ T

0

∫ 1

0

m∂s(b
2 + w2) ds dt = −

∫ T

0

∫ 1

0

m∂t(bw) ds dt

+

∫ T

0

∫ 1

0

mbw ds dt.

Using by parts integration and Young’s inequality we arrive at

−1

2

∫ T

0

[m(b2 + w2)]10 dt ≤ Fm(T ) + Fm(0) +

∫ T

0

Fm(t) + F|m′|(t) dt

where, for any smooth function n ∈ C0([0, 1]) (here n = m or n = |m′|),

Fn(t) =
1

2

∫ 1

0

n(s) (b2(s, t) + w2(s, t)) ds.

Now choosing m(s) = 1 − s and denoting F(t) the functional Fm(t) with m ≡ 1 we

obtain that

1

2

∫ T

0

b2(0, t) dt ≤ F(T ) + F(0) + 2

∫ T

0

F(t) dt.

Since one can easily shows by standard energy estimates that F(t) ≤ 1
2
∥q0∥2Z for all

t > 0, we finally obtain∫ T

0

b2(0, t) dt ≤ 2 (1 + T ) ∥q0∥2Z .

Moreover, since b(0, t) = B∗Φ∗(t)q0 we have shown that, for all T > 0, there exists a

constant cst(T ) such that

∀q0 ∈ D(A∗),

∫ T

0

|B∗Φ∗(t)q0|2 dt ≤ cst(T )∥q0∥2Z
ensuring that B∗ is an admissible control operator for Φ∗, hence B is an admissible

observation operator for Φ. ■
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We finally obtain the existence result for our problem (9, 10, 13) by the mean of the

abstract dynamics (27). When ν ∈ L2(0, T ), and z0 ∈ Z, we have from [35, Proposition

4.2.5] the existence of a solution

z = (a, v, P ) ∈ C0([0, T ];Z)

given by (26), i.e.,

∀t ∈ [0, T ], z(t) = etAz0 + (Λν)(t). (32)

When ν ∈ H1(0, T ), and z0 ∈ Z satisfies,

Az0 +Bν(0) ∈ Z,

then, the solution of (27) satisfies

z = (a, v, P ) ∈ C1([0, T ];Z). (33)

Corollary 3.4 When ν ∈ H1(0, T ), z0 = (a0, v0, P0) ∈ H1(0, 1)× H1(0, 1)× R and

v0(0) = ν(0), a0(1) = kr v0(1) + cr P0, (34)

then the unique solution of (27) satisfies

z = (a, v, P ) ∈ C1([0, T ];Z) ∩ C0([0, T ]; H1(0, 1)× H1(0, 1)×R),
and the boundary conditions

v(0, t) = ν(t), a(1, t) = kr v(1, t) + cr P (t).

This solution is called the strict solution of the non-homogeneous problem (27)

Proof: The first step is to apply [35, Proposition 4.2.10] to prove that the unique

solution of (27) belongs to C1([0, T ];Z). To do so, one should check that Az0 + Bν(0)

– a priori an element of D(A∗)′ – can be identified with an element of Z. We have, for

all q = (b, w,Q) ∈ D(A∗), using (20) and (28),

⟨Az0 +Bν(0), q⟩D(A∗)′,D(A∗) = (z0, A
∗q)Z + b(0)ν(0)

= ((z, q))− crw(1)P0 + b(0)ν(0).

Integrating by parts yields

⟨Az0 +Bν(0), q⟩D(A∗)′,D(A∗) = − (b, v′0)L2(0,1) − (w, a′0)L2(0,1) − k(w, v)L2(0,1)

+ b(1)v0(1)− b(0)v0(0) + w(1)a0(1)

−RPQ− crw(1)P0 + b(0)ν(0),

using now that b(1) = −krw(1) + crQ – since q ∈ D(A∗) – and (34), one can simplify

the equation above,

⟨Az0 +Bν(0), q⟩D(A∗)′,D(A∗) = −(b, v′0)L2(0,1) − (w, a′0)L2(0,1) − k(w, v)L2(0,1)

−RPQ+ crQv0(1).
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This shows that Az0+Bν(0) can be identified with an element of Z, hence the regularity

C1([0, T ];Z) of the solution. This last regularity property implies in particular that

Az+Bν can be identified with an element of C0([0, T ];Z), ż to be specific, and with the

same computations as before, but using a function q ∈ D(A∗) with (b, w) with compact

support and Q = 0,

⟨Az +Bν, q⟩D(A∗)′,D(A∗) = (ż, q)Z = (b, v̇)L2(0,1) + (w, ȧ)L2(0,1)

= −(b, v′)L2(0,1) − (w, a′)L2(0,1) − k(w, v)L2(0,1).

This equality implies that (9) are satisfied in a strong sense, hence (a, v) belong to

C0([0, T ]; H1(0, 1)× H1(0, 1)). Now, for any, q ∈ D(A∗) with Q = 0, we have

(ż, q)Z = ((z, q))− crw(1)P + b(0)ν(t).

Integration by part yields, after simplifications,

0 = −krw(1)v(1, t)− b(0)v(0, t) + w(1)a(1, t)− crw(1)P (t) + b(0)ν(t).

Choosing Q = 0 and w(1) = 0 we deduce that v(0, t) = ν(t). Then, choosing again

Q = 0 we deduce that a(1, t) = kr v(1, t) + cr P (t). ■

3.3. Periodic solutions

We now expect to prove an additional fundamental property for the homogeneous

problem (16), namely that the associated semigroup satisfies for all t ∈ [0, T ],

∥Φ(t)∥L(Z) < ρ < 1, which will later be used to prove the existence of periodic solutions

for our model (9, 10, 13) or equivalently for the abstract dynamic (27).

The energy functional. Let m ∈ C1([0, 1]) be a smooth function, We denote by E(t)
the energy of system (9), defined by

∀t > 0, E(t) := 1

2

∫ 1

0

(
a2(s, t) + v2(s, t)

)
ds+

1

2
P 2(t).

We have the so-called energy identity.

Lemma 3.5 Any strict solution z in the sense of Corollary 3.4 satisfies for all t ∈ [0, T ],

E(t) + k

∫ t

0

∫ 1

0

v2(s, τ) ds dτ +

∫ t

0

krv
2(1, τ) dτ +

∫ t

0

RP 2(τ) dτ

= E(0) +
∫ t

0

ν(τ)a(0, τ) dτ. (35)

Proof: We multiply the first equation of (9) by a(s, t) and the second one by v(s, t).

We integrate with respect to time and space, after summation, and integration by part
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we get

1

2

∫ 1

0

a2(s, t) + v2(s, t) ds+

∫ t

0

∫ 1

0

k v2(s, τ) ds dτ +

∫ t

0

v(1, τ)a(1, τ) dτ

=
1

2

∫ 1

0

a2(s, 0) + v2(s, 0) ds+

∫ t

0

v(0, τ)a(0, τ) dτ. (36)

Then, we multiply the second equation of (10) by P (t) and integrate with respect to

time to obtain

1

2
(P 2(t)− P 2(0)) +

∫ t

0

(RP 2(τ)− cr v(1, τ)P (τ)) dτ = 0. (37)

Substituting (37) in (36) gives (35). ■

Note that the previous lemma, justifies the classical energy balance of (16), namely,

we have, in absence of input source ν,

∀t > 0, E(t) ≤ E(0), (38)

consistent with the dissipative aspect of (A,D(A)). In fact we have an even stronger

property.

Theorem 3.6 Assume that ν = 0, then for every t0 > 0 there exists ϱ < 1 such that,

any mild solution z = (a, v, P ) ∈ C0([0, T ];Z) of (16) satisfies,

∀t ≥ t0 > 0, E(t) ≤ ϱ E(0). (39)

Proof: We first show that (39) is true for strict solutions in C1([0, T ];Z) ∩
C0([0, T ];D(A)). The result is then extended to mild solution by density arguments.

The proof of (39) for strict solutions is obtained by contradiction. If (39) does not hold

there exists a sequence of solutions {(an, vn, Pn)}n>0 such that the corresponding energy

functional En(t) satisfies for some t1 > 0,

En(0) = 1 and lim
n→+∞

En(t1) = 1. (40)

Note that the energy relation (35) holds since strict solutions of the homogeneous

problem are in particular strict solutions of the non-homogeneous problem with ν = 0.

Therefore, since En is a decaying function of time, we deduce that, thanks to the energy

relation (35), that for all τ ≤ t1,

lim
n→+∞

(∫ τ

0

∫ 1

0

v2n(s, t) ds dt+

∫ τ

0

v2n(1, t) dt+

∫ τ

0

P 2
n(t) dt

)
= 0. (41)

Moreover, using the boundary conditions (10), we also have, for all τ ≤ t1,

lim
n→+∞

∫ τ

0

a2n(1, t) dt = 0. (42)

Let us then rely on a multiplier strategy by multiplying the first equation of (9) by

s t v(s, t) and the second one by s t a(s, t) and integrating with respect to time and

space, we get after summation∫ τ

0

∫ 1

0

(
∂t(s t a v) + s t ∂s

v2

2
+ s t ∂s

a2

2
+ s (k t− 1) a v

)
ds dt = 0.
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Integrating by parts and rearranging terms shows that, for all strict solutions of (9) with

ν = 0 and all τ > 0,

1

2

∫ τ

0

∫ 1

0

t a2 ds dt =
1

2

∫ τ

0

(v2(1, t) + a2(1, t)) dt.

+

∫ 1

0

s τ a v (s, τ) ds+
1

2

∫ τ

0

∫ 1

0

(2 (k t− 1) s a v − t v2) ds dt. (43)

Thanks to (43) applied to our sequence of solutions {(an, vn, Pn)}n>0 and thanks to (41)

and (42) we deduce that, for all τ ≤ t1,

lim inf
n→+∞

∫ τ

0

∫ 1

0

t a2n ds dt = 0.

This implies that

lim inf
n→+∞

∫ t1

t1/2

∫ 1

0

a2n ds dt = 0,

hence, with (41) and (42),

lim inf
n→+∞

∫ t1

t1/2

En(t) dt = 0. (44)

However, limn→+∞ En(t1) = 1 and the decay property of the energy functional En(t),
implies that

lim inf
n→+∞

∫ t1

t1/2

En(t) dt ≥ lim inf
n→+∞

En(t1)
∫ t1

t1/2

dt =
t1
2
.

which contradicts (44) and ends the proof. ■

Existence and uniqueness of a periodic solution. We conclude this section by obtaining

that Φ satisfies, thanks to Theorem 3.6, for T > 0

∃ ρ < 1, ∀z0 ∈ Z, ∥eTAz0∥Z ≤ ρ∥z0∥Z . (45)

Then, considering the non-homogeneous dynamics (27), we recall the Duhamel formulae

that

z(T ) = eTAz(0) + (Λν)(T ),

such that seeking a T -periodic solution imposes

(Id− eTA)z(0) = (Λν)(T ).

Using the strict contraction property (45), we have that (Id− eTA) is invertible with a

bounded inverse giving by the Neumann series

∀z ∈ Z, (Id− eTA)−1z =
∑
k≥0

ekTAz.
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Therefore, giving ν ∈ L2(0, T ), there exists one and only one T -periodic solution of (27)

z ∈ C0([0, T ];Z) ∩ C1([0, T ];D(A∗)′), z(0) = z(T ),

given for t ∈ [0, T ] by

z(t) = etA(Id− eTA)−1(Λν)(T ) + (Λν)(t). (46)

This solution is called the mild periodic solution of (27) When ν is smoother one can

show that solutions are also smooth. To state this results we introduce the space

H1
♯ (0, T ) :=

{
u ∈ H1(0, T ) | u(T ) = u(0)

}
.

Theorem 3.7 For T > 0 given, assume that ν ∈ H1
♯ (0, T ), then the unique T -periodic

solution of (27) satisfies

z = (a, v, P ) ∈ C1([0, T ];Z) ∩ C0([0, T ]; H1(0, 1)× H1(0, 1)×R),
and the boundary conditions

v(0, t) = ν(t), a(1, t) = kr v(1, t) + cr P (t). (47)

Such solution is called a strict periodic solution of (27).

Proof: It suffices to show that z(0) satisfies Az(0) +Bν(0) ∈ Z where z(0) is given by

Az(0) = −A(Id− eTA)−1(Λν)(T ) = −(Id− eTA)−1A(Λν)(T ).

One can show, using the periodicity of ν, that

(Λν)(T ) =

∫ T

0

e(T−s)AADℓν(s) ds

= −
∫ T

0

e(T−s)ADℓν̇(s) ds+
[
e(T−s)ADℓν(T )

]T
0
,

= −
∫ T

0

e(T−s)ADℓν̇(s) ds+ (Id− eTA)Dℓν(0).

The computations above are valid in D(A∗)′. Moreover, in the final inequality, each

terms belongs to Z. Therefore, We can apply the operator A – seen as an operator from

Z to D(A∗)′ – to get

A(Λν)(T ) = −
∫ T

0

e(T−s)AADℓν̇(s) ds+ (Id− eTA)ADℓν(0)

= (Λν̇)(T ) + (Id− eTA)Bν(0).

We have shown that

Az(0) +Bν(0) = −(Id− eTA)−1(Λν̇)(T ).

Thanks to the admissibility of B, the operator Λ is continuous from L2(0, T ) to

C0([0, T ];Z). Therefore, the last term in the previous identity is in fact an element

of Z. ■
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4. The inverse problem

4.1. The input-output operator

The observed quantity is the output pressure P . We therefore introduce the bounded

observation operator C ∈ L(Z,R).

C :

∣∣∣∣∣ Z → R

(a, v, P ) 7→ P

and the input-output linear operator

ΨT :

∣∣∣∣∣ L
2(0, T ) → L2(0, T )

ν 7→
[
(0, T ) ∋ t 7→ Cz|ν(t) ∈ R

]
where z|ν is solution of{

ż|ν = Az|ν +Bν, in (0, T )

z|ν(0) = z|ν(T )
(48)

Our objective is then to invert ΨT which, from (46), is explicitly given by

(ΨTν)(t) = CetA(Id− eTA)−1(Λν)(T ) + C(Λν)(t).

As we prove that B is admissible, (29) and the fact that (Id−eAT )−1 is bounded implies

that ΨT ∈ L(L2(0, T )).

4.2. Observability

We must now quantify what can be reconstructed from the measurements through

stability estimates similar to observability inequality in control theory. This will be done

with two similar results where the source term is controlled by the output pressure, with

two choices of norms.

Theorem 4.1 There exists a constant cst such that the strict periodic solution of (27)

satisfies ∫ T

0

|ν(t)|2 dt ≤ cst

∫ T

0

(
|P (t)|2 + |Ṗ (t)|2

)
dt.

Proof: By multiplying the first equation of (9) by eαsv(s, t) and the second one by

eαsa(s, t) and integrating with respect to time and space, after summation, we get∫ T

0

∫ 1

0

(
∂t(e

αs a v) + eαs ∂s
v2

2
+ eαs ∂s

a2

2
+ keαs a v

)
ds dt = 0.

Integrating by parts, using the periodicity, and rearranging terms gives

1

2

∫ T

0

(v2(0, t) + a2(0, t)) dt− 1

2

∫ T

0

(v2(1, t) + a2(1, t))eα dt

=
1

2

∫ T

0

∫ 1

0

eαs(2k a v − αv2 − αa2) ds dτ. (49)
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We remark that the right hand side of the equation above is negative if α = k, so that,

using the boundary condition v(0, t) = ν(t), we can write

1

2

∫ T

0

ν2(t) dt ≤ ek

2

∫ T

0

(v2(1, t) + a2(1, t)) dt.

Moreover, using (47) and the equations satisfied by P , we get that there exists a constant

cst such that

1

2

∫ T

0

ν2(t) dt

≤ cste
k

∫ T

0

[( 1

c2r
+

k2
r

c2r

)
(Ṗ +RP )2 + c2rP

2 + 2krP (Ṗ +RP )
]
dt,

hence, applying the Young inequality, we obtain that there exists another constant cst
such that

1

2

∫ T

0

|ν(t)|2 dt ≤ cst

∫ T

0

(|Ṗ (t)|2 + |P (t)|2) dt.

■

In fact, Theorem 4.1 can be completed with a similar observability inequality but

in a weaker norm. In order to state the second result, we need to introduce the following

notation for the time average of functions: for every f ∈ L2(0, T ), we define

⟨f⟩
T
:=

1

T

∫ T

0

f(t) dt.

We also need the following decomposition Lemma.

Lemma 4.2 For every f ∈ L2(0, T ) there exists a unique g = IT (f) ∈ H1
♯ (0, T ) denoted

such that

f = ġ + ⟨f⟩
T

and ⟨g⟩
T
= 0. (50)

Moreover, there exists a constant cst such that, for any f ∈ L2(0, T ),

∥IT (f)∥L2(0,T ) ≤ cst ∥f∥L2(0,T ) . (51)

Proof: To prove the existence, observe that the function g(t) defined by

g(t) = g(0) +

∫ t

0

f(τ) dτ − t ⟨f⟩
T
, (52)

satisfies (50) as soon as

g(0) = −
〈∫ t

0

f(τ) dτ

〉
T

+ ⟨t⟩
T
⟨f⟩

T
. (53)

Since the decomposition is linear, uniqueness is proven by showing that f = 0 implies

g = 0. When f = 0 we obtain ∂tg = 0 from (52) and since ⟨g⟩ = 0 we indeed obtain

g = 0. The estimates (51) is a simple consequence of the explicit formulae (52) and (53).

■
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For smoother periodic functions an interpolation result can be obtained.

Theorem 4.3 Every f ∈ H1
♯ (0, T ) satisfies

∥f − ⟨f⟩
T
∥2L2(0,T ) ≤

∥∥∥ḟ∥∥∥
L2(0,T )

∥IT (f)∥L2(0,T ) .

Proof: Let f ∈ H1
♯ (0, T ) and denote f̄ = f − ⟨f⟩

T
. We have∫ T

0

|f̄(t)|2 dt =

∣∣∣∣∣∣
∫ T

0

f̄(t)
( d

dt
(IT (f̄))(t) +

〈
f̄
〉
T︸︷︷︸

0

)
dt

∣∣∣∣∣∣
=

∣∣∣∣[IT (f̄)(t)f̄(t)]T
0
−
∫ T

0

˙̄f(t)IT (f̄)(t) dt
∣∣∣∣

≤
∥∥∥ ˙̄f∥∥∥

L2(0,T )

∥∥IT (f̄)∥∥L2(0,T )

≤
∥∥∥ḟ∥∥∥

L2(0,T )
∥IT (f)∥L2(0,T ) .

■

Theorem 4.4 There exists a constant cst such that, for any ν ∈ L2(0, T ), the mild

periodic solution of (27) satisfies

⟨ν⟩2
T
+

∫ T

0

|IT (ν)(t)|2 dt ≤ cst

∫ T

0

|P (t)|2 dt. (54)

Proof: We denote by z̃ = (ã, ṽ, P̃ ) the strict periodic solution associated with the

source term IT (ν) ∈ H1
♯ (0, T ) as well as z̄ = (ā, v̄, P̄ ) the strict periodic solution of

associated with the constant source term ⟨ν⟩
T
. Applying Theorem 4.1 for each solution

z̃ and z̄ we have

⟨ν⟩2
T
+

∫ T

0

|IT (ν)(t)|2 dt ≤ cst

∫ T

0

(
|P̃ |2 + | ˙̃P |2 + 1

T
|P̄ |2 + 1

T
| ˙̄P |2

)
dt.

It remains to estimate the right hand side of the previous equation with the norm of P .

This can be done using the linearity of the problem,

ν =
d

dt
IT (ν) + ⟨ν⟩

T
⇒ z = ˙̃z + z̄ ⇒ P = ˙̃P + P̄ . (55)

This last equation implies P̄ (t) = ⟨P ⟩
T
hence ˙̄P = 0. The function IT (ν) having zero

average one can easily show that this is also the case for P̃ . And therefore by Poincaré-

Wirtinger inequality,∫ T

0

|P̃ |2 dt ≤ c2pw

∫ T

0

| ˙̃P |2 dt

⇒ ⟨ν⟩2
T
+

∫ T

0

|IT (ν)(t)|2 dt ≤ cst (1 + c2pw)

∫ T

0

| ˙̃P |2 dt+ cst ⟨P ⟩2
T
.
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Estimate (54) can then be deduced from (55) using standard techniques.

■

As a first direct consequence of Theorem 4.4 and the linearity of ΨT , we have that

ΨT ∈ L(L2(0, T )) is injective. Indeed (54) is nothing but

⟨ν⟩2
T
+

∫ T

0

|IT (ν)(t)|2 dt ≤ cst ∥ΨTν∥2L2(0,T ). (56)

4.3. Least-square approach

We now introduce yδ which takes into account the observation corresponding to an

unknown noisy solution of System (48). From the previous analysis, we may now decide

to invert ΨT to find the unknown solution using a least squares minimization including

a generalized Tikhonov regularization [11, 28] of the form

min
ν∈H1

♯ (0,T )

{
Jκ(ν) =

1

2

∫ T

0

[
|yδ(t)− Cz|ν(t)|2 + κ(|ν̇(t)|2 + |ν|2)

]
dt

}
, (57)

with κ > 0 and where z|ν is constrained to be solution of (48). For further computations

it is useful to rewrite the functional Jκ : H1
♯ (0, T ) 7→ R, as follows,

Jκ(ν) =
κ

2
∥ν∥2H1(0,T ) +

1

2
∥yδ −ΨTν∥2L2(0,T ) , (58)

which shows – since ΨT ∈ L(L2(0, T )) is continuous – that Jκ is continuous and

quadratic.

Theorem 4.5 For all κ > 0, Jκ is strongly convex, hence admits one unique minimiser

ν̄ ∈ H1
♯ (0, T ).

Proof: The functionnal Jκ is differentiable in the sense of Fréchet with

Jκ(ν2)− Jκ(ν1) = ⟨DJκ(ν1), ν2 − ν1⟩+ σ(ν2 − ν1, ν2 − ν1)

where, here, ⟨·, ·⟩ stands for the duality product in H1
♯ (0, T ) and where

DJκ ∈ L(H1
♯ (0, T ),H

1
♯ (0, T )

′)

is the Fréchet derivative and σ is a continuous bilinear form in H1
♯ (0, T ) × H1

♯ (0, T )

given by

σ(ν, µ) = (ΨTν,ΨTµ)L2(0,T ) + κ(ν, µ)H1(0,T ).

As σ is coercive in H1
♯ (0, T ), we deduce that Jκ is a strongly convex function, hence

the existence of one unique minimizer. ■
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Remark 4.6 The previous results holds even if we replace the H1-norm by the semi

norm ∥ν̇∥L2(0,T ). Indeed in this case, from (56), we know that there exists a constant cst
such that

σ(ν, ν) ≥ cst

(
⟨ν⟩2

T
+ ∥ν̇∥2L2(0,T )

)
From Poincaré-Wirtinger inequality, σ is coercive in H1

♯ (0, T ). Therefore, it will be

possible to consider the penalty κ ∥ν̇∥2L2(0,T ) + κ′ ∥ν∥2L2(0,T ) with a vanishing second

contribution κ′ → 0. This will penalize large variations of ν without penalizing too

much large values of ν.

We are now able to prove the convergence of our least-square methods when seeking

to recover a regular enough input flow from noisy measurement.

Theorem 4.7 Given a regular target input flow ν̌ ∈ H1(0, T ) such that ∥ν̌∥H1(0,T ) ≤ M

and some observations yδ ∈ L2(0, T ) such that ∥yδ −ΨT ν̌∥L2(0,T ) ≤ δ ∥ΨT ν̌∥L2(0,T ),

then by choosing κ = δ2N2M−2, where N = ∥ΨT ν̌∥L2(0,T ), there exists a constant cst
independent of M , N and δ such that

∥ν̌ − ν̄∥L2(0,T ) ≤ cst(
√
M +

√
δ)
√
Nδ, (59)

where ν̄ = argminνJκ is the estimated input flow in H1
♯ (0, T ).

Proof: On the one hand, the error system z̃ = z|ν̌ − z|ν̄ is solution of{
˙̃z = Az̃ +B(ν̌ − ν̄), t > 0

z̃(0) = z̃(T )

hence, using Theorem 4.4, there exists a constant cst such that

| ⟨ν̌⟩
T
− ⟨ν̄⟩

T
|2 +

∫ T

0

|IT (ν̌ − ν̄)(t)|2 dt ≤ cst

∫ T

0

|P̌ (t)− P̄ (t)|2 dt.

On the other hand, Theorem 4.3 gives that

∥ν̌ − ν̄∥L2(0,T ) ≤
∥∥ ˙̌ν − ˙̄ν

∥∥ 1
2

L2(0,T )
∥IT (ν̌ − ν̄)∥

1
2

L2(0,T ) + | ⟨ν̌⟩
T
− ⟨ν̄⟩

T
|.

Combining these two inequality, we obtain that there exists a constant cst such that

∥ν̌ − ν̄∥2L2(0,T ) ≤ cst

(∥∥ ˙̌ν∥∥
L2(0,T )

+ ∥ ˙̄ν∥L2(0,T )

)(∫ T

0

|P̌ (t)− P̄ (t)|2 dt
) 1

2

+cst

∫ T

0

|P̌ (t)− P̄ (t)|2 dt.

Moreover, we have that

∥ ˙̄ν∥2L2(0,T ) ≤
2

κ
Jκ(ν̄) ≤

2

κ
Jκ(ν̌) ≤ M2 +

δ2 ∥y̌∥2L2(0,T )

κ
= M2 +

δ2N2

κ
,

leading when κ = δ2N2M−2 to∥∥ ˙̌ν∥∥
L2(0,T )

+ ∥ ˙̄ν∥L2(0,T ) ≤ (1 +
√
2)M.
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Likewise, since P̌ (t) = ΨT ν̌ and P̄ (t) = ΨT ν̄, we have that∫ T

0

|P̌ − P̄ |2 dt ≤ 2

∫ T

0

|ΨT ν̌ − yδ|2 dt+ 2

∫ T

0

|Ψtν̄ − yδ|2 dt
≤ 2δ2N2 + 4Jκ(ν̄) ≤ 2δ2N2 + 4Jκ(ν̌) ≤ 4δ2N2 + 2κM,

leading when κ = δ2N2M−2 to∥∥P̌ (t)− P̄ (t)
∥∥
L2(0,T )

≤
√
6δN.

This ultimately gives a constant cst independent of M , N and δ such that

∥ν̌ − ν̄∥2L2(0,T ) ≤ cst(M +N)Nδ,

and concludes the proof. ■

4.4. Penalization of the periodicity constraint

Minimizing (58) is made difficult by the dynamics constraint with an additional

periodicity constraint since (58) could also be understood as the minimization of a

functional Jκ : Z × H1
♯ (0, T ) 7→ R given by

Jκ(ζ, ν) =
1

2

∫ T

0

[
|yδ(t)− Cz|ζ,ν(t)|2 + κ(|ν̇(t)|2 + |ν|2)

]
dt, (60)

over the convex set

K =
{
(ζ, ν) ∈ Z × H1

♯ (0, T )
∣∣∣ z|ζ,ν(T ) = z|ζ,ν(0)

}
(61)

with z|ζ,ν solution of the dynamics{
ż|ζ,ν = Az|ζ,ν +Bν, t ∈ [0, T ]

z|ζ,ν(0) = ζ
(62)

or equivalently, z|ζ,ν ∈ C0([0, T ];Z) satisfying

z|ζ,ν(t) = etAζ + (Λν)(t).

In order to practically minimize the functional (60), we can therefore rely on a penalized

approach with the minimization of Jκ,ϵ : Z × H1
♯ (0, T ) 7→ R given by

Jκ,ϵ(ζ, ν) = ϵ−1
∥∥z|ζ,ν(T )− z|ζ,ν(0)

∥∥2
Z

+
1

2

∫ T

0

[
|yδ(t)− Cz|ζ,ν(t)|2 + κ(|ν̇(t)|2 + |ν|2)

]
dt, (63)

over its domain of definition. To simplify further computations we introduce the

bounded operator

♭ΨT :

∣∣∣∣∣ Z × L2(0, T ) → L2(0, T )

(ζ, ν) 7→ Cz|ζ,ν .
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and rewrite the functional Jκ,ϵ as

Jκ,ϵ(ζ, ν) = ϵ−1
∥∥(Id− eTA)ζ + (Λν)(T )

∥∥2
Z

+
κ

2
∥ν∥2H1(0,T ) +

1

2

∥∥∥∥∥yδ − ♭ΨT

(
ζ

ν

)∥∥∥∥∥
2

L2(0,T )

. (64)

The following result is proved in Appendix B.

Theorem 4.8 For all κ > 0, there exists a unique minimiser ξ̄ = (ζ̄ , ν̄) ∈ Z ×H1
♯ (0, T )

of the strongly-convex functional Jκ,ϵ.

We now consider a sequence (ϵn)n∈N strictly decreasing and converging to 0, leading

to the sequence of optimisers

Z × H1
♯ (0, T ) ∋ ξ̄n = (ζ̄n, ν̄n) = argmin

(ζ,ν)
Jκ,ϵn(ζ, ν).

Finally, we provide in Appendix B, the proof of the following result of convergence for

the minimizers sequence hence justifying our penalization strategy.

Theorem 4.9 The sequence (ζ̄n, ν̄n)n∈N minimizer of Jκ,ϵn converges to the minimizer

(ζ̄ , ν̄) of Jκ over K for the norm in Z × H1
♯ (0, T ), and we have

lim
n∈N

Jκ,ϵn(ζ̄n, ν̄n) = Jκ(ζ̄ , ν̄).

4.5. An optimal control approach

We are now in position to write the optimality system associated to each penalized

criterion Jκ,ϵ and the limit system associated with Jκ. Let us now introduce for all

z ∈ L2((0, T );Z) and yδ ∈ L2(0, T ) the adjoint dynamics [2]{
q̇ϵ + A∗qϵ = −γC∗(yδ − Cz), in (0, T )

qϵ(T ) = −ϵ−1(z(T )− z(0))
(65)

which is also well posed as it is considered backward in time with the semi-group

generator −A∗. Namely, we have q ∈ C0[0, T ],Z given by the Duhamel formula

qϵ(t) = ϵ−1e(T−t)A∗
(z(0)− z(T )) + γ

∫ T

t

e(s−t)A∗
C∗(yδ(s)− Cz(s)) ds.

The adjoint variable allows to easily compute the Fréchet derivatives with respect to ζ

and ν. We find for a given (ζ, ν) ∈ Z × H1
♯ (0, T )

∀η ∈ Z, ⟨DζJκ,ϵ(ζ, ν), η⟩ = ϵ−1(ζ − z|ζ,ν(T ), η) + (qϵ|ζ,ν(0), η)Z , (66)

and

∀µ ∈ H1
♯ (0, T ),

⟨DνJκ,ϵ(ζ, ν), µ⟩ = κ(ν, µ)H1(0,T ) −
∫ T

0

(qϵ|ζ,ν(t), Bµ(t))Z dt, (67)
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where qϵ|ζ,ν is the adjoint variable associated with z|ζ,ν . We obtain the Euler equation

associated with the minimization

∀(η, µ) ∈ Z × H1
♯ (0, T ), ϵ−1(ζ̄ϵ − z̄ϵ(T ), η)Z

− (q̄ϵ(0), η)Z + κ(ν̄ϵ, µ)H1(0,T ) −
∫ T

0

(q̄ϵ(t), Bµ(t))Z dt = 0, (68)

where q̄ϵ is the adjoint variable associated with the optimal trajectory z̄ϵ = z|ζ̄ϵ,ν̄ϵ and the

available measurements yδ. We then introduce ∆♯ the laplacian in time with periodic

boundary condition. From Lax-Millgram theorem Id−∆♯ is invertible from L2(0, T ) to

H1
♯ (0, T ). This leads to the so-called two-ends problem defining the optimal dynamics

of the estimator
˙̄zϵ = Az̄ϵ + κ−1B(Id−∆♯)

−1B∗q̄ϵ, in (0, T )
˙̄qϵ + A∗q̄ϵ = −C∗(yδ − Cz̄ϵ), in (0, T )

z̄ϵ(0) = ϵq̄ϵ(0) + z̄ϵ(T )

q̄ϵ(T ) = q̄ϵ(0)

(69)

We point out that as (Id+∆♯)
−1 is a non-local term with respect to time. Finally from

(68) and from ζ̄ϵ converging to ζ̄ when ϵ goes to 0 that the optimality system naturally

becomes at the limit
˙̄z = Az̄ + κ−1B(Id−∆♯)

−1B∗q̄, in (0, T )
˙̄q + A∗q̄ = −C∗(yδ − Cz̄), in (0, T )

z̄(0) = z̄(T )

q̄(T ) = q̄(0)

(70)

5. Numerical methods

Based on the preceding analysis, we propose an adapted numerical reconstruction

strategy based on the following principle: Discretization of the forward problem and

control-based formulation of the inverse problem redeveloped at the discrete level. As it

is well known that the interaction between control and discretization can be complicated

[38], the proposed strategy will ensure that our method is numerically well suited.

5.1. Model discretization

Concerning the spatial discretization, we rely on a finite element discretization based on

the variational formulation associated with problem (9, 10, 13). For any test function

in q = (b, w,Q) ∈ D(A) we obtain from (9, 10) that the strict solution z = (a, v, P )

satisfies at each time t,

(ȧ, b)L2(0,1) + (v′, b)L2(0,1) + (v̇, w)L2(0,1) + (a′, w)L2(0,1)

+ k (v, w)L2(0,1) + (Ṗ +RP − cr v(1, ·))Q = 0.

The second term is integrated by parts and boundary terms are substituted either using

the property that q ∈ D(A) or the boundary condition v(0, ·) = ν.

(ȧ, b)L2(0,1) + (v̇, w)L2(0,1) + ṖQ
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+ (a′, w)L2(0,1) − (v, b′)L2(0,1) + k (v, w)L2(0,1)

+RPQ+ krv(1, ·)w(1) = b(0)ν.

Then the formulation above is discretized using a conforming approach. A finite-

dimensional space Vh ⊂ D(A) is constructed using a space-grid 0 ≤ xi = ih ≤ 1

with h = N−1
x , 0 ≤ i ≤ Nx and Lagrangian finite element of order k = 1,

Vh =
{
(ah, vh, Ph) ∈ H1(0, 1)× H1

ℓ(0, 1)×R,∣∣∣ ah(1) = krvh(1) + crPh, ah|[xi,xi+1] ∈ Pk, vh|[xi,xi+1] ∈ Pk

}
. (71)

The space Vh is equipped with the scalar product (·, ·)h that is an approximation of

the the scalar product in Z using the trapezoidal quadrature formula. We introduce

the operator Ah ∈ L(Vh) such that for all functions zh = (ah, vh, Ph) ∈ Vh and

qh = (bh, wh, Qh) ∈ Vh

(Ahzh, qh)h = (vh, b
′
h)L2(0,1) − (a′h, wh)L2(0,1)

−k(vh, wh)L2(0,1) − krvh(1)wh(1)−RPQ, (72)

as well as the operator Bh ∈ L(R,Vh) defined by

(Bhν, qh)h = bh(0)ν.

The semi-discrete problem is then equivalent to

żh = Ahz +Bhν. (73)

For the time-discretization, we use a regular time-grid 0 ≤ tn = nτ ≤ T with τ = N−1
T T ,

0 ≤ n ≤ NT . We choose a backward-Euler approach for three reasons. First, the

scheme is unconditionally stable. Second, the additional numerical dissipation has a

strong effects on spurious high frequency components of the solutions that otherwise

could have compromised the reconstruction (see for instance the review [38]).

After time discretization, (73) is replaced by

zn+1
h − znh

τ
= Ahz

n+1 +Bhν
n+1. (74)

that can be rewritten

zn+1
h = Φh,τz

n +Bh,τν
n+1

with Φh,τ = (Id− τAh)
−1 and Bh,τ = τ(Id− τAh)

−1Bh. Since {νn} is an approximation

of a periodic function we impose

νNT = ν0.

5.2. Optimization based on generalized inverse computation

We first emphasize that we assume that the measurements are compatible with the

chosen time discretization, i.e., we have (ynδ )0≤n≤N . Note that if the time step of the

model is smaller than the time samples of the measurements, it is always possible to

re-sample by interpolation up to additional measurement errors with controlled effect
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[9]. Our goal is to minimize the discrete counterpart of the penalized criterion Jκ,ϵ

introduced in (63). We define the functional J NT
κ,ϵ in the finite dimensional space

Vh ×RNT as.

J NT
κ,ϵ (ζh, νh) = ϵ−1

∥∥∥zNT

h|ζ,ν − z0h|ζ,ν

∥∥∥2
Z

+
τ

2

NT−1∑
n=0

[
|ynδ − Cznh|ζ,ν |2 + κ

(
|νn|2 +

∣∣∣νn+1 − νn

τ

∣∣∣2)],(75)
subject to{

zn+1
h|ζ,ν = Φh,τz

n
h|ζ,ν +Bh,τν

n+1, 0 ≤ n ≤ NT − 1

z0h|ζ,ν = ζh.
(76)

The minimization of such function leads to a discretization of the optimality

system (69), see Appendix C for detail computation.

Minimization of J NT
κ,ϵ (ζh, νh) can be performed by inverting the underlying linear

system associated with the Euler equation of this quadratic problem. This task is made

possible here because our initial problem is one-dimensional in space and therefore has

a limited number of degrees of freedom after space and time discretization. Developing

the solution of (73) using a discrete Duhamel formula

znh|ζ,ν = Φn
h,τζh +

n∑
k=1

Φn−k
h,τ Bh,τν

k,

the minimization is unconstrained by making the initial condition dependency explicit,

namely

J NT
κ,ϵ (ζh, (νn)n∈[1,NT ]) = ϵ−1

∥∥∥(ΦNT
h,τ − Id)ζh +

NT∑
n=1

ΦNT−n
h,τ Bh,τν

n
∥∥∥2
Z

+
τ

2

NT−1∑
n=0

[∣∣∣ynδ − CΦn
h,τζh +

n∑
k=1

CΦn−k
h,τ Bh,τν

k
∣∣∣2

+
κ

2

(
|νn|2 +

∣∣∣νn+1 − νn

τ

∣∣∣2)]. (77)

In (75) and (77), we have that ν0 = νNT , such that νNT becomes a non independent

variable. Introducing

X =


ζh
ν0

...

νNT−1

 ∈ Vh ×RNT and Y =

 y0δ
...

yNT−1
δ


we rewrite

J NT
κ,ϵ (X) =

ϵ−1

2
∥Ψ♯X∥2Z +

1

2
∥Y −ΨCX −ΨBX∥2

R
NT

+
κ

2

(
X,

(
0 0

0 K♯

)
X

)
R

NT

,



Flow recovery from distal pressure measurement in linearized hemodynamics 26

where

Ψ♯ =
(

(ΦNT
h,τ − Id) ΦNT−1

h,τ Bh,τ · · · Bh,τ

)
∈ L(Vh ×RNT ),

while

ΨC =

 Ch

...

ChΦ
NT−1
h,τ

 ∈ L(Vh),

and

ΨB =

 ChBh,τ 0
...

. . . 0

ChΦ
NT−1
h,τ Bh,τ · · · ChBh,τ

 ∈ L(RNT ).

Therefore, minimizing J NT
κ,ϵ can be performed by solving[

ϵ−1Ψ∗
♯Ψ♯ + τ

(
Ψ∗

CΨC Ψ∗
CΨB

Ψ∗
BΨC Ψ∗

BΨB + κK♯

)]
X = τ

(
ΨC ΨB

)∗
Y, (78)

to the prize of being able to store the necessary dense matrices.

It should be noted that this system is solved with a direct solver in the cases

presented below. This is possible due to the limited number of degrees of freedom in the

time and space discretization, which is here of the order 103. For problems with a larger

number of degrees of freedom, a gradient descent approach should be used instead, see

Appendix C.

5.3. Numerical results

To illustrate our method, we propose to apply the resulting algorithm to the test case

shown in Figure 2, which corresponds to the third benchmark case presented in [4].

It consists of a one-dimensional cylindrical vessel with a homogeneous circular cross-

section representing the upper thoracic aorta, with a given blood flow as inlet and a

three-element Windkessel model as outlet boundary condition. The model parameters

were taken from [37] and are reproduced in Table 1. Our objective is to estimate the

inlet blood flow using some distal pressure measurements (Pobs). We present in Section

5.4 the results obtained with synthetic observations for different amounts of artificial

noise added to the measurements. Finally in Section 5.5, we exploit this configuration

to invert real in vivo recording of aortic pressure.

5.4. Synthetic results

We perform the forward problem giving an inlet blood flow as input and obtain the

state along the vessel. Then, we use the output distal pressure as observation for the

inverse problem in order to estimate the inlet flow. The ”physical” parameters of the

model are the same as in the direct simulation.
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Figure 2. Configuration of the model including a cylindrical homogeneous vessel

representing the upper thoracic aorta and a three-elements Windkessel that takes into

account the resistive and compliant behavior of the distal vessels. The inlet blood flow

is the input for the forward model.

Table 1. Model parameters of the upper thoracic aorta (Readapted from [37]).

Property Value

Length, L 24.137 cm

Radius at diastolic pressure, R0 1.2 cm

Initial flow velocity, u(s, 0) 0m s−1

Initial pressure, P (s, 0) 0Pa

Wall thickness, h0 1.2mm

Blood density, ρ 1060Kg m−3

Friction parameter, Kr 276.46mPa s

Velocity profile, αvp 1

Young’s modulus, E 400.0 kPa

Diastolic pressure, PD 9.46 kPa

External pressure, Pext 0Pa

Windkessel resistance, Rc 1.1752 · 107 Pa s m−3

Windkessel compliance, Cc 1.0163 · 10−8 m3 Pa−1

Windkessel resistance, Rper 1.1167 · 108 Pa s m−3

Noise and regularization In order to observe the behavior of our reconstruction strategy

in presence of noise, very likely when real clinical data are involved, we propose to

corrupt the synthetic pressure data (yn)1≤n≤NT
of sampling rate T/NT with some random
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artificial noise. We define the discretized noise data as

yδn = yn +
δ√
T
||(yn)1≤n≤NT

||L2(0,T )χn, 1 ≤ n ≤ NT

where χn are independent and identically distributed gaussian variables in N (0, 1) and

with the slight abuse of notation the L2(0, T ) norm for such discrete signal is defined by

||(yn)1≤n≤NT
||2L2(0,T ) =

T

NT

NT∑
n=1

y2n

One can note that with such choice, we have

||(yδn − yn)1≤n≤NT
||2L2(0,T )

||(yn)1≤n≤NT
||2L2

=
δ2

NT

NT∑
i=1

χ2
n,

which, by property of the empirical variance, gives

lim
NT→∞

||(yδn − yn)1≤n≤NT
||2L2(0,T )

||(yn)1≤n≤NT
||2L2(0,T )

= δ2.

As a consequence, our choice of noise corruption is a good numerical approximation of

the deterministic measurement error required in Theorem 4.7. We test the technique

with different levels of noise, in particular we choose δ = {0, 0.005, 0.01, 0.02, 0.03}
corresponding to realistic cases. For each different δ, we need to adapt the values of

κ to adjust the weight of the Tikhonov regularization. Using Theorem 4.7, we obtain

the optimal theoretical values for κ, as reported in Table 2. However, another way to

find the right balance between regularization and agreement with the measurements is

through the L-curve criterion [16], where we plot the norm of the solution – ||ν||2L2(0,T )

– versus the norm of the discrepancy between observations and computed state –

||yδ − Cz|ζ,ν ||2L2(0,T ) – for different values of κ on a log-log plot. The resulting ’L-shape’

curve gives the optimal value for the regularization parameter, located in the corner of

the ’L’ [16]. In practice, we sample κ regularly in log-scale between 10−8 and 1 and we

find the ideal regularization parameters, as reported in Table 2, to produce the L-curve.

Note that both method were meaningless when dealing with δ = 0, in this particular case

the optimal value of κ was manually optimized. In Figure 3 we show the results obtained

for the different levels of noise, comparing the input estimations obtained choosing the

optimal value of κ by using Theorem 4.7 with the ones obtained relying on the L-

criterion [16]. In the fourth column, we picture the L-curves obtained for each value

of δ. One can observe that there are almost no difference in the reconstructed output

pressure between the two choices of κ. Note that the estimated input flow obtained

with the theoretical value of κ shows, as expected, a lower dampening of the oscillations

caused by noise while the L-curve based κ, being slightly higher for every value of δ,

leads to a smoother curve. Nonetheless both choices seems adapted and work quite well

to obtain a coherent input flow.
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Figure 3. The estimated input flow obtained with the theorem-based (see Theorem

4.7) choice (black curve in the second column) and with the L-curve-based choice (red

curve in the third column) of the regularization parameter κ are compared with the

expected flow (blue curve in the second and third column), being the input used for the

forward problem. This comparison is done for an increasing level of noise, from the top

to the button, and the pressure observation (grey line in the first column) is plotted

together with the computed pressure with both choices of κ (black and red curve for

the theorem-based and L-curve based κ, respectively). The L-curves obtained for each

value of δ are shown in the right column.
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Table 2. Optimal values for the regularization parameter κ obtained applying

Theorem 4.7, in the second column, and using the approach involving the analysis

of the L-curve, in the third column.
δ Theorem based κ L-curve based κ

0.005 9.55 10−5 10−3

0.01 3.82 10−4 5 10−3

0.02 1.5 10−3 10−2

0.03 3.4 10−3 10−2

Sampling mismatch When it comes to real-world applications, measurements have

their own sampling time and this may be far from the τ used for numerical simulations,

imposing to either exploit the data only when they are available or interpolating the

data to be compatible with the simulation time-step. In this work, as we are dealing

with periodic signals, we choose to rely on a Fourier interpolation. We test two sampled

version of the original synthetic observations – τ = 8ms and τ = 5ms – being the

sampling time often found in catheter-measured arterial pressure. On these sample data,

we apply two levels of noise following the approach explained in the previous paragraph,

δ = {0.005, 0.02}, considered representative of the pressure data usually registered.

Finally, we interpolate these data to have discretisation time-step τ = 0.001ms. The

results shown in Figure 4 are obtained by setting the L-curve based κ values reported in

Table 2 for the corresponding δ. The results demonstrate the validity of our model-based

inversion approach for realistic catheter measurements.

5.5. Real data results

Finally, we decided to evaluate our strategy with real clinical data, although the

proposed method is only a first step in which we linearized the original blood flow model.

The data, an in vivo measurement of aortic pressure, were recorded and anonymized by

F. Vallée (M.D. and D.r), anesthetist at Lariboisière Hospital in Paris (APHP). These

data are measured with an intra-aortic catheter equipped with a pressure transducer

capable of recording blood pressure and velocity over time. The pressure measured

directly over the renal artery is used as an observation and the blood flow coming from

the left ventricle is reconstructed. The configuration of the IP procedure is shown in

Figure 5, and the data injected into the model and the estimated source are shown in

the boxes on the right and left sides of the vessel, respectively. Unfortunately, when the

catheter is close to the aortic valve, the data are very noisy and, especially for velocity

measurements, difficult to analyze from a physiological point of view. For this reason,

the results shown in Figure 6 show the comparison between the calculated blood velocity

and that recorded by the catheter near the pressure observation site rather than at the

inlet. From Figure 6, we can also see that the computed pressure is in agreement with

the data and that the computed blood velocity displays the same trend of the in vivo

curve. The latter exhibits a high degree of noise, making it difficult to perform a deeper

analysis of the discrepancy between the calculated condition and the measurements.
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Figure 4. Synthetic pressure data (grey line in the left column) sampled with τ = 5ms

(first and third rows) and τ = 8ms (second and fourth rows) and with an additional

noise of magnitude δ = 0.005 (first and second rows) and δ = 0.2 (third and fourth

rows) are interpolated using a MATLAB function based on Fourier interpolation.

These data used as observations are compared with the computed output pressure (red

line in the left column) and the estimated input flow (red line in the right column) is

plotted against the expected estimates (blue line in the right column).
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We see that the positive peak of the velocity as well as the trend of the curve are well

reproduced. Some differences are observable in the baseline value and in the computed

negative peak, which are not present in the data.
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Figure 5. Qualitative representation of an aortic vessel with its main branching vessel,

from the heart up to the femoral arteries bifurcation. The location of the measurement

site is pointed out, on the right, and the distal pressure data used as observation are

shown in the box. The estimation spot is also indicated, on the left side of the vessel,

and the source estimated by using our method is reported.

6. Conclusions and Perspectives

In this paper, we present a strategy for an inverse problem based on optimal control

theory to recover the inlet flow and initial conditions for a reduced-order model of

blood circulation based on a linearized formulation. The forward and inverse problems

are analyzed from the mathematical point of view, with a particular emphasis on

obtaining a fundamental observability condition. This work sets the stage for a new

approach to the clinical problem of deriving inaccessible information about cardiac

output from accessible peripheral pressure measurements. In practice, we describe an

inversion strategy based on a variational approach in which we penalize the periodicity

required for the observability condition. Our tests in the presence of noise, accounting

for sampling error, and using real in vivo data are promising but should be extended to
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Figure 6. Comparison between the blood velocity computed (in red) and expected

(in blue) at a distal location close to the observation site, on the left, and between the

pressure computed (in red) and used as input observation (in grey), on the right.

evaluate the potential of the estimate for clinical applications. In addition, preliminary

parameter estimation is essential to enable patient-specific application. In the clinical

context, we could envision such parameter calibration being performed initially using a

parameter identification technique such as [6] before the catheter is pulled down during

the cardiac procedure. A natural evolution of this work is to propose a strategy adapted

to the nonlinear model, possibly by iterating over a linearized configuration like the

one studied in this work. A second perspective would be to consider a more complex

configuration involving upper limb vessels. This would pave the way of using radial

pressure measurements as noninvasive observations to reconstruct cardiac output.
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Appendix A. The operator (A,D(A)) is maximal dissipative.

Let us recall that

A =

 0 −∂s 0

−∂s −k 0

0 crγr −R


with γr the trace operator in s = 1 and

D(A) :=
{
(a, v, P ) ∈ H1(0, 1)× H1

ℓ(0, 1)×R | a(1) = krv(1) + crP
}
,

where H1
ℓ(0, 1) = {w ∈ H1(0, 1) |w(0) = 0}.

We first prove that A is dissipative. Indeed, for all z = (a, v, P ) ∈ D(A), we have

(z, Az)Z =

∫ 1

0

[
−a′(s)v(s)− v′(s)a(s)− kv(s)2

]
ds+ crv(1)P −RP 2

= −a(1)v(1)−
∫ 1

0

kv(s)2 ds+ crv(1)P −RP 2

= −krv(1)
2 − k∥v∥2L2(0,1) −RP 2 ≤ 0.

Then, we need to prove that A is maximal. To do so we consider λ = 0 and we first show

that the bilinear form D(A)×D(A) ∋ (z, q) 7→ −(Az, q) is T-coercive on D(A) equipped

with the norm ∥z∥2D(A) = ∥a′∥L2(0,1)+∥v′∥L2(0,1)+P 2 for z = (a, v, P ) ∈ D(A) equivalent

to the domain graph norm. Note in particular that if ∥a′∥L2(0,1) + ∥v′∥L2(0,1) + P 2 = 0

for (a, v, P ) ∈ D(A), then P = 0 , v = 0, hence a′ = 0 and a(1) = krv(1) + crP = 0

implies that a = 0. For a given (α, β) two strictly positive scalar parameters, we define

the transformation

Tαβ : D(A) ∋

 a

v

P

 7→

 a+ v′

αv + βa′

P


which is clearly bounded in D(A). This transformation is bijective from D(A) to D(A).

Indeed, let us consider (g, h, I) ∈ D(A) such that
a+ v′ = g, in (0, 1),

αv + βa′ = h, in (0, 1),

P = I.

where we seek a solution (a, v, P ) ∈ D(A). We must find a solution in H1(0, 1) of
αv − βv′′ = βg′ − h, in (0, 1),

v(0) = 0

v′(1) + krv(1) = g(1)− cRI
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which is given by a direct application of Lax-Milgram Theorem. Then, we reconstruct

a(x) =
∫ x

0
β−1(h(s) − αv(s)) ds. The solution (a, v, P ) ∈ D(A) is unique by unicity in

Lax-Milgram Theorem, hence Tαβ is bijective from D(A) to D(A).

Then, we compute for all z = (a, v, P ) ∈ D(A)

−(Az, Tαβz)Z =

∫ 1

0

[
(a(s) + v′(s))v′(s) + (αv(s) + βa′(s))a′(s)

]
ds

+

∫ 1

0

k(αv(s) + βa′(s))v(s) ds− crv(1)P +RP 2,

By integrating by part the first term and using a(1) = krv(1) + crP = 0, we get

−(Az, Tαβz)Z =

∫ 1

0

[
−a′(s)v(s) + v′(s)v′(s) + (αv(s) + βa′(s))a′(s)

]
ds

+

∫ 1

0

k(αv(s) + βa′(s))v(s) ds+ krv(1)
2 +RP 2,

Choosing α > 0, β > 0 such that α + kβ = 1, we obtain

−(Az, Tαβz)Z =

∫ 1

0

[
v′(s)v′(s) + βa′(s)a′(s) + kαv(s)v(s)

]
ds

+ krv(1)
2 +RP 2

≥ inf(α, β) ∥z∥2D(A) .

Therefore from [8, Theorem 1], for all f ∈ Z ⊂ D(A)′, there exists z ∈ Z such that

−Az = f which implies that λId− A is bijective from D(A) to Z for λ = 0, namely A

is maximal.

Appendix B. Justifying the penalization strategy proposed in Section 4.4

Proof of Theorem 4.8. The functional Jκ,ϵ is continuous and quadratic. Further,

Jκ,ϵ is differentiable in the sense of Fréchet with

Jκ,ϵ(ζ2, ν2)− Jκ(ζ1, ν1) =

〈
DJκ(ζ1, ν1),

(
ζ2 − ζ1
ν2 − ν1

)〉
+ ♭σ((ζ2 − ζ1, ν2 − ν1), (ζ2 − ζ1, ν2 − ν1))

where DJκ,ϵ ∈ L(Z × H1
♯ (0, T ), (Z × H1

♯ (0, T ))
′) is the Fréchet derivative and ♭σ is a

bilinear form continuous in (Z × H1
♯ (0, T ))× (Z × H1

♯ (0, T )) given by

♭σ((ζ, ν), (η, µ)) = κ(ν, µ)H1(0,T ) +

(
♭ΨT

(
ζ

ν

)
, ♭ΨT

(
η

µ

))
L2(0,T )(

(Id− eTA)ζ + (Λν)(T ), (Id− eTA)η + (Λµ)(T )
)
L2(0,T )

Therefore, ♭σ is positive. Further, let us consider (ζ, ν) such that ♭σ((ζ, ν), (ζ, ν)) = 0.

We then have ν = 0, and (Id− eTA)ζ = 0. As (Id− eTA) is invertible, ζ = 0. Therefore,
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♭σ is definite and Jκ,ϵ is convex. Finally we show that ♭σ is coercive by contradiction.

Then, let assume there exists a sequence (ζn, νn)n∈N such that

lim
n→∞

♭σ((ζn, νn), (ζn, νn)) = 0 whereas ∥ζn∥2Z + ∥νn∥2H1(0,T ) = 1.

From the definition of ♭σ, we have

lim
n→∞

∥νn∥2H1(0,T ) = 0.

Then, we find that

lim
n→∞

∥∥(Id− eTA)ζn
∥∥
Z = lim

n→∞
∥Λ(T )νn∥Z .

As we have already noticed that there exists a constant cst such that

∥Λ(T )νn∥Z ≤ cst ∥νn∥L2(0,T ) ,

and (Id− eTA) has a bounded inverse, we conclude that

lim
n→∞

∥ζn∥Z = 0 and lim
n→∞

∥ζn∥Z = 1,

which is absurd. Therefore, ♭σ is coercive and Jκ,ϵ is a strongly-convex functional. ■

Proof of Theorem 4.9. The proof of this theorem relies on two preliminary proposi-

tions. To state this preliminary results we introduce

P(ζ, ν) =
∥∥z|ζ,ν(T )− z|ζ,ν(0)

∥∥2
Z ,

hence

Jκ,ϵ(ζ, ν) = ϵ−1P(ζ, ν) + Jκ(ζ, ν).

By a direct application of classical results in convex optimization, one can show the

following propositions.

Proposition We have the following bounds

Jκ,ϵn(ζ̄n, ν̄n) ≤ Jκ,ϵn+1(ζ̄n+1, ν̄n+1), (B.1)

and

P(ζ̄n, ν̄n) ≥ P(ζ̄n+1, ν̄n+1). (B.2)

Proof: First, we have

Jκ,ϵn(ζ̄n, ν̄n) ≤ Jκ,ϵn(ζ̄n+1, ν̄n+1) = ϵ−1
n P(ζ̄n+1, ν̄n+1) + Jκ(ζ̄n+1, ν̄n+1)

≤ ϵ−1
n+1P(ζ̄n+1, ν̄n+1) + Jκ(ζ̄n+1, ν̄n+1) = Jκ,ϵn+1(ζ̄n+1, ν̄n+1).

Second, we remark that

ϵ−1
n P(ζ̄n, ν̄n) + Jκ(ζ̄n, ν̄n) ≤ ϵ−1

n P(ζ̄n+1, ν̄n+1) + Jκ(ζ̄n+1, ν̄n+1)

while

ϵ−1
n+1P(ζ̄n+1, ν̄n+1) + Jκ(ζ̄n+1, ν̄n+1),≤ ϵ−1

n+1P(ζ̄n, ν̄n) + Jκ(ζ̄n, ν̄n),
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Adding the last two inequalities leads to

(ϵ−1
n+1 − ϵ−1

n )P(ζ̄n+1, ν̄n+1) ≤ (ϵ−1
n+1 − ϵ−1

n )P(ζ̄n, ν̄n),

and gives (B.2). ■

Proposition We have

Jκ(ζ̄n, ν̄n) ≤ Jκ(ζ̄n+1, ν̄n+1), (B.3)

and

Jκ(ζ̄ , ν̄) ≥ Jκ,ϵn(ζ̄n, ν̄n) ≥ Jκ(ζ̄n, ν̄n), (B.4)

where (ζ̄ , ν̄) = argmin(ζ,ν)∈K Jκ whith K defined by (61).

Proof: From (B.1) and (B.2) we deduce that

Jκ(ζ̄n, ν̄n) = Jκ,ϵn(ζ̄n, ν̄n)− ϵ−1
n P(ζ̄n, ν̄n)

≤ Jκ,ϵn(ζ̄n+1, ν̄n+1)− ϵ−1
n P(ζ̄n+1, ν̄n+1)

≤ Jκ,ϵn(ζ̄n+1, ν̄n+1)− ϵ−1
n+1P(ζ̄n+1, ν̄n+1) = Jκ(ζ̄n+1, ν̄n+1).

Then, we write

Jκ(ζ̄ , ν̄) = ϵ−1
n P(ζ̄ , ν̄) + Jκ(ζ̄ , ν̄) ≥ Jκ,ϵn(ζ̄n, ν̄n) ≥ Jκ(ζ̄n, ν̄n).

■

From (B.4), the sequence (Jκ,ϵn(ζ̄n, ν̄n)) is bounded. Therefore, (ν̄n)n∈N is bounded

in H1(0, T ) hence we can extract a subsequence weakly converging in H1
♯ (0, T ) and

strongly converging in L2(0, T ). Further, From (B.2) the sequence Pϵn+1(ζ̄n+1, ν̄n+1) is

decreasing, hence bounded. As ϵ−1
n tends to infinity, this implies that

lim
n→∞

∥∥(Id− eTA)ζ̄n + (Λν̄n)(T )
∥∥2
Z = 0. (B.5)

Therefore, we find that

lim
n→∞

∥∥(Id− eTA)ζ̄n
∥∥
Z = lim

n→∞
∥Λ(T )ν̄n∥Z . (B.6)

By admissibility

∥Λ(T )ν̄n∥Z ≤ cst ∥ν̄n∥L2(0,T ) ,

we have that ((Id−Φ(T ))ζ̄n)n∈N converges weakly and in a norm in Z, hence is a strongly

convergent sequence in Z. By consequence, ζ̄n strongly converges in Z.To summarize,

we have proven that (ζ̄n, ν̄n)n∈N is strongly convergent in Z × L2(0, T ) and we denote

the limit (ζ̄∞, ν̄∞).
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The sequence (ζ̄n, ν̄n)n∈N being in particular weakly convergent in Z × H1
♯ (0, T ),

Jκ being convex and lower-semicontinuous (hence weakly lower-semicontinuous), we

deduce that

lim inf
n→∞

Jκ(ζ̄n, ν̄n) ≥ Jκ(ζ̄∞, ν̄∞). (B.7)

The associated trajectory z|ζ̄∞,ν̄∞ is periodic due to (B.5), hence (ζ̄∞, ν̄∞) ∈ K. As a

consequence of (B.7) and (B.4), we obtain that

Jκ(ζ̄∞, ν̄∞) ≤ Jκ(ζ̄ , ν̄) ⇒ (ζ̄∞, ν̄∞) = (ζ̄ , ν̄).

To conclude we need to show that the sequence ν̄n strongly converges in H1(0, T ).

From (B.4) we deduce that

lim inf
n→∞

Jκ,ϵn(ζ̄n, ν̄n) = lim sup
n→∞

Jκ,ϵn(ζ̄n, ν̄n) = Jκ(ζ̄ , ν̄),

which shows that the limit of Jκ,ϵn(ζ̄n, ν̄n) is unique and given by Jκ(ζ̄ , ν̄). Moreover

Jκ(ζ̄ , ν̄) = lim
n→∞

Jκ,ϵn(ζ̄n, ν̄n) = lim inf
n→∞

(
ϵ−1
n P(ζ̄n, ν̄n) + Jκ(ζ̄n, ν̄n)

)
≥ lim inf

n→∞
ϵ−1
n P(ζ̄n, ν̄n) + lim inf

n→∞
Jκ(ζ̄n, ν̄n)

≥ lim inf
n→∞

ϵ−1
n P(ζ̄n, ν̄n) + Jκ(ζ̄ , ν̄)

hence lim inf P(ζ̄n, ν̄n) = 0 and since (P(ζ̄n, ν̄n))n≥0 is a decaying sequence, it converges

and

lim
n→∞

P(ζ̄n, ν̄n) = 0. (B.8)

We conclude by observing that the convergence of (ζ̄n, ν̄n)n∈N in Z × L2(0, T ) implies

lim
n∈N

∥∥yδ − ♭ΨT ν̄n
∥∥2
L2(0,T )

=
∥∥yδ − ♭ΨT ν̄

∥∥2
L2(0,T )

,

hence, with this equation, (B.8), and the property that Jκ,ϵn(ζ̄n, ν̄n) converges towards

Jκ(ζ̄ , ν̄) we obtain that

lim
n→∞

∥ν̄n∥H1(0,T ) = ∥ν̄∥H1(0,T ).

The convergence of the norm implies here that ν̄n strongly converge in H1(0, T ). ■

Appendix C. A discrete-time optimal control approach

Optimality system at the discrete level – The minimization of the discretized J N
κ,ϵ

under the finite dimensional constraint (76) can be derived using the associated

Lagrangian

L ((znh)0≤n≤NT
, (qnh)0≤n≤N , (ν

n)1≤n≤NT
) = ϵ−1

∥∥zNT
h − z0h

∥∥2
Z

+
τ

2

NT−1∑
n=0

[
|ynδ − Cznh |2 + κ

(
|νn|2 +

∣∣∣νn+1 − νn

τ

∣∣∣2)]
+

NT−1∑
n=0

(qn+1
h , zn+1

h − Φh,τz
n
h −Bh,τν

n+1)Z . (C.1)
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From Kuhn-Tucker Theorem in finite dimension, we now seek for the saddle-point of

the Lagrangian. Writing the optimality condition leads to, for 0 < n < NT ,

∀ηh ∈ Vh, 0 = ⟨DznL ((z̄nh)0≤n≤N , (q̄
n
h)0≤n≤N , (ν̄

n)1≤n≤N), ηh⟩
= −τ(ynδ − Cz̄nh , Cη) + (q̄nh , ηh)− (q̄n+1

h ,Φh,τηh), (C.2)

namely

q̄nh = Φ∗
h,τ q̄

n+1
h + τC∗(ynδ − Cz̄nh), 0 < n < NT . (C.3)

Then, from

∀η ∈ Vh, 0 = ⟨DzNL ((z̄nh)0≤n≤N , (q̄
n
h)0≤n≤N , (ν̄

n)1≤n≤N), ηh⟩
= ϵ−1(z̄NT

h − z̄0h, ηh)Z + (q̄NT
h , ηh)Z , (C.4)

we deduce

q̄NT
h = −ϵ−1(z̄NT

h − z̄0h).

Further, we have also

∀η ∈ Vh, 0 = ⟨Dz0L ((z̄nh)0≤n≤N(q̄
n
h)0≤n≤N , (ν̄

n)1≤n≤N), η⟩
= −ϵ−1(z̄NT − z̄0, ηh)Z − τ(y0δ − Cz̄0, Cηh)Z − (q̄1,Φηh)Z .(C.5)

Therefore, by defining q̄0 = Φ∗
h,τ q̄

1
h + τC∗(y0δ − Cz̄0h), namely considering (C.3) also for

n = 0, we find that

q̄0h = ϵ−1(z̄NT
h − z̄0h). (C.6)

Finally, by using an Abel transform with ν0 = νNT , we have the classical identity
NT−1∑
n=0

(νn+1 − νn

τ

)(µn+1 − µn

τ

)
=

NT∑
n=1

(νn+1 − 2νn + νn−1

τ 2

)
µn

=

NT∑
n=1

νn
(µn+1 − 2µn + µn−1

τ 2

)
,

which leads to the partial derivative

0 = ∂νnL ((z̄nh)0≤n≤NT
(q̄nh)0≤n≤NT

, (ν̄n)1≤n≤N),

= κ
(
νn +

νn+1 − 2νn + νn

τ 2

)
−B∗

h,τ q̄
n. (C.7)

We consequently introduce the linear operator K♯ ∈ MNT
(R) such that for any vector

(µn)n∈[1,NT ] and (νn)n∈[1,NT ]) such that µ0 = µNT
and ν0 = νNT

.

((µn)n∈[1,NT ], K♯(νn)n∈[1,NT ]))ℓ2([1,NT ]) = −
NT∑
n=1

(−νn+1 + 2νn − νn

τ 2

)
µn.

We ultimately obtain the optimality system

z̄n+1
h = Φh,τ z̄

n
h +Bh,τ ((Id +K♯)

−1(Bh,τ q̄
n
h)n∈[1,N ])

n+1, 0 ≤ n ≤ NT − 1

q̄nh = Φ∗
h,τ q̄

n+1
h + τC∗(ynδ − Cz̄nh), 0 ≤ n ≤ NT − 1

z̄0h = z̄NT
h + ϵq̄0h,

q̄NT
h = −ϵ−1(z̄NT

h − z̄0h),

(C.8)
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A gradient descent approach – Solving the optimality system (C.8) implies to solve

a fully coupled space-time problem which can be overcome, for large-dimensional

discretization, using an iterative procedure based on a descent-gradient minimization

of the associated functional J NT
κ,ϵ . We easily obtain from the previous computation on

the Lagrangian that the gradient of J NT
κ,ϵ is given by

∇ζJ
NT
κ,ϵ = ϵ−1(z̄0h − z̄NT

h )− q0h|ζ,ν

and

∇νnJ
NT
κ,ϵ = κ

(
νn +

νn+1 − 2νn + νn

τ 2

)
−B∗

h,τq
n
h|ζ,ν

with (qnh|ζ,ν)1≤n≤NT
computed from a given trajectory (znh|ζ,ν) by following adjoint

equation {
qnh|ζ,ν = Φ∗

h,τ q̄
n+1
h + τC∗(ynδ − Cz̄nh|ζ,ν)

qNT

h|ζ,ν = −ϵ−1(zNT

h|ζ,ν − z0h|ζ,ν)
(C.9)

Therefore, the solution of two-end problem (C.8) is obtained as the limit of the iterative

back and forward scheme: given a small enough relaxation sequence (ρj), we compute

at each iteration j ∈ N
zn+1,j+1
h = Φh,τz

NT
h +Bh,τ (1− ρj)νn+1

+ρj((Id +K♯)
−1(Bh,τq

n,j
h )n∈[1,N ])

n+1, n ≥ 0

z0,j+1
h = (1− ρj)z0,jh + ρj(z̄NT

h + ϵqNT

h|ζ,ν)

(C.10)

followed by {
q̄n,j+1
h = Φ∗

h,τ q̄
n+1,j+1
h + τC∗(ynδ − Cz̄n,j+1

h )

qNT ,j+1
h = −ϵ−1(zNT ,j+1

h|ζ,ν − z0,j+1
h )

(C.11)

This can be implemented using the following algorithm:

Algorithm 1: Gradient descent algorithm

Choose the initial guesses z0,0h and (νn,0)1≤n≤NT
;

while z0,jh and (νn,j)1≤n≤NT
are not converged do

Fix ρj from the selected descent strategy ;

Compute (C.10) ;

Compute (C.11) ;

end

However, it is well-known that solving a penalized optimisation problem using a

gradient descent approach is unfavorable as, by nature, the underlying linear system to

be solved faces ill-conditionning [21].
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