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Abstract. This paper proposes a novel hybrid parallel algorithm with
multiple improved strategies. The whole population is divided into three
subpopulations and each sub-population executes butterfly optimization
algorithm, grey wolf optimization algorithm, and marine predator al-
gorithm respectively. Meanwhile, they share information through three
different communication strategies. And in order to improve the perfor-
mance of the algorithm, the text uses the cubic chaotic mapping mech-
anism in the initialization stage. At the same time, the idea of adaptive
parameter strategy is also introduced, so that some hyperparameters are
changed along with the iteration. The results show that the algorithm
can provide very competitive results, and is superior to the best algo-
rithm in the literature on most test functions.

Keywords: Parallel · Cubic chaotic mapping · Adaptive parameter.

1 Introduction

In recent years, in order to solve a variety of practical problems, a large number
of meta heuristic algorithms have been proposed one after another. [21] and [1]
use particle swarm optimization (PSO) [19, 34, 8] to find the best deployment
of a group of sensors in the monitoring area to achieve the best coverage of the
network[17, 38, 4]. [11] and [30] use quasi affine transformation evolutionary algo-
rithm (Quatre) [25, 35, 24]. And an improved binary pigeon inspired optimization
algorithm (PIO) [12, 10, 16] to solve the feature selection problem. Pan et al.[29]
improved the states of matter search (SMS) [9, 20, 27] algorithm that hides the
watermark in QR code [37, 18, 23]. Based on fractional micro product theory, an
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improved fish migration optimization (FMO) [31, 15] is proposed to adjust PID
controller[36, 33, 22]. There are many such examples, such as butterfly optimiza-
tion algorithm (BOA)[7, 6, 39, 5], grey wolf optimization algorithm (GWO)[26,
13, 28, 32], and marine predator algorithm (MPA)[14, 3, 2] are also three com-
monly used intelligent optimization algorithms. The three algorithms are easy
to implement in code and have achieved good results in test function, but there
is still room for improvement. Therefore, we consider proposing a new algorithm
combining the advantages of the three algorithms. The major contributions of
this paper are as follows:

1. A population initialization method based on cubic chaotic mapping is
proposed to replace the pseudo-random number generator to generate chaotic
numbers between 0 and 1.

2. A parameter adaptive method is proposed to make the parameter setting
more reasonable for the solution of the optimal value.

3. A parallel strategy combining three communication strategy is proposed
to make the algorithm find the optimal solution more quickly and accurately.

The rest of the paper is arranged as follows. In the Sec.2 , we will briefly review
the butterfly optimization algorithm, grey wolf algorithm and marine predator
algorithm. Then, in Sec.3, we will first describe the concepts of cubic chaotic
mapping and adaptive parameter method and then describe how to combine
parallel and cubic chaotic mapping and adaptive parameter strategies with three
optimization algorithms to improve the performance of the proposed algorithm.
The simulation experiment description and experimental results of the improved
algorithm based on three improvement strategies will be displayed in the Sec.4.
In Sec.5, we will summarize the paper.

2 Related Works

2.1 Butterfly Optimization Algorithm

The algorithm represents a solution in terms of the position of a butterfly and
divides the process into three phases. The first phase of the algorithm initializes
the position of each butterfly and gives the values of the required hyperparam-
eters in the algorithm. Then the algorithm enters the loop iteration phase.

In this phase, the algorithm divides the evolutionary pattern of the pop-
ulation into two parts, global search and local search, according to the given
threshold p area. In the global search mode, the positions of the butterflies are
updated according to Eq. 1.

xt+1
i = xti + (r2 × g∗ − xti)× fi (1)

where xti denotes the position of the ith butterfly at the tth iteration, g∗ denotes
the global optimal solution that can be found so far, r is a random number
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belonging to the interval 0 to 1, and fi denotes the odor produced by the ith
butterfly and also the fitness of the ith solution,which is calculated using Eq. 2.

f = cIa (2)

In the local search mode, the position of butterfly i in the (t+1)th generation
is determined using Eq.3.

xt+1
i = xti + (r2 × xtj − xtk)× fi (3)

where xj and xk are two different individuals in the population distinguished
from xi. The global search mode is switched with the local search mode by
switching probability p. The threshold p is set a priori at the initialized individ-
ual.

The third stage is used to determine whether the algorithm satisfies the
termination condition. If the algorithm satisfies the termination condition, the
optimal value is returned. Otherwise, the loop iteration stage continues.

The above is the content of the butterfly optimization algorithm.

2.2 Grey Wolf Optimizer

Grey Wolf Optimizer (GWO) is a novel population intelligence optimization
algorithm that simulates the social hierarchy and hunting behavior of the grey
wolf population in nature.

In this algorithm, the social hierarchy of grey wolves can be divided into four
levels:alpha wolf α, subordinate wolf β , common wolf δ and bottom wolf ω.
Among them, α is responsible for leading the wolf pack, β assists α in making
decisions, δ follows the instructions of α and β, and can also command the
bottom individual ω. α, β and δ in the grey wolf optimization algorithm denote
the historical optimal solution, the suboptimal solution and the third optimal
solution, respectively, and ω denotes the remaining individuals.

When a prey is found, the iteration begins.There are mainly the best three
wolves in each generation of the population (i.e. the three best solutions in the
population) to guide the completion. The mathematical model of the behavior
of the grey wolf, which gradually approaches the prey and encircles it when it
lets the prey go, is represented in Eq. 4 to Eq.8.

−→
D =

∣∣∣−→C · −−−→Xp(t)−
−−→
X(t)

∣∣∣ (4)

−−−−−→
X(t+ 1) =

−−−→
Xp(t)−

−→
A · −→D (5)

−→
A = 2−→a · −→r1 −−→a (6)

−→
C = 2 · −→r2 (7)

−→a = 2− 2t

tmax
(8)



4 T. Wang et al.

where t is the round of the current iteration,
−→
X is the position vector of the gray

wolf, and the vector
−→
Xp represents the current position of the prey.

−→
A and

−→
C are

the coefficient vectors. Eq. 6 and Eq. 7 give the calculation methods of
−→
A and−→

C . −→a is the convergence factor, and −→r 1 and −→r 2 obey a uniform distribution
between [0, 1] as the number of iterations decreases linearly from 2 to 0.

For simulating the search behavior of grey wolves(candidate solutions), dur-
ing every iteration, the best three grey wolves (α, β, δ) in the present population
are reserved, and then the locations of other search agents (including ω) are up-
dated on the basis of their location information. We use eq.9 to eq.11 to simulate
this behavior. 

−→
Dα = |−→C1 ·

−→
Xα −

−→
X |

−→
Dβ = |−→C2 ·

−→
Xβ −

−→
X |

−→
Dδ = |−→C3 ·

−→
Xδ −

−→
X |

(9)


−→
X1 =

−→
Xα −

−→
A1 ·
−→
Dα−→

X2 =
−→
Xβ −

−→
A2 ·
−→
Dβ−→

X3 =
−→
Xω −

−→
A3 ·
−→
Dω

(10)

−−−−−→
X(t+ 1) =

−→
X1 +

−→
X2 +

−→
X3

3
(11)

Where, Dα,DβandDδ respectively represent α , β and δ distance from other

individuals.
−→
Xα,
−→
Xβ ,

−→
Xδ respectively represent the current location of the α ,

β and δ.
−→
C1,
−→
C2 and

−→
C3 are vectors which elements are composed of random

numbers, and X is the current grey wolf position.When |−→A | > 1, the algorithm
enters the global optimization stage, which also means that ω wolves will escape
prey and explore more space. When |−→A | < 1, the grey wolf will concentrate on
the prey in one or some areas.

2.3 Marine predator algorithm

Marine predator algorithm was proposed by Afshin et al. in 2020. The algorithm
simulates the process of catching prey by marine predators.

The marine predator algorithm begins with a random number evenly dis-
tributed in the search space. It is expressed by mathematical formula as Eq.
12:

X0 = Xmin + rand× (Xmax −Xmin) (12)

Where Xmin and Xmax represent the lower and upper boundaries of the popula-
tion, and rand represents a random number which the range of is [0,1]. Finally,
the d-dimensional population position matrix of n individuals is obtained, called
the prey matrix: 

X1,1 X1,2 ... X1,d

X2,1 X2,2 ... X2,d

· · · · · · · · · · · ·
...

...
...

...
Xn,1 Xn,2 Xn,3 Xn,d

 (13)
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where Xi,j describes the jth dimension for the ith prey. Then,for each individual
Xi = [Xi1, Xi2, ..., Xid], calculate its fitness, and then use the individual Xi with
the best fitness to copy n copies to form the elite matrix:

X1
1,1 X

1
1,2 ... X1

1,d

X1
2,1 X

1
2,2 ... X1

2,d

· · · · · · · · · · · ·
...

...
...

...
X1
n,1 X

1
n,2 X

1
n,3 X

1
n,d

 (14)

where d represents the dimension, X1 represents the optimal predator vector
with n simulation agents to bring the matrix, which is called Elite.

Then we began to optimize. There are three steps in the optimization process.
The step 1(When the number of iterations is less than one third of the max-

imum number of iterations):

−−−−−−→
stepsizei =

−→
RB

⊗
(
−−−→
Elitei −

−→
RB

⊗−→
Pi), i = 1, 2, 3, ..., n (15)

−→
Pi =

−→
Pi + P ×−→R

⊗−−−−−−→
stepsizei (16)

Where
−−−−−−→
stepsizei represents the moving step size, and

−→
RB is a vector composed of

random numbers which is generated by Brownian random walk. P is a constant
with a value of 0.5. R is a vector of random number which is subject to a
uniform distribution between 0 and 1, and its dimension is d.

−→
RB is equivalent

to the generalized Gaussian distribution. Each element
−−→
RBican be calculated by

the following expression:

RBi =
1√
2π
e−

x2

2 (17)

The step 2 (When the number of iterations is greater than one-third and less
than two-thirds of the maximum number of iterations.).The new rules for the
first half of the population are as follows:

−−−−−−→
stepsizei =

−→
RL
⊗

(
−−−→
Elitei −

−→
RL
⊗−→

Pi), i = 1, 2, 3, ...,
n

2
(18)

−→
Pi =

−→
Pi + P ×−→R

⊗−−−−−−→
stepsizei (19)

where
−→
RLdescribes a random value that is distributed by the Lévy movement.Each

element
−−→
RLiof

−→
RLcan be calculated from the following formula:

RLi = C × x

y
1
a

(20)

x = Normal(0, σ2
x) (21)

y = Normal(0, σ2
y) (22)
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σx = [
Γ (1 + α)sin(πα2 )

Γ ( 1+α
2 )α2

α−1
2

]
1
α (23)

σy = 1 (24)

α = 1.5 (25)

Where, the value of C is 0.05 and the value of a is 1.5,the value of x and y are
represented by the Eq. 21 and Eq.22.The new rules for the second half of the
population are as follows:

−−−−−−→
stepsizei =

−→
RB

⊗
(
−−−−−→
Elitemi −

−→
RB

⊗−→
Pi), i = 1, 2, 3, ...,

n

2
(26)

−→
Pi =

−−−−−→
Elitemi + P × CF

⊗−−−−−−→
stepsizei (27)

CF = (1− iteration

Maxiteration
)

2×iteration
Maxiteration (28)

The step 3 (When the number of iterations is greater than two-thirds of the
maximum number of iterations):

In this stage,the population update rules are as follows:

−−−−−−→
stepsizei =

−→
RL
⊗

(
−→
RL
⊗−−−−−→

Elitemi −
−→
Pi), i = 1, 2, 3, ..., n (29)

−→
P i =

−→
E litemi + P × CF

⊗−−−−−−→
stepsizei (30)

Fish aggregation devices (FADS) or eddy current effect usually change the
foraging behavior of marine predators. Hence, in order to avoid the algorithm
falling into local optimization, jump operation is added in the paper. This is
formulated as follows:

{−→
Pi =

−→
Pi + CF [Xmin +

−→
RL
⊗

(Xmax −Xmin)]
⊗−→

U r ≤ FADs
−→
Pi + [FADs(1− r) + r](

−→
Pr1 −

−→
Pr2)r > FADs

(31)

where the (FADs) is the influence probability, taken as 0.2. U is the binary
vector. r is the random value within [0, 1]. r1, r2 are the random indices of
the prey matrix, respectively. The lower and upper bounds of a dimension are
represented by Xmin and Xmax.

3 Our proposed hybrid parallel algorithm with multiple
improved strategies

In this section, we propose a hybrid algorithm called ACHBGM that combines
the advantages of the butterfly optimization algorithm, the grey wolf optimiza-
tion algorithm, and the marine predator optimization algorithm, and incorpo-
rates the idea of parallel mechanisms. At the same time, for improving the per-
formance of the algorithm, we use cubic chaotic mapping in the initialization
stage. In the iterative stage, some hyperparameters used in the algorithm are
adaptively improved. The specific three strategies are as follows.
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3.1 Cubic chaotic mapping

The cubic mapping method [40] with faster iteration speed to improve the cov-
erage space of the initial solution. The calculation method is shown in Eq.32.

zn+1 = αz3n − βzn (32)

where α and β represent chaotic factors. When β belongs to interval (2.3, 3),
cubic mapping shows chaotic phenomenon. When α = 1, the cubic map is located
in the interval (−2, 2), and when α = 4, the chaotic sequence is located in the
interval (−1, 1). Therefore, the chaotic sequence can also be written as:

zn+1 = ρzn(1− z2n) (33)

where ρ is the control parameter. In Eq.32, the cubic mapping is located in the
interval (0, 1). When ρ = 2.595, the generation of chaotic variable Zn has better
ergodicity.

3.2 Parameter adaptive strategy

At the beginning of the iteration of butterfly optimization algorithm, the attrac-
tion of fragrance to each butterfly should be relatively large, and this attraction
should decrease with the iteration. Therefore, in order to reflect the dynamic
impact of fragrance on each butterfly, in this paper, the parameter a in Eq.2 is
processed adaptively. The mathematical expression of the improved parameter
a is as Eq.34:

a = 0.05 + 0.05× (1− t

T
) (34)

where, t and T represent the current and the maximum value of iteration round
of the algorithm respectively.

3.3 Parallel strategy

Similar to most evolutionary calculations, at the beginning, we initialize the
population P = {p1, p2, . . . , pn}. Then, the population was divided into three
parts, namely Pbutterfly, Pwolf and Pprey. The subpopulation Pbutterfly uses the
evolutionary mechanism of BOA, i.e., Eq.1, Eq.2, and Eq.3, to perform iterations
to find the best solution. Similarly, subpopulations Pwolf and Pprey use the evo-
lutionary approach of GWO and MPA to find the optimal solution, respectively.
Then, the algorithm performs communication between different subpopulations
every 50 iterations, and a total of three main communication strategies are used
in this algorithm.
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Algorithm 1 Proposed algorithm

1: Population P is initialized by cubic mapping using Eq.33
2: Population P was divided into three subpopulations, Pbutterfly, Pwolf and Pprey
3: repeat
4: n← n+ 1
5: Update the hyperparameter a in the BOA algorithm according to Eq.34
6: Update Pbutterfly based on BOA
7: Update Pwolf based on GWO
8: Update Pprey based on MPA
9: if n = R then

10: Algorithm 2, algorithm 3 and algorithm 4 are used for parallel communication
among populations respectively

11: Strategy 1:
12: Pworsebutterfly ← P bestwolf

13: Pworsewolf ← P bestprey

14: Pworseprey ← P bestbutterfly

15: Strategy 2:
16: Pworsebutterfly ← (P bestwolf + P bestprey + P bestbutterfly)/3

17: Pworsewolf ← (P bestwolf + P bestprey + P bestbutterfly)/3

18: Pworseprey ← (P bestwolf + P bestprey + P bestbutterfly)/3
19: Strategy 3:
20: Pworsebutterfly ← (α · P bestwolf + β · P bestprey + γ · P bestbutterfly)/3

21: Pworsewolf ← (α · P bestwolf + β · P bestprey + γ · P bestbutterfly)/3

22: Pworseprey ← (α · P bestwolf + β · P bestprey + γ · P bestbutterfly)/3.
23: end if
24: until The termination conditions are met.
25: Update P best ← max{P bestbutterfly, P

best
wolf , P

best
prey}

Output: P best

Complementary circle communication strategy After the algorithm en-
ters the iterative stage, three different subpopulations evolve independently ac-
cording to their own evolution mechanism. All subpopulations share informa-
tion every R generation. The communication strategy of complementary circle
communication advantages aims to make the advantages of one sub-population
compensate for the disadvantages of another subpopulation, which means that
the best solution found in subpopulation Pbutterfly is used to improve the poor
solution of Pwolf , and the individual with the best fitness in Pwolf is used to en-
hance the individual with the poor fitness in Pprey. Similarly, the best individual
in Pprey replaces the best individual in Pbutterfly.

Local average communication strategy Similar to the complementary cir-
cle communication strategy, the three subpopulations independently evolved to
the R generation and communicated among the subpopulations. Different from
the advantage complementary communication strategy, this strategy uses the
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Table 2. The result of proposed algorithms on F1-F13.

F BOA GWO MPA ACHBGM-1 ACHBGM-2 ACHBGM-3

F1
AVG 8.20267E-11 4.05245E-15 3.2765E-19 7.70177E-45 0 3.40456E-69
STD 5.6956E-12 4.7473E-15 2.57326E-19 1.34914E-44 0 1.5152E-68
MIN 6.90818E-11 4.5932E-16 3.95248E-20 2.74006E-55 0 9.61134E-92

F2
AVG 4.31622E+49 1.60445E-09 2.05062E-11 2.15129E-39 0 2.0729E-108
STD 1.11712E+50 5.86795E-10 1.52432E-11 2.36608E-39 0 9.0859E-108
MIN 1.05202E+44 8.63671E-10 6.99273E-13 6.48284E-42 0 3.4981E-146

F3
AVG 5.84402E-11 0.920417496 0.046566631 1.54608E-44 0 7.47584E-66
STD 5.34101E-12 1.112003472 0.086763663 2.11056E-44 0 2.68326E-65
MIN 4.95193E-11 0.011445579 0.000958058 1.03969E-46 0 2.1551E-96

F4
AVG 3.00213E-08 0.015269914 2.96669E-08 6.25619E-39 1.0499E-262 2.61409E-91
STD 2.36673E-09 0.025413454 1.00889E-08 6.30972E-39 0 8.04148E-91
MIN 2.63649E-08 0.001234923 1.41054E-08 5.79104E-40 2.3903E-293 1.4696E-114

F5
AVG 22.10515943 7.464370166 1.239254488 4.12658E-08 4.22239E-08 4.48592E-08
STD 0.79360213 0.952738108 0.409717154 1.44504E-08 1.13744E-08 1.60334E-08
MIN 20.46727449 6.102047055 0.417215339 1.32913E-08 2.67848E-08 2.28834E-08

F6
AVG 0.001680654 0.004421525 0.001480682 1.47114E-05 3.11909E-05 6.47698E-06
STD 0.000597359 0.002106161 0.000839343 1.06965E-05 1.99503E-05 5.9769E-06
MIN 0.000666478 0.002321779 0.000540058 1.14752E-07 2.39528E-07 1.2051E-07

F7
AVG 1.53893E-23 4.558E-156 4.0478E-210 7.1246E-218 7.1246E-218 7.1246E-218
STD 6.84765E-23 2.0176E-155 0 0 0 0
MIN 4.28688E-72 6.799E-175 7.2796E-218 7.1246E-218 7.1246E-218 7.1246E-218

F8
AVG 6.17797E-14 2.56164E-86 1.08858E-62 6.18467E-54 2.6644E-186 5.13798E-50
STD 2.51687E-14 7.5821E-86 3.25285E-62 1.16419E-53 0 2.20014E-49
MIN 1.41682E-14 2.8828E-103 7.46253E-74 2.46334E-57 1.8133E-218 2.54353E-71

F9
AVG 8.11856E-11 1.64016E-15 1.17197E-19 1.42712E-44 0 3.01594E-68
STD 5.42261E-12 1.4832E-15 8.49929E-20 2.04293E-44 0 1.24699E-67
MIN 7.13377E-11 3.13488E-16 6.83108E-21 1.62396E-49 0 1.8251E-119

F10
AVG 98.88238924 97.32754713 96.31538166 90.7727665 91.83529037 90.81797196
STD 0.03178052 1.050564781 0.578949312 0.251197016 0.515038682 0.21490587
MIN 98.7901049 95.23559467 95.56895692 90.25036324 90.8265583 90.47588804

F11
AVG 7.89151E-11 1.86528E-15 9.86759E-20 2.35466E-44 0 4.21125E-64
STD 6.23245E-12 1.20477E-15 1.80937E-19 3.78616E-44 0 1.79905E-63
MIN 6.7448E-11 3.18422E-16 1.94037E-21 2.3268E-49 0 5.8041E-118

F12
AVG 0.997333524 0.666697243 0.666667641 0.666667904 0.666674412 0.666667555
STD 0.000795827 2.97512E-05 6.01674E-07 3.97028E-07 2.24791E-05 3.23679E-07
MIN 0.995990272 0.666682002 0.666666989 0.666667168 0.666667734 0.666667169

F13
AVG 8.08043E-22 0 1.5117E-247 3.2352E-127 0 3.9263E-121
STD 2.37844E-21 0 0 1.0608E-126 0 1.2596E-120
MIN 2.52239E-28 0 0 1.4376E-142 0 2.6542E-152

Sum of ranks 56 68 59 44 30 16
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Table 3. The result of proposed algorithms on F14-F26.

F BOA GWO MPA ACHBGM-1 ACHBGM-2 ACHBGM-3

F14
AVG 1.1317E-17 1.6562E-248 6.62447E-92 2.03679E-66 0 1.62301E-64
STD 1.44449E-17 0 2.94516E-91 8.2691E-66 0 7.25832E-64
MIN 2.1006E-19 0 4.7309E-122 2.7606E-90 0 3.3786E-124

F15
AVG 7.14459E-20 0 5.4967E-114 2.51671E-94 0 9.38033E-92
STD 1.21227E-19 0 2.458E-113 1.12545E-93 0 4.19377E-91
MIN 9.26157E-24 0 8.6133E-145 1.3261E-116 0 1.1679E-111

F16
AVG 0 7.131474111 0 0 0 0
STD 0 5.253730816 0 0 0 0
MIN 0 3.22871E-10 0 0 0 0

F17
AVG 6.96471E-11 17.52327955 0 0 0 0
STD 2.50725E-10 15.88307303 0 0 0 0
MIN 0 3.000008061 0 0 0 0

F18
AVG 2.81675E-08 4.42485E-09 4.32296E-11 8.88178E-16 8.88178E-16 8.88178E-16
STD 1.42709E-09 1.16068E-09 2.16022E-11 0 0 0
MIN 2.52924E-08 2.67826E-09 9.40847E-12 8.88178E-16 8.88178E-16 8.88178E-16

F19
AVG 6.52919E-11 0.000733862 0 0 0 0
STD 1.87636E-11 0.003281931 0 0 0 0
MIN 3.00487E-11 2.9976E-15 0 0 0 0

F20
AVG 1.32828E-09 0.001499502 3.90313E-12 3.13406E-39 1.9055E-306 3.32752E-93
STD 8.37764E-10 0.001208067 3.93902E-12 2.60546E-39 0 1.45374E-92
MIN 2.45999E-10 7.97156E-09 1.3387E-13 1.38863E-41 0 6.7941E-114

F21
AVG 0.940142747 0.155537907 0.019995853 8.87375E-10 8.65685E-10 8.87682E-10
STD 0.084449957 0.033668749 0.006444893 3.04724E-10 3.52543E-10 2.40168E-10
MIN 0.779564979 0.110261225 0.007964981 4.40047E-10 4.70989E-10 5.38688E-10

F22
AVG 9.987075198 5.02108932 3.334885606 0.036033378 0.012635109 0.025118958
STD 0.006545466 0.38362152 2.33191317 0.049367779 0.031738192 0.043405838
MIN 9.969609571 4.227549961 0.738291234 2.10663E-08 2.87195E-08 2.19167E-08

F23
AVG 64.62313396 13.85256999 2.063384707 0.777461711 1.289235972 1.672479425
STD 3.806873315 3.238347912 0.868292625 0.791874457 0.859140769 2.013159769
MIN 57.91316802 6.155450601 0.926621119 0.05087255 0.162635606 0.075521182

F24
AVG 5.472455543 12.5501013 0 0 0 0
STD 6.184780647 5.547453413 0 0 0 0
MIN 0 3.870796175 0 0 0 0

F25
AVG 0.424870337 0.771090873 0.338285676 2.02948E-54 3.053E-176 3.33919E-81
STD 0.110850249 0.221009959 0.122496568 9.0761E-54 0 1.4825E-80
MIN 0.397983695 0.397983119 0.099495906 3.1523E-158 0 1.942E-163

F26
AVG 8.19317E-11 3.10862E-16 0 0 0 0
STD 8.182E-12 4.10063E-16 0 0 0 0
MIN 6.87764E-11 0 0 0 0 0

Sum of ranks 41 57 60 51 47 17
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arithmetic mean of the optimal solution in each subpopulation to improve the
worse individuals in the three subpopulations. Considering that there is still a
small probability in the process of evolution, the local average communication
strategy can effectively avoid this situation.

Global average communication strategy For solving the problem that the
fitness gap between populations is too large, this paper introduces the global
average communication strategy. The strategy no longer uses the arithmetic
mean of the three best solutions, but gives weight to the optimal solution of
each subpopulation, weights and sums the three solutions, and finally replaces
the worse solution in each subpopulation. It can be seen that the local average
communication strategy is a special case of this strategy.

4 Experiments and Results

In order to test the effectiveness of our proposed algorithm, we use 26 test
functions to verify the performance of the algorithm, which are listed in Tab. 1.
The running results of all algorithms on 26 test functions are sorted, and then
the sorted sum of each algorithm is accumulated, and the accumulated results
are compared. In order to show the experimental data more clearly, we divided
26 test functions into two groups. The first group contains functions F1 ∼ F13,
and the second group contains functions F14 ∼ F26. We use two sets of test
functions to test all algorithms and count the final results respectively. This
paper makes three groups of comparative experiments on 26 test functions.

4.1 Comparative experiment based on adaptive strategy

In this subsection, the BOA algorithm with parameter adaptive strategy is com-
pared with the original BOA algorithm. The experimental results show that the
BOA algorithm with parameter adaptive strategy performs well on 22 functions.

4.2 Comparative experiment based on cubic chaotic mapping

In this subsection, in order to prove the effectiveness of cubic chaotic mapping
initialization, the three original algorithms BOA, GWO and MPA are compared
with the three algorithms after cubic chaotic map initialization. Experimental
results show that the algorithm after cubic mapping initialization performs well
on 20 test functions. In order to make the results more visual, then we sort the
running results of all algorithms on 26 test functions, and accumulate the sorting
and of each algorithm to get the ranking.

4.3 Comparative experiments of proposed algorithms

In this subsection, we run all the algorithms involved in the comparison 20
times independently. Firstly, the optimal fitness value is used as the evaluation
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standard. ACHBGM with elite negotiation strategy has advantages over other
functions in 19 test functions. If the average value of fitness value is taken as
the evaluation standard, ACHBGM with elite negotiation strategy has achieved
good results in 15 test functions. The experimental data are shown in Tab. 2 and
3. ACHBGM-1 represents the hybrid algorithm with complementary communi-
cation strategy, ACHBGM-2 represents that the hybrid algorithm adopts elite
negotiation strategy, and ACHBGM-3 means that the communication strategy
in the algorithm uses elite team leader strategy.

Overall, we rank the results of all algorithms on each test function, and
judge the advantages and disadvantages of different algorithms by adding the
ranking of each algorithm on two sets of test functions separately. Similarly, I
also discuss from two indicators, one is the average fitness value, and the other is
the best fitness value. Firstly, from the perspective of average fitness value, the
best is ACHBGM with elite team leader strategy, the second best is ACHBGM
with elite negotiation strategy, and the third is ACHBGM with complementary
advantage strategy. Secondly, the best fitness value is used as the evaluation
standard, ACHBGM-3 is still the top algorithm, followed by ACHBGM-1 and
then ACHBGM-2. Experimental results show that the proposed hybrid algo-
rithm is better than the relevant original algorithm under the two evaluation
criteria.

5 Conclusion

This work proposes a novel hybrid algorithm ACHBGM, which integrates the
idea of parallelism and combines the advantages of BOA, GWO and MPA. The
introduction of cubic chaotic mapping initialization and adaptive parameter
method also improves the performance of the algorithm. During the iterative
process, three different populations share information with three communica-
tion strategies, so that the algorithm can jump out of the local optimization.
Finally, their effectiveness of proposed algorithm is illustrated by experiments.

References

1. Aziz, N.A.B.A., Mohemmed, A.W., Alias, M.Y.: A wireless sensor network coverage
optimization algorithm based on particle swarm optimization and voronoi diagram.
In: 2009 international conference on networking, sensing and control. 602–607.
(2009)

2. Abdel-Basset, M., Mohamed, R., Chakrabortty, R.K., Ryan, M., Mirjalili, S.: New
binary marine predators optimization algorithms for 0–1 knapsack problems. Com-
puters & Industrial Engineering 151, 106949. (2021)

3. Abdel-Basset, M., Mohamed, R., Elhoseny, M., Chakrabortty, R.K., Ryan, M.: A
hybrid covid-19 detection model using an improved marine predators algorithm
and a ranking-based diversity reduction strategy. IEEE Access 8, 79521–79540.
(2020)

4. Abdollahzadeh, S., Navimipour, N.J.: Deployment strategies in the wireless sensor
network: A comprehensive review. Computer Communications 91, 1–16. (2016)



14 T. Wang et al.

5. Arora, S., Singh, S.: An effective hybrid butterfly optimization algorithm with
artificial bee colony for numerical optimization. International Journal of Interactive
Multimedia & Artificial Intelligence 4(4), 14–21. (2017)

6. Arora, S., Singh, S.: An improved butterfly optimization algorithm with chaos.
Journal of Intelligent & Fuzzy Systems 32(1), 1079–1088. (2017)

7. Arora, S., Singh, S.: Butterfly optimization algorithm: a novel approach for global
optimization. Soft Computing 23(3), 715–734. (2019)

8. Bratton, D., Kennedy, J.: Defining a standard for particle swarm optimization. In:
2007 IEEE swarm intelligence symposium. 120–127. (2007)
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