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Abstract There are many researches on sparse subspace clustering, but there 
are few related studies on its parameter optimization. In this paper, we propose 
an adaptive training parameter method to improve the manual selection process 
of convex optimization regularization parameters and improve the accuracy of 
subspace clustering. Experiments were carried out on multiple datasets, and the 
clustering accuracy is improved. The results prove that the improved parameter 
training process can improve the clustering accuracy of subspace clustering.   
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1 Introduction  

Cluster analysis belongs to the category of data mining and refers to the process of 
dividing a given physical or abstract object into classes composed of similar individu-
als.  Traditional clustering methods can be roughly divided into division method, hier-
archical method, grid-based method, density-based method, model-based method. The 
advantage of these clustering methods is that they can successfully cluster low-dimen-
sional data [1]. However, with the development of computer technology and the im-
provement of people's ability to obtain data, the scale of the acquired data is larger and 
the data structure is more complicated. Such as images, texts, web documents, and gene 
expression data, their dimensionality often reaches hundreds or thousands of dimen-
sions, or even higher. To solve the problem of clustering data in high-dimensional 
spaces, R. Agrawal proposed the Subspaces Clustering algorithm [2].  

The subspace clustering algorithm has attracted much attention since it was pro-
posed.  Subspace clustering solves the problem of poor performance of traditional clus-
tering algorithms on high-dimensional datasets. However, it is not practical to represent 
complex high-dimensional data only utilizing a single subspace, so scholars consider 
using multiple subspaces to solve this problem. How to better divide the subspace is 
the focus of subspace clustering research. After continuous improvement and experi-
ments, the subspace clustering algorithm has been widely used in clustering problems 
of high-dimensional data in various fields [3]. 

Elhamifar and Vidal et al. proposed the Sparse Subspace Clustering algorithm (SSC) 
in 2009 [4]. The algorithm constructs an affinity matrix through self-representation be-
tween data and uses spectral clustering to obtain clustering results. To improve the per-
formance of sparse subspace clustering, the following aspects are worth studying. 

1. The design of regularization[5-6]makes the generated affinity matrix more conducive 
to the clustering process.  

2. Robustness research[7-8], to obtain a good clustering effect under various noise inter-
ference.  

3. Exploration in application[9-10].  

In-depth optimization studies have been carried out in these aspects, and significant 
results have been achieved.  

This paper aims to improve the clustering accuracy of the original sparse subspace. 
In this study, we improve the training process of regression parameters in the algorithm 
to obtain a better coefficient matrix, to have better clustering results. The results of 
experiments indicate that sparse subspace clustering based on adaptive parameter train-
ing proposed by us can improve clustering accuracy. 

2  Sparse subspace clustering 

The idea of the Sparse Subspace Clustering (SSC) algorithm is that the point 𝑥௜ is 
represented by a linear combination of other data points in the subspace. A sparse co-
efficient matrix is obtained by imposing constraints. The obtained coefficient matrix is 



input into the spectral clustering to obtain the clustering results. If we superimpose all 
data points in the same subspace to the column of the data matrix 𝑿, SSC can be ex-
pressed as a linear equation 𝑿 = 𝑿𝑪, where 𝑪 is a self-expression coefficient matrix.  

Under the assumption that the subspaces are independent of each other, we can find 
the optimal structure of the coefficient matrix 𝑪 by minimizing some norms of 𝑪. That 
is, solving: 

 𝑚𝑖𝑛
ଵ

ଶ
௖

‖𝑿 − 𝑿𝑪‖ଶ
ଶ + 𝜆‖𝑪‖ଵ,𝑠. 𝑡. 𝑑𝑖𝑎𝑔(𝑪) = 0 (1) 

The first term of the formula ensures the minimum error between the data repre-
sented by the coefficient matrix and the original data. The second term of the formula 
aims to solve the sparse form of the coefficient matrix 𝑪. SSC needs to constrain the 
number of zero elements in 𝑪 to be much greater than the number of non-zero elements, 
that is, constrain 𝑚𝑖𝑛‖𝑪‖଴. But the problem here is non-convex. the 𝑙଴-norm constraint 
is replaced by the convex approximation problem 𝑚𝑖𝑛‖𝑪‖ଵ. The third term of the for-
mula restricts the diagonal elements of 𝑪 to 0 to avoid self-representation. The obtained 
coefficient matrix is processed to obtain the similarity matrix. Process the obtained co-
efficient matrix to obtain the similarity matrix: 

 𝑾 = |𝑪| + |𝑪|்  (2) 

Then the graph is constructed with the similarity matrix 𝑾, and the spectral cluster-
ing method is used for clustering. Let the Laplacian matrix of data 𝑿 is: 

 𝑳𝑪 = 𝐷i𝑎𝑔(𝑾 ∗ 𝟏) − 𝑾 (3) 

According to graph theory, the Laplacian matrix of the graph is obtained by sub-
tracting the weight matrix from the corresponding degree matrix. Similarly, the simi-
larity matrix 𝑾  is used as the weight matrix when the original data is constructed as a 
graph. 1 is the column vector of all 1, then 𝐷𝑖𝑎𝑔(𝑾 ∗ 𝟏) is the degree matrix of the 
graph.  

The constructed Laplacian matrix is standardized by 𝑫ି𝟏 𝟐⁄ 𝑳𝑫ି𝟏 𝟐⁄  and the eigen-
vectors corresponding to the smallest 𝑘 eigenvalues of the standardized 𝑳𝑪 are calcu-
lated. The k eigenvectors are formed into an eigen matrix f, and then k-means clustering 
is performed on each row of the eigen matrix. The sparse subspace clustering process 
is as follows: 

  

Figure 1 Flow chart of SSC model 



3 Sparse subspace clustering based on adaptive parameter 
training  

3.1 Algorithmic ideas 

The sparse subspace clustering algorithm uses Lasso regression to train the coeffi-
cient matrix. The algorithm requires repeated experiments to train the regression pa-
rameters 𝜆 which is quite cumbersome. A large number of results of experiments show 
that the value of 𝜆 will affect the clustering results. To solve this problem, we propose 
an adaptive parameter training method, which avoids the process of selecting parame-
ters manually. Concretely as the following optimization model: 

 min
ଵ

ଶ
௖

‖𝑿 − 𝑿𝑪‖ଶ
ଶ + 𝜆‖𝑪‖ଵ , 𝑠. 𝑡. 𝑑𝑖𝑎𝑔(𝑪) = 0, 𝜆 ∝ 𝑓(‖𝑪‖ଵ), 𝜆 > 0 (4) 

𝜆 is used to constrain the two properties of the coefficient matrix. On the one hand, 
it constrains the sparseness of the coefficient matrix, on the other hand, it ensures that 
the matrix has a good representation ability[11].  

If the number of subspaces k and the dimension d are known, Soltanolkotabi et al.  
in 2014 revealed the phenomenon found in the parameter training process: the 𝑙ଵ-norm 
of 𝑪.𝒋 will swing up and down according to a certain trend, changing the value of 𝜆 will 
cause the fluctuation of the 𝑙ଵ-norm of 𝑪.𝒋 to change.In the problem of motion segmen-

tation, this trend is described by 1 √𝑑⁄  [12]. Inspired by this when facing the data of 
unknown subspace dimensions, the method of curve fitting is used to describe the 𝑙ଵ-
norm of the coefficient matrix by us. Then the regular parameter is written 𝜆 ∝
𝑓(‖𝑪‖ଵ). 

The training model is updated to: 

 min
ଵ

ଶ
௖

‖𝑿 − 𝑿𝑪‖ଶ
ଶ + 𝜆଴‖𝑪‖ଵ + 𝜆௜‖𝑪‖ଵ 

 𝑠. 𝑡. 𝑑𝑖𝑎𝑔(𝑪) = 0, 𝜆௜ ∝ 𝑓(‖𝑪‖ଵ), 𝜆௜ > 0，𝑖 = 1,2, … 𝑛 (5) 

According to the sparsity constraint of the original algorithm, the initial training 
sparse matrix regular parameter is 0.001[4]. Since repeated constraints and training will 
cause the performance of the coefficient matrix to deteriorate, the optimization model 
is modified as:  

 min
ଵ

ଶ
௖

‖𝑿 − 𝑿𝑪‖ଶ
ଶ + 𝜆଴‖𝑪‖ଵ + 𝜆௜‖𝑩‖ଵ 

 𝑠. 𝑡. 𝑑𝑖𝑎𝑔(𝑪) = 0, 𝜆௜ ∝ 𝑓(‖𝑩‖ଵ), 𝜆 > 0, 𝑪 = 𝑩, 𝑿𝑩 = 𝑿, 𝑖 = 1,2, … 𝑛 (6) 

To retain the coefficient matrix with global sparsity and local performance, we take 
the coefficient matrix: 

 𝑫 = (𝑪 + 𝑩) 2⁄  (7) 



Then the alternating minimization method is used to solve the model. 

3.2 Model training process  

Model updating 
To facilitate the optimization process: 

 min
ଵ

ଶ
௖

‖𝑿 − 𝑿𝑪‖ଶ
ଶ + 𝜆଴‖𝑪‖ଵ + 𝑓(‖𝐵‖ଵ)‖𝐵‖ଵ (8) 

1.Update C  

Fixed B, solve 𝑪𝒕ା𝟏 corresponding subproblems:  

 𝑪𝒕ା𝟏 = 𝑎𝑟𝑔 min
ଵ

ଶ
‖𝑿 − 𝑿𝑪‖ଶ

ଶ + 𝜆଴‖𝑪‖ଵ (9) 

Derivation is equal to 0, then 𝑪𝒕ା𝟏 is: 

 𝑪𝒕ା𝟏 = 𝐸 − 𝜆଴(𝑿)ିଵ(𝑿ିଵ)் (10) 

2.  Update B  

Fixed C to solve the corresponding problem 𝑩𝒕ା𝟏 : 

 𝑩𝒕ା𝟏 = 𝑎𝑟𝑔 𝑚𝑖𝑛 𝑓(‖𝑩‖ଵ)‖𝑩‖ଵ (11) 

Let the above derivation: 

 𝑓ᇱ(𝑩)𝑩 + 𝑓(𝑩) = 0 (12) 

Since the two-step operation is used in this paper, C and B are updated successively. 
And C = B before updating B, so replace the fitting variable with the updated 𝑪𝒕ା𝟏 to 
get: 

 𝑓ᇱ(𝑪)𝑩 + 𝑓(𝑪) = 0 (13) 

Then 𝑩𝒕ା𝟏 is: 

 𝑩𝒕ା𝟏 = −
௙(𝑪)

௙ᇲ(𝑪)ାఌ
 (14) 

Where ε is an arbitrary integer, avoiding the zero-dividing operation.  
Model processes and algorithms 
The original SSC clustering process is improved by the above model as shown in 

Figure 2: 



 

Figure 2 Flow chart of parameter training SSC model 
The model training algorithm is as follows:  

Algorithm 1: APSSC 
Input: 𝐷 × 𝑁 ∈ 𝑅௡ data matrix X 
Step 1 Data preprocessing and outlier deletion; 
Step 2.1 Solves the optimal C matrix and train the fitting coefficient; 
Step 2.2 Obtains 𝑓(‖𝑪‖ଵ), as the constraint parameter of solving B matrix, solv-

ing coefficient matrix B; 
Step 3 Uses Equation (2) to construct the similarity matrix W; 
Step 4 Solves the corresponding Laplacian matrix for spectral clustering; 
Output: Clustering results. 

4 Experimental results and analysis 

To evaluate the performance of our algorithm, we have conducted extensive exper-
iments on two kinds of standard datasets: low-dimensional UCI datasets and face image 
datasets (Extended Yale B). We chose both the classical algorithms and the latest pro-
posed algorithms for comparison, such as Sparse Subspace Clustering (SSC) [4], k-
means algorithm, spectral clustering algorithm (SC), random sparse subspace cluster-
ing(S^3COMP-C) [13], and sparse subspace clustering based on orthogonal matching 
pursuit (SSCOMP) [14]. For most of the algorithms mentioned above, the code is re-
leased by the authors based on the Matlab platform. For a fair comparison, all algo-
rithms are run with the suitable parameter setting.  

We use the clustering error to measure the performance of algorithms. The subspace 
clustering error is defined as the ratio of the misclassified data to the total number of 
data, with a value range of [0, 1]. The larger the error rate is, the worse the clustering 
effect is.  

 𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =
௘௥௥௢௥

௡
 (15) 

This paper evaluates clustering performance by accuracy, which is defined as: 

 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 1 − 𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 (16) 



4.1 Low-dimensional data clustering   

This part of the experiment was carried out on the commonly used UCI data set.  The 
purpose is to prove the effectiveness of the proposed algorithm for low-dimensional 
data clustering.  The proposed spectral clustering algorithm obtains the value of clus-
tering parameter k through training optimization. Table 1 shows the clustering accuracy 
of the corresponding optimal k value.  

As can be seen from Table 1, APSSC achieves better clustering results in all data 
sets.  Especially for data sets of Iris, Wine, Air, APSSC is significantly better than SSC. 
This proves that the improved method is feasible.  

Table 1 Accuracy of the improved method and original algorithm in UCI datasets 

Data SSC APSSC 

Iris(k=3) 
 

0.51 0.83 

Vote(k=2) 0.5 0.61 

Wine(k=3) 0.56 0.80 

WBC(k=2) 0.66 0.70 

Ionosphere(k=2) 0.51 0.63 

Diabetes(k=2) 0.54 0.66 

Air(k=3) 0.41 0.78 

The SSC algorithm has obvious advantages in high-dimensional data, it performs 
poorly on low-dimensional datasets. Compared with the SSC algorithm, APSSC has 
significantly improved clustering accuracy on low-dimensional datasets. This proves 
that our method improves the limitation of the SSC in the low-dimensional data clus-
tering tasks to a certain extent.  

4.2 High-dimensional data clustering 

The extended Yale B datasets used in this experiment have a total of 38 people, each 
with 29 photos. The integrated datasets have a dimension of 32,256 dimensions, with a 
total of 1102 data. To reduce the complexity of the experiment, the number of catego-
ries 𝑙 ∈ {2,3,4,5,6,7} is used for the significance experiment by us. The results are 
shown in Table 2: 

Table 2 Accuracy of improved algorithm and other algorithms in extended Yale-B 
 



 

Compared with other algorithms, APSSC significantly improves the clustering ac-
curacy. The experimental results also show that the adaptive parameter training method 
reduces the complicated parameter selection process on the one hand, and improves the 
clustering accuracy of the algorithm on the other hand.  

5 Summary and outlook  

This study focuses on improving the accuracy of the sparse subspace clustering al-
gorithm. To obtain the coefficient matrix with good representation ability by consider-
ing both the global structure and local sparsity of the data, the sparse coding process of 
the training matrix is optimized. Experimental results prove that the proposed curve 
fitting norm matrix parameter method proposed in this paper can improve the clustering 
accuracy.  

For the problem of model optimization, the swarm intelligence algorithm has been 
developed quite maturely. Combining the good optimization ability of swarm intelli-
gence with sparse subspace clustering algorithm parameter training may be able to ob-
tain better results. This is the direction of the author's next effort. 
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Method 2 3 4 5 6 7 

SSC 0.9593 0.9521 0.7155 0.8345 0.8103 0.8291 

K-means 0.54 0.481 0.301 0.2933 0.2318 0.2245 

SSCOMP 0.929 0.8878 0.8385 0.7991 0.7659 0.7432 

SଷCOMP-C 0.9593 0.937 0.918 0.899 0.8744 0.8496 

SC 0.55 0.362 0.297 0.2534 0.223 0.201 

APSSC 0.99 0.965 0.94 0.9124 0.881 0.8567 
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