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Abstract. Image recognition of pear leaf diseases is an important task of plant 

protection. The lesion area of pear leaf diseases is not fixed in the whole leaf, 

which has the characteristics of randomness. The convolution neural network is 

used to identify the images of pear leaf diseases, due to its rotation and transla-

tion invariance, the generalization ability of the model is weak. The capsule 

network uses feature vectors to replace feature value, and uses dynamic routing 

to replace pooling to obtain spatial information between entities. However, the 

size of lesion area of pear leaf diseases is random, and the capsule network can-

not fully extract features, resulting in a decrease in recognition rate. To solve 

the problem, a pear leaf diseases image recognition model based on capsule 

network was proposed, which uses conditional convolution to customize specif-

ic convolution kernels for each input to adapt to pear leaf diseases images of 

different sizes. The experimental results show that the recognition accuracy, 

precision, recall and F1score of the proposed algorithm are 91.33 %, 91.40 %, 

91.33 % and 91.36 %, which are better than capsule network. 

Keywords: Capsule Network, Conditional Convolution, Image Recognition, 

Images of Pear Leaf Diseases. 

1 Introduction 

Pear is the third largest fruit in China, accounting for about 80 % of the world ' s 

planting area [1]. However, due to the occurrence of pear leaf diseases, resulting in 

pear branches withered, fruit decay, less fruit, the yield and quality of pear have a 

serious impact. The prevention and control of pear leaf diseases is mainly divided into 

two steps. Firstly, the leaf diseases of pear are identified, and then the appropriate 

pesticides are selected according to the identification results. At present, the leaf dis-

eases of pear are mainly identified manually by plant protection experts based on their 

experience, which are subjective and prone to errors. At the same time, plant protec-
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tion experts and technical personnel are limited, which is difficult to timely diagnose 

the occurrence of early diseases, resulting in missing the best prevention period and 

causing serious economic losses to fruit farmers. Therefore, automatic identification 

of pear leaf diseases is an urgent problem to be solved in plant protection. 

Plant leaf diseases image recognition mainly includes classical machine learning 

and deep learning. Image recognition algorithm based on classical machine learning 

mainly includes Bayesian classification, support vector machine (SVM) and other 

algorithms. Its advantage is that it can use a small amount of data samples to train, but 

requires manual extraction of features. Image recognition algorithm based on deep 

learning, especially convolution neural network, is widely used in the field of image 

recognition. The convolutional neural network has strong feature extraction ability, 

but it has rotation and translation invariance, and its training needs massive data. The 

capsule network [2] is a new attractive neural network structure. Its feature vector can 

represent the size and direction of the target, and solve the problem of rotation and 

translation invariance. However, the feature extraction ability of capsule network is 

weak, resulting in low recognition accuracy. To solve this problem, this paper propos-

es a capsule network based on conditional convolution [3], which uses the characteris-

tics of conditional convolution to customize convolution kernel for each input sample 

to adapt to different sizes of diseases characteristics and improve the recognition ac-

curacy. 

2 Related Work 

Automatic identification of plant leaf diseases images is an urgent problem to be 

solved for plant protection. Early, with the development of machine learning, many 

researchers used the combination of image processing and machine learning to 

achieve plant diseases image recognition. Almadhor et al. [4] took pomegranate leaf 

and fruit diseases images as the research object, used color difference to segment the 

diseases area, and extracted the RGB and HSV color histogram and LBP texture fea-

tures of the diseases. Finally, the extracted features are classified using Bagged Tree. 

Padol et al. [5] uses K-means clustering to segment the diseases area, and then ex-

tracts color and texture features. Finally, SVM is used to classify grape leaf diseases 

images. Later, with the rapid development of deep learning, it has been widely used in 

agriculture. Hang et al. [6] proposed a model combining Inception module, squeeze-

and-excitation module and global pooling layer to realize plant leaf diseases image 

recognition. The model has the advantages of less parameters and easy training. Wu et 

al. [7] proposed a dual-channel model based on ResNet50 and VGG16 to identify 

maize leaf diseases. Bansal et al. [8] proposed integrating DenseNet and EfficientNet 

to detect apple diseases images. The purpose of capsule network is to replace convo-

lution neural network, which has been widely used in agriculture due to its less pa-

rameters and easy training. Verma et al. [9] used capsule network to achieve potato 

diseases image classification. Patrick et al. [10] proposed capsule network based on 

K-Means routing to realize tomato diseases image recognition. Kwabena et al. [11] 

proposed Gabor capsule network, which combines global Gabor filters and convolu-
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tion kernels to extract features to identify blurred and deformed tomato and citrus 

diseases images. Wang et al. [12] proposed a capsule network based on attention 

mechanism. The attention module was added to the capsule to reduce the influence of 

noise and realize the fine-grained identification of crop pests. 

3 Proposed Method 

3.1 Capsule Network 

Capsule network [2] (CapsNet) is a new vector neural network, whose input and out-

put are vectors. The direction of the vector can represent the spatial information of the 

target, such as attitude, position, size, direction and deformation. The length of the 

vector represents the probability of the existence of the target. The structure of cap-

sule network mainly includes convolution layer, Primarycap layer, Digitcaps layer 

and Decoder layer. The convolution layer is used to extract features. Primarycap con-

verts the extracted features into vector capsules, and then converts them into digital 

capsules through dynamic routing. Finally, the class of images is obtained according 

to ||L2|| of digital capsules. 

The dynamic routing structure of the capsule network as shown in Fig. 1. The cap-

sule network uses dynamic routing to combine the key features in the feature map. In 

the dynamic routing, high-level capsules and low-level capsules are fully connected, 

and the output Vj of high-level capsules is shown in (1). 
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Where Vj is the output of high-level capsule, Sj is the weighted sum of all low-

level capsule prediction vectors, as shown in (2). 

ˆj ij j iis c u=
                                                     (2) 

Where Cij is the coupling coefficient of each low-level capsule i connected to the 

high-level capsule j, as shown in (3). ˆ j iu  is the prediction vector of low-level cap-

sules, as shown in (4). 
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ˆ j i ij iu W u=
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Where Wij is the weight matrix, ui is the output vector of low-level capsules, and bij 

is the prior probability of coupling capsule i and capsule j. 
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Fig. 1. The structure of dynamic routing 

Similar to convolution neural network, capsule network measures the gap between 

the predicted results of the model and the actual results through the loss function in 

the training process. However, the difference is that the capsule network allows mul-

tiple classes to exist at the same time, so the cross-entropy loss function cannot be 

simply used, but is composed of margin loss and reconstruction loss. For each class 

by a margin loss, the margin loss of the k class is shown in (5). 

2 2
max(0, ) (1 )max(0, )k k kk km v v mL T T+ −= − + − −

                   (5) 

Where Tk denotes whether class k exists. If k class exists, the value is 1, else k 

class does not exist, the value is 0. m+ is the upper bound of 0.9 to punish false posi-

tives. When k class exists but not predicted, the loss value increases. m- is the lower 

bound of 0.1 to penalize false negatives. λ is a proportional coefficient, which is used 

to balance the upper and lower bounds, and the value is 0.5. If class k exists, ||vk|| is 

greater than 0.9, and if class k does not exist, ||vk|| is less than 0.1. 

The reconstruction loss is composed of 32 × 32 pixels of the input image minus 32 

× 32 pixels of the reconstructed image, and the square is multiplied by the coefficient 

0.005. The margin loss is the main component of the loss function. 

3.2 Conditional Convolution 

Conditional convolution [3] (CondConv) breaks the limitation of using the same con-

volution kernel parameters for all input samples by traditional convolution, and real-

izes the customization of specific convolution kernel parameters for each sample in-

put. In traditional convolutional neural networks, in order to extract sufficient fea-

tures, the network is generally deepened, resulting in a sharp increase in model pa-

rameters and difficult training. By increasing the number of experts, conditional con-

volution achieves the purpose of extracting sufficient features with a small number of 

parameters, as shown in Fig. 2. By learning the input sample features, the convolution 

kernel is parameterized conditionally to achieve the effect of multiple convolutions. 
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Fig. 2. The structure of conditional convolution 

The convolution kernel of conditional convolution is customized for each input 

sample, and the output is calculated using the customized convolution kernel, as 

shown in (6). 

1 1(( ... ) )n ny xW W  • • = + +
                                       (6) 

Where y is the convolution kernel output, x is the convolution kernel input, W is 

the standard convolution kernel,   is the scalar calculated by each expert according 

to the input, a total of n experts, ( )r x =  ,  as shown in (7). 

( ) ( ( ) )r x Sigmoid GlobalAveragePool x R=
                              (7) 

Where R is a full connection layer with n neurons, and n expert weights are ob-

tained. The values are constrained to [0,1] by Sigmoid as the weights of n convolution 

kernels. 

3.3 CondConv CapsNet 

Although CapsNet has the ability to capture the spatial information of features, such 

as the relative position relationship, relative size relationship and feature direction of 

features, which effectively solves the problem of rotation and translation invariance of 

CNN, its recognition accuracy still needs to be further improved. Due to the random-

ness of the lesion size of pear leaf diseases, the convolution kernel receptive field in 

CapsNet is fixed, and the diseases characteristics cannot be fully extracted, resulting 

in the decrease of recognition accuracy. Therefore, this paper introduces conditional 

convolution into the capsule network and proposes a capsule network model based on 
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conditional convolution, and its structure as shown in Fig. 3. The 32 × 32 × 3 pear 

leaf diseases images were input, and the diseases characteristics of different sizes 

were fully extracted by conditional convolution with 256 channels, 9 × 9 size and 1 

stride. Then, through the Primarycap layer, each capsule contains a conditional con-

volution with 8 channels, 9 × 9 size and 2 stride, and a total of 32 capsules, of which 

low-level capsules and high-level capsules are connected by dynamic routing. Then, 

through the Digitcap layer, each class contains one 16D capsule, a total of three clas-

ses. Finally, through the Decoder layer, it is composed of three fully connected layers. 

Each layer contains 512, 1024 and 32 × 32 × 3 neurons, and finally the classification 

results are output. 

32×32×3 24×24×256 8×8×256 3×16

Input CondConv Primarycap_CondConv Digitcap

×32

512 1024 32×32×3

Decoder  

Fig. 3. The structure of CondConv CapsNet 

4 Experiment 

4.1 Data Construction and Processing 

In this paper, pear leaf diseases images were taken as the research object. There is no 

public pear leaf disease image dataset. So, the pear leaf diseases images were collect-

ed in Xiazhang pear orchard of Taian City, Shandong Province. A total of 900 images 

were collected, including 491 images of brown spot, 333 images of gray spot and 76 

images of ring rot.  

In order to improve the efficiency of model training and facilitate batch processing, 

the images size are unified to 32×32 . In order to reduce the influence of complex 

background on recognition results, disease images under single background are col-

lected. The constructed leaf diseases images of pear as shown in Table 1, where the 

size and location of lesion are random. 
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Table 1. Image samples of pear leaf diseases. 

Classes Sample 1 Sample 2 Sample 3 Sample 4 

Brown 

Spot 

    

Gray 

Spot 

    

Ring  

Rot 

    

In order to improve the generalization ability of capsule network and avoid overfit-

ting during training, the images data of pear leaf diseases were enhanced. In order to 

enhance the adaptability of the model to different shooting angles, the original image 

is rotated and flipped. In order to improve the adaptability of the model to different 

illumination conditions, the brightness of the original image is adjusted. In order to 

improve the adaptability of the model to diseases at different locations, the original 

image is translated. In order to improve the anti-noise ability of the model, salt and 

pepper noise is added to the original image. At the same time, in order to reduce the 

impact of data imbalance on the performance of the model, each kind of diseases 

images are expanded to 5000, a total of 15000. The image enhancement method ex-

ample is shown in Table 2. The enhanced data are divided into training set, verifica-

tion set and test set according to the ratio of 6 : 2 : 2. Among them, 9000 training sets 

are used to train model parameters, 3000 verification sets are used to optimize model 

parameters, and 3000 test sets are used to evaluate model performance. 

Table 2. Image enhancement methods. 

Artwork Flip Rotated Translation Brightness Noise 
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4.2 Evaluation Standard 

In order to quantify the performance of the model, Accuracy, Precision, Recall and 

F1score were used as evaluation criteria in this experiment, as shown in (8)-(11). 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +                                    (8) 

TP
Precision

TP FP
=

+                                               (9) 

TP
Recall

TP FN
=

+                                                  (10) 

2
1

Precision Recall
F score

Precision Recall

 
=

+                                     (11) 

Where TP is the number of positive samples predicted as positive samples, TN is 

the number of negative samples predicted as negative samples, FP is the number of 

negative samples predicted as positive samples, and FN is the number of positive 

samples predicted as negative samples. 

4.3 Environment and Parameter 

The hardware environment of this experiment is Intel Core i7-8700K CPU @ 

3.70GHz, 16GB memory, NVIDIA GeForce GTX 1080Ti GPU 12G memory. The 

software environment is Windows 7 system, Python 3.6, TensorFlow 2.3.0. The hy-

perparameters of model training as shown in Table 3. 

Table 3. Hyper-parameter setting. 

Model Learn rate Batch size Epoch Lr_decay Experts 

CapsNet 0.0002 20 100 0.9 4 

4.4 Results and Analysis 

In order to verify the proposed method, the experimental scheme is designed as 

shown in Table 4, and the model in the experimental scheme is used to train the pear 

leaf diseases images. Where the structure of CapsNet is convolution layer, Primarycap 

layer based on convolution, Digitcap layer and Decoder layer. CondConv_CapsNet1 

replaces the convolution layer with the conditional convolution layer, and the other 

structures are the same as CapsNet. CondConv_CapsNet2 replaces the Primarycap 

layer based on convolution with the Primarycap layer based on conditional convolu-

tion, and the other structures are the same as CapsNet. CondConv_CapsNet3 replaces 

the convolution layer with the conditional convolution layer, and the Primarycap layer 

based on convolution with the Primarycap layer based on conditional convolution, 

and the other structures are the same as CapsNet. 
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Table 4. Experimental schemes. 

Model Layer 

CapsNet Conv Primarycap_conv Digitcap Decoder 

CondConv_CapsNet1 CondConv Primarycap_conv Digitcap Decoder 

CondConv_CapsNet2 Conv Primarycap_condconv Digitcap Decoder 

CondConv_CapsNet3 CondConv Primarycap_condconv Digitcap Decoder 

Four groups of models are trained, and the loss changes in the training process as 

shown in Fig. 4. CapsNet and the improved CapsNet converge after 40 rounds of 

training. The loss after convergence of CapsNet is 0.1, and the loss after convergence 

of the three groups of improved CapsNet is 0.084, 0.082 and 0.080, respectively, 

which is significantly lower than that of CapsNet, where the loss value of 

CondConv_CapsNet3 is the lowest, indicating that the prediction results of 

CondConv_CapsNet3 are closer to the real results. 

 

Fig. 4. The loss variation curve 

Four groups of models are trained, and the accuracy, precision, recall and F1score 

change curve of the four groups of models on the verification set are shown in Fig. 5. 

It can be seen from the four groups of change curves that the recognition effect of the 

three groups of improved CapsNet is significantly better than that of CapsNet, and 

Condconv_CapsNet3 has the highest accuracy, recall and F1score. 



10 

 

 

Fig. 5. The accuracy and precision and recall and F1score variation curve 

The four groups of convergent models are tested on the test set respectively. The 

test results as shown in Table 5. The three groups of improved CapsNet are higher 

than CapsNet in four evaluation criteria. Among them, CondConv_CapsNet3 has the 

best recognition effect, which is 2.4 %, 2.35 %, 2.4 % and 2.37 % higher than Cap-

sNet in accuracy, precision, recall and F1score, respectively. 

Table 5. Test results of different models. 

Model Accuracy/% Precision/% Recall/% F1score/% 

CapsNet 88.93 89.05 88.93 88.99 

CondConv_CapsNet1 90.40 90.55 90.40 90.47 

CondConv_CapsNet2 91.00 91.09 91.00 91.04 

CondConv_CapsNet3 91.33 91.40 91.33 91.36 

The identification accuracy of the four models for different diseases is shown in 

Table 6. The four models have the highest recognition accuracy for Gray Spot. Be-

cause of its obvious characteristics and the sufficient original data. The recognition 

accuracy of Brown Spot and Ring Rot is low, because the color and texture features 

of the two diseases are similar. The recognition accuracy of Ring Rot is the lowest, 
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because the original data are less. The improved model has improved the recognition 

accuracy of the three diseases, and the model proposed in this paper has the highest 

recognition accuracy. Compared with the capsule network, the recognition accuracy 

of Brown Spot, Gray Spot and Ring Rot is increased by 1.9 %, 2.2 % and 3.1 %, re-

spectively, indicating that the proposed model has strong generalization ability. 

Table 6. The accuracy of different diseases. 

Model Brown Spot/% Gray Spot /% Ring Rot /% 

CapsNet 90.80 92.60 83.40 

CondConv_CapsNet1 92.70 93.80 84.70 

CondConv_CapsNet2 92.80 93.80 86.40 

CondConv_CapsNet3 92.70 94.80 86.50 

5 Conclusion 

In this paper, the advantages and disadvantages of capsule network were analysed, 

and the characteristics of capsule network adapting to the rotation and translation of 

diseases spots were used to solve the problem of randomness in the location of dis-

eases incidence area of pear leaves. At the same time, in view of the problem that the 

receptive field of the capsule network is fixed, and the size of the diseased area of the 

pear leaf is random, and the capsule network cannot fully extract the characteristics, a 

capsule network based on conditional convolution is proposed to realize the image 

recognition of pear leaf diseases. The convolution layer of the first layer is replaced 

by conditional convolution, and the conditional convolution is used to customize the 

specific convolution kernel for each input to fully extract the characteristics of differ-

ent lesions. At the same time, the convolution of Primarycap is replaced by condition-

al convolution to enhance the feature expression ability of the whole network. The 

experimental results show that the proposed model has higher accuracy on the same 

test set, which provides a solution for automatic identification of pear leaf diseases 

images. 
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