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Abstract.  

Detection of antinuclear antibodies (ANA） in human epithelial cells (HEp-2) 

is a common method for the diagnosis of autoimmune diseases. The recognition 

of fluorescence images of human epithelial cells obtained using Indirect Immu-

nofluorescence (IIF) is a key step in the classification of ANA. To address the 

problems of low efficiency and high labor intensity caused by manual evalua-

tion methods, a HEp-2 cell fluorescent image classification model based on the 

depth residual shrinkage network combined with dilated convolution is pro-

posed. First，The model accomplish feature extraction by expanding the field 

of sensation through dilated convolution. Secondly, a 50-layer deep residual 

network is build, and each residual module embeds a soft threshold learning 

sub-network to shrink the output data of the original residual module by the au-

tomatically learned soft threshold to achieve the purpose of noise removal. Fi-

nally, the multi-scale feature fusion module and fusion of features at different 

scales are used to complete the classification of HEp-2 cell. Experiments show 

that this model has good performance and is superior to other depth neural net-

work methods. 
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1 Introduction 

Autoimmune disease refers to the immune system mistakenly attacking healthy cells 

in human tissues. In this case, the body will release various antibodies, one of which 

is antinuclear antibody (ANA). The specificity of the type of antinuclear antibody 

varies with different autoimmune diseases. Therefore, the identification of ANA can 

be used as a means to assist medical treatment and evaluate the degree of damage in 

patients, which has important medical value. Indirect immunofluorescence (IIF) [1] is 

the most commonly used method to detect ANAs. IIF imaging has good specificity 

and sensitivity. Recognition of IIF fluorescence images can classify different antinu-

clear antibody in patients' serum, it plays an important role in the diagnosis of specific 

autoimmune diseases. 
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According to the cell nuclear fluorescence imaging features , ANA are usually divid-

ed into 9 categories as shown in Fig.1: (1)cytoplasmic granular type, (2)cytoplasmic 

fibrous type, (3) nuclear dot type, (4)nuclear granular type, (5)nuclear membrane 

type, (6) nucleolar type, (7)homogeneous type, (8)centromere type and (9)negative 

control type. Each type of picture has great similarity in morphology, which makes it 

difficult to extract picture features.  

 

Fig. 1. ANA categories according to the cell nuclear fluorescence imaging features 

The traditional HEp-2 cell image recognition[2-3] method not only requires experi-

enced doctors to spend a lot of time on manual discrimination, but also different doc-

tors' judgment methods for cell types are relatively subjective, and different doctors' 

judgments will be inconsistent[4]. Therefore, building an automatic and reliable HEp-

2 image recognition model has become an important research topic. 

2 HEp-2 Cell Classification 

At present, in-depth research has been carried out in the field of HEp-2 cell classifica-

tion, especially convolutional neural network is more widely used in this field. Manju 

C [5] proposed an improved convolutional neural network to effectively classify HEp-

2 cells by using the optimization concept. Rahmans [6] reviewed the existing Hep-2 

cell image classification methods based on deep learning, and analyzed the core idea, 

remarkable achievements, key advantages and disadvantages of each method. Foggia 

[7] comprehensively summarized the development of HEp-2 cell classification meth-

ods. Hobson [8] proposed classification methods on large datasets, and analyzed algo-

rithms and their performance at different levels of cells and samples. Manivannan [9] 

extracted root sieve features and multi-resolution local patterns from HEp-2 cell im-

ages and classified them according to the set of support vector machines. Lei [10] 

proposed a cross modal transfer learning strategy to automatically identify HEp-2 
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cells. Xie [11] designed a deep monitoring network based on ResNet, which can di-

rectly guide the training of the upper and lower layers of the network and offset the 

impact of unstable gradient changes on the training process. However, most of the 

existing HEp-2 cell recognition methods are for the processing of single cell samples, 

and the actual demand is often the whole picture containing many different forms. 

Therefore, this paper proposes a picture level HEp-2 image recognition model based 

on deep residual shrinkage network combined with dilated convolution (DRSN-DC). 

This model uses the ResNet model as the base network, extracts features by expand-

ing the perceptual field through dilated convolution [12], removes noise and redun-

dant data using a deep residual shrinkage network[13], and finally goes through a 

multi-scale[14] feature fusion module and fuses features from different scales to im-

prove the classification accuracy. 

3 HEp-2 Image Classification Model Based on DRSN-DC 

3.1 Model Architecture 

The HEp-2 classification model proposed in this paper mainly consists of dilated 

convolution module, depth residual shrinkage module and multi-scale feature fusion 

module. The dilated convolution module automatically extracts feature information at 

different scales in the hep-2 cell images by using a dilated convolution network with 

expansion rates of 1, 2 and 3, respectively, through three convolution operations with 

different sensory fields. The deep residual shrinkage module removes noise and re-

dundant data from the features extracted by the dilated convolution network through 

soft thresholding to enhance the weights of effective features and improve the classi-

fication accuracy of hep-2 cell images. The multi-scale feature fusion module takes 

the obtained multi-scale feature information, performs feature fusion, and outputs the 

classification results. The model architecture is shown in Fig.2. 

 

Fig. 2. Model architecture 
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3.2 Dilated Convolution Network construction 

Traditional convolutional neural networks have better performance in image classifi-

cation, but they also have some drawbacks. For example, although the pooling opera-

tion can increase the perceptual field, it can lead to information loss. Dilated convolu-

tion defines the spacing of the convolution kernel processing data values during the 

convolution operation by introducing the expansion rate in the convolution layer, thus 

increasing the perceptual field, which can improve the segmentation effect of small 

object recognition in tasks such as target detection and semantic segmentation. HEp-2 

cell fluorescence images have the characteristics of small targets, dense distribution 

and irregular distribution, etc. With the increase of the number of layers in the net-

work, the local information is lost during the down sampling process, resulting in 

small cells cannot be recognized. The dilated convolution network can increase the 

perceptual field of feature extraction to capture more detailed features without losing 

local information. In this paper, three dilated convolutional networks with kernel of 

3*3 and dilation rate r of 1, 2, and 3 are used，as shown in Fig.3. 

 

 

Fig. 3. Three dilated convolutional networks with kernel of 3*3 

3.3 Deep Residual Learning Network Construction 

Deep residual learning [15] is a very effective method to solve the problem of net-

work degradation. This method does not directly use several layers of networks to fit 

the desired actual mapping relationship, but to fit a residual mapping. This way makes 

the output change have a greater effect on the adjustment of weight, so it is easier to 

train.  

This paper uses a 50 layer depth residual network, and its overall network structure is 

shown in Fig.4. This network includes 3-layer residual learning units, including three 

residual units that output 256 feature maps, four residual units that output 512 feature 

maps, six residual units that output 1024 feature maps, and three residual units that 

output 2048 feature maps. In the middle 3 × 3 use before and after convolution 1 × 1, 

the purpose is to reduce the dimension and reduce the amount of calculation. 

For the layers with the same size of the output feature map, there are the same number 

of convolution kernels. When the size of the feature map is halved, it is necessary to 

double the number of filters to maintain the time complexity of each layer. The output 
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of the network includes a global mean pooling layer and a fully connected layers (FC) 

containing 1000 neurons, which are classified by softmax. 

 

Fig. 4. Depth residual network structure 

3.4 Deep Residual Shrinkage Network Construction 

In a HEp-2 cell fluorescence image, only part of the cell morphology and connection 

can reflect the type of the ANA, while other part of the cells cannot be used as the 

basis for category determination and be seen as noise. How to remove noise and re-

dundant data has become an important problem affecting the performance of the 

model. 

Soft threshold is the most commonly used technology in signal denoising algorithm. It 

sets the feature of signal smaller than a certain threshold to 0. The traditional method 

of setting soft threshold needs experts in the business field to select an appropriate 

soft threshold through continuous debugging according to their professional 

knowledge. This method has no learning ability and lack of scalability. Therefore, 

combining soft threshold learning and depth residual network, through automatic 

learning and adjustment, a way to effectively eliminate noise information and con-

struct high discriminant features is formed, and its transformation formula is as fol-

lows: 

y = {
𝑥 − 𝜏     𝑥 > 𝜏

0   − 𝜏 ≤ 𝑥 ≤ 𝜏
𝑥 + 𝜏    𝑥 < −𝜏

                                                  (1) 

Where x is the input characteristic and y is the output characteristic, 𝜏 is a positive 

threshold. After the feature is calculated, the absolute value is less than 𝜏 all features 

will be set to 0, and features with an absolute value greater than 𝜏 shrink toward the 

center, so it is called depth residual shrinkage network. The soft threshold does not set 

the negative value to 0 like the ReLu activation function, which can retain useful neg-

ative value characteristics. A depth residual shrinkage module structure is shown in 

Fig. 5. 
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Fig. 5. Depth residual shrinkage module 

The depth residual shrinkage network is an improvement of the depth residual net-

work. The soft threshold is inserted into the residual learning unit as a nonlinear trans-

formation layer. The soft threshold learning module is shown in the dotted box in Fig. 

5. In this module, firstly, the absolute value of the last layer network output of the 

residual unit is global average pooling (GAP) to obtain a one-dimensional vector with 

the same number of convolution kernels as the previous layer. Input the one-

dimensional vector into the two-layer fully connected network, apply a sigmoid func-

tion at the end of the two-layer FC network, and normalize the scaling parameters.  

3.5 Multi-scale feature fusion 

The semantic features extracted from small target images in the shallow network are 

weak. Due to the small and concentrated targets in hEp-2 cell fluorescence images, if 

the traditional target detection and classification model is used to obtain strong se-

mantic features, the feature maps can only be output at the last layer to complete the 

classification of the images. However, the last layer is the down sampling process, 

which will cause the HEp-2 cell fluorescence images with small target to have less 

effective information on the last feature map, resulting in the loss of local infor-

mation, thus leading to the degradation of recognition and classification accuracy. 

Multi-scale feature fusion solves the above problems well. In this paper, the model 

fuses the features extracted after convolution of three different scales of dilated con-

volution and features after removing noise and redundant data, and uses Concatenate 

to stitch the multi-channel extracted feature maps into a complete feature map, and 

then completes the cell image classification. The multi-scale feature fusion module is 

shown in Fig.6. 
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Fig. 6. The multi-scale feature fusion module 

4 Test Results and Analysis 

The hardware environment for the model experiments in this paper is a Dell R740 

server with two NVIDIA Tesla P40 GPU cards mounted; the deep learning frame-

work uses TensorFlow version 1.12.0. 

4.1 Experimental Data Set 

Due to the cumbersome picture acquisition process, laboratory doctors need to take 

pictures manually under the microscope, resulting in a scarcity of each type of HEp-2 

cell fluorescence image, which is far from meeting the requirements of in-depth learn-

ing. It is necessary to enhance the training data set and test data set of HEp-2 cell 

images through technical means, In order to expand the sample data set and enhance 

the data characteristics. In order to facilitate training, the original image is cut to 2 

24×224 pixel size. 

According to the characteristics of HEp-2 cell fluorescence image imaging and appli-

cation, rotation and flip are selected for expansion. (1) With the center of the picture 

as the origin, rotate the picture clockwise for 5 degrees, which can be rotated 72 

times, that is, 72 pictures with the same label are derived from one picture; (2) While 

rotating, flip with the y-axis as the centerline to double the amount of data. 

The dataset used in this paper is from the real data of the hospital LIS system, and the 

annotation and review of the cytofluorescence images are done by professional doc-

tors. Since the number of samples was not sufficient, some methods such as rotation 

and flip were used to expand the dataset. After removing some unusable data, the 
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distribution of original image data and expanded image data for each ANA type is 

shown in Table.1. 

Table 1. Distribution of original image data and expanded image data for each ANA type 

ANA type Original image data Expanded image data 

cytoplasmic granular type 208 29952 

cytoplasmic fibrous type 183 26352 

nuclear dot type 196 28224 

nuclear granular type 213 30672 

nuclear membrane type 223 32112 

nucleolar type 209 30096 

homogeneous type 188 27072 

centromere type 215 30960 

negative control type 220 31680 

4.2 Results and Analysis 

The error rate is the ratio of the number of misclassified samples to the total number 

of samples. The curves in Fig.7 show how the overall error rate of the deep learning 

network constructed in this paper varies with the number of iterations.  

 

Fig. 7. The error rate of the training set and the test set 

From the results, it can be seen that using the deep residual shrinkage network, the 

error rate of the training set and the test set can decrease quickly with the number of 

iterations, which better solves the network degradation problem. In this paper,𝑃,  𝑅 

and 𝐹1 score are used to evaluate the performance of the proposed model, and Fig.8 

shows the 𝐹1 score for each type of ANA recognition on the test image dataset. 
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Fig. 8. 𝐹1 score for each type of ANA recognition on the test image dataset 

The proposed recognition models in this paper were compared with AlexNet, Goog-

LeNet, VGGNet and ResNet models on the same dataset for experiments, and the 

ANA recognition performance of each model is shown in Table.2. 

Table 2. ANA recognition performance of each model 

Model P R F1 

AlexNet 0.7081 0.7233 0.7156 

GoogLeNet 0.8883 0.7759 0.8283 

VGG-19 0.7912 0.8331 0.8116 

Resnet50 0.8477 0.8699 0.8587 

DRSN-DC 0.9310 0.9451 0.9282 

By comparing with other models experimentally, the F1 score of the model proposed 

in this paper reaches 93%, which is about 7% better than the residual network with 

the same depth, and about 10% better than the F1scores of GoogLeNet and VGG-19, 

showing a significant improvement in performance. 

5 Conclusion 

In this paper, we propose a HEp-2 cell image classification model based on deep re-

sidual shrinkage network combined with dilated convolution. The model  embeds soft 

thresholds as trainable systolic functions into the deep residual network，expands 

sensory field and accomplish feature extraction by dilated convolution, removes noise 

and redundant data by using deep residual shrinkage network, and finally fuses fea-

tures of different scales.. Experiments show that the model in this paper outperforms 

classical CNN networks such as GoogLeNet and Resnet50 in HEp-2 cell fluorescence 

image recognition and ANA classification, which greatly improves the speed of clini-

cal fluorescence image analysis and the efficiency of clinical diagnosis for immune 

diseases. 
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