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Abstract. Deep stochastic configuration network (DSCN) is an incremental 

learning method for large-scale data analysis and processing, which has the ad-

vantages of lower human intervention, higher learning efficiency and stronger 

generalization ability. For improving the stability of DSCN, a deep stochastic 

configuration network based on AdaBoost is proposed, termed as AdaBoost-

DSCN. In our proposed model, the AdaBoost learning approach is adopted, the 

weights of the base models are adjusted adaptively according to the training re-

sults, then the base models are combined to generate a stronger model, which is 

beneficial to reduce the influence of random parameters on network perfor-

mance of DSCN. Experimental results on complex function approximation 

problems and large-scale regression datasets show that AdaBoost-DSCN has 

higher regression accuracy for large-scale data regression analysis compared 

with DSCN, AdaBoost-SCN, SCN. 

Keywords: deep stochastic configuration network, ensemble learning, neural 

network, AdaBoost 

1 Introduction 

Stochastic configuration network (SCN) proposed by Wang and Li in 2017, is an 

incremental model, its nodes in hidden layer can be increased gradually according to 

the preset conditions [1]. As the parameters of SCN are configured by stochastic con-

figuration (SC) algorithm, and the network structure can be determined by supervi-

sion mechanism adaptively, SCN has a series of advantages of less human interven-

tion, faster learning efficiency and better generalization performance. It has been ex-

tensively studied and applied in the areas of power big data processing [2], EEG sig-

nal analysis [3], fault diagnosis [4], online measurement problems [5, 6], robotic 

grasping recognition [7] and defect recognition [8]. 

Since SCN was proposed, it has been favored by domestic and foreign researchers for 

its lower human intervention, higher learning efficiency and stronger generalization 

ability [1]. In the aspects of network structure, SCN was expanded into 2-D stochastic 

configuration network (2DSCN) and deep stochastic configuration network (DSCN) 

respectively, showing the great potential in the field of image processing [9, 10]. 
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However, as the training process of SCN mainly depends on the training samples, 

with the increase of nodes in the hidden layer, it is easy to over-fitting, which reduces 

the robustness and generalization of the network. Training multiple neural network 

models using distributed and ensemble learning strategies can improve the accuracy 

and generalization performance of SCN significantly improved. Negative correlation 

learning (NCL) and cooperative learning paradigm were applied to calculate the pa-

rameters of ensemble models respectively [11, 12]. Parallel stochastic configuration 

network (PSCN) which used different objective functions to train multiple sub-

networks in parallel, and adopts fuzzy evidence theory to fuse the results [13]. Unlike 

the above model, stochastic configuration network ensembles with selective base 

models was introduced [14]. Otherwise, ensemble learning methods include Stacking, 

Bagging and AdaBoost were introduced into SCN for solving different problems [15-

17]. 

DSCN, as the deep structure of SCN, has been proved the performance in image pro-

cessing and complex function approximation problems [10]. Except for the prediction 

interval of crude oil carbon residue, DSCN is seldom used in the field of regression 

[18]. During to the construction process of DSCN, some ensemble method used in 

SCN are no longer suitable for DSCN, in the first place, we cannot use these methods, 

including negative correlation learning, cooperative learning paradigm etc. to calcu-

late the output weights of ensemble DSCN model [11, 12,14]; in the second place, 

parallel [13], stacking [15], Bagging [16] and AdaBoost [17] were applied to solve 

different scenarios. AdaBoost method can adjust the weights of base learners accord-

ing to the training errors of samples and improve the performance of the learners by 

weighting, which is sensitive to outliers and noise data. It can effectively overcome 

the over-fitting problem of the DSCN model [19], like the use of AdaBoost in SCN 

[17], a deep stochastic configuration network based on AdaBoost is proposed, named 

as AdaBoost-DSCN. 

The rest parts of this paper are given as lists: Section 2 reviews the framework of deep 

stochastic configuration network. In section 3, the theory of AdaBoost-DSCN is pre-

sented in detail. Section 4 gives some experimental results on complex function ap-

proximation problems and large-scale regression datasets. Finally, some conclusions 

and future works are described in section 5. 

2 Revisit of DSCN 

Deep stochastic configuration network (DSCN) is the deep version of SCN, unlike 

other deep neural networks, it can start from one hidden layer with only one node, 

gradually increase the number of nodes and hidden layers to build the deep structure, 

in which input weights and biases can be configured through supervision mechanism 

and the output weights are calculated by using the least square method. As can be 

seen in Fig. 1, the network structure of DSCN is differs from the structure of other 

deep models. The number of hidden layers and its nodes are not fixed and it can be 

increased gradually according to the training errors [10]. 
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Fig. 1. The structure of stochastic configuration network [10] 

The modeling learning process of DSCN is described as lists [10]: 

Given a set of training data, 1 2{ , , , }Nx xX x   and 1 2{ , , , }Ny yY y   represent the input 

data and corresponding label. ,1 ,2 ,{ , , , } d

i i i dix x x x R   , d indicates the feature dimen-

sion; ,1 ,2 ,{ , , , } m

i i i miy y y y R   , m expresses the label dimension; 1,2, ,i N , N is the 

number of training samples. 

It is supposed that 1nL   nodes in nth layer of DSCN have been configured, compute 

the training error vector by using Eq. (1), then judge whether meet the preset condi-

tions 
max

2

max , n n F
n n L L or e     , maxn  is defined as the maximum number of layers; 

maxnL  denotes the maximum number of nodes in nth layer;   represents the preset error. 
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Assign initial input weight 
n

n

Lw  and bias 
n

n

Lb  of node nL  in nth layer by using to Eq. (2) 

and Eq. (3): 
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where   represent the scale factor of input weight and bias; maxT  expresses the maxi-

mum number of candidate nodes. 
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where 
n

n

Lh  is denoted as the output of node nL ; 1,2, ,j m ; ; { }
nL , in which 

1
nL r    and lim 0

n nL L  , represents a nonnegative real number sequence. 

The output weight matrix  can be evaluated according to Eq. (6): 

 
2* arg min
F

H Y H Y


      (6) 

where 
1 2

1 2[ , , , ]
n

n

L L LH H H H  , among them 1 2[ , , , ]
n n

n n n n

L LH h h h  ; H   is denoted as the 

Moore-Penrose inverse of H . 

The output Ŷ  of DSCN is calculated by using Eq. (7): 

 Ŷ H  (7) 

3 AdaBoost-DSCN 

AdaBoost [19, 20] is a classical ensemble learning algorithm which is widely used for 

the ensemble of neural networks. It can avoid over-fitting problem and improve the 

generalization ability of neural network models for solving classification and regres-

sion problems by combining multiple weak learners into a strong learner [21, 22]. 

In the process of incremental learning modeling of DSCN, the input weights and bias-

es of hidden layer nodes are mainly dependent on the scale factor λ. However, for 

different large-scale training datasets, the performance of DSCN is easily limited by 

the setting range of the scale factor λ and affected by the randomness of the allocation 

of input weights and biases. To improve the stability and avoid over-fitting problem 

of DSCN, an AdaBoost-based deep stochastic configuration network (AdaBoost-

DSCN) is proposed by training multiple DSCN-based learner models. Firstly, through 

training multiple DSCN-based learner models, iterative training is carried out based 

on AdaBoost algorithm; Secondly, the weighted majority voting method is adopted to 

reduce the weights of the training samples with better results and improve the weights 

of the training samples with poor results; Finally, a strong learner model is obtained 

by weighted combination according to the training results of each learner. 

Therefore, the AdaBoost-DSCN model is described as follows [23, 24]: 

Given a set of training data, 1 2{ , , , }Nx xX x   indicates the input data, 

,1 ,2 ,{ , , , } d

i i i dix x x x R   , d represents the feature dimension; 1 2{ , , , }Ny yY y   is denoted 

as the corresponding label, , m is the label dimension; among 

them 1,2, ,i N , N is the number of training samples. 

Step 1: Initialize the distribution weight of training samples through Eq. (8): 

(0,1)r



 ,1 ,2 ,, , , m

i i mi iy y y y R  
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 ,1 ,2 , ,

1
[ , , , ],k k k k N k i

N
         (8) 

where 1,2, ,k K , K is the number of base learners; 1,2, ,i N , N is the number of 

training samples. 

Step 2: Training the K DSCN-based learners iteratively, and calculate the errors of 

each sample according to Eq. (9): 

 k kf Y    (9) 

where ,1 ,2 ,=[ , , , ]k k k k N    , kf  is the regression results of kth base learner, 

1,2, ,k K . 

Step 3: According to the sample errors of Eq. (9), update the distribution weight of 

training samples by using Eq. (10): 

 
, ,

,

,

    | |

        

k i k i

k i

k i

c if

else

  




 
 


 (10) 

where c is the control factor of the distribution weight; u is the threshold of sample 

error which is used for determining the base learner outliers. 

Step 4: Calculate the weight of DSCN-based learners according to Eq. (11): 

 
1

(0.5 ) (0.5 )k k
Ks s

k k
e e


   (11) 

where ks  represents the summation of regression errors of training samples, where

,k k k is s =  when , | |k i  . 

Step 5: Construct the AdaBoost-DSCN model according to the weights of base learn-

ers as Eq. (12): 

 
1

=
K

k kk
f f 

  (12) 

where f is denoted as the output of AdaBoost-DSCN model. 

4 Experiments 

All the experimental codes of the paper are programed based on MATLAB 2019b, 

which running on a PC with Intel (R) Core (TM) i7-9750H 2.60 GHz CPU, NVIDIA 

GPU GTX1650 and 64 GB RAM. 

4.1 Benchmark datasets 

To illustrate the performance of AdaBoost-DSCN, two complex function approxima-

tion problems (Eq. (13) and Eq. (14)) and four large-scale regression datasets (Table. 
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1) of KEEL (Knowledge Extraction based on Evolutionary Learning, 

http://www.keel.es/) are selected as benchmark datasets. The descriptions of these 

benchmark datasets are introduced as lists. 

Real-valued function f1(x) [25]: 

 
2 2 2(10 4) (80 40) (80 20)

1( ) 0.2 0.5 0.3x x xf x e e e         (13) 

The training dataset has 1000 samples while the test dataset is consisted of 300 sam-

ples, all the training samples and test samples are uniformly distributed in [0, 1] re-

spectively. 

Real-valued function f2(x) [26]: 

 
0.2

2( ) 0.8 sin(10 )xf x e x  (14) 

It is the same as f1(x), the training samples and test samples are generated from a regu-

larly spaced grid over [0, 5], and the training dataset and test dataset are consisted of 

1000 and 300 samples respectively. 

Table 1. The attributes of four large-scale regression datasets. 

Datasets Input Features Instances 

MV 10 40768 

Compactiv 21 8192 

Pole 26 14998 

Ailerons 40 13750 

To reduce the influence of different feature ranges on the model, the input and output 

vectors of four large-scale regression datasets from KEEL are normalized into [0, 1], 

in which 75% of the samples are selected as the training dataset randomly while the 

rest are determined as the test dataset. 

4.2 Evaluation indicator and parameters setting 

4.2.1 Evaluation indicator 

To verify the regression accuracy of AdaBoost-DSCN, SCN [1], DSCN [10], Ada-

Boost-SCN [17] are chosen as the compared models, then we run each model 10 

times, root mean square error (RMSE) (Eq. (15)) and its standard deviations of all the 

results are determined for ensuring the fairness of the experiments. 

 2

1

1
ˆRMSE= ( )

N

i i

i

y y
N 

  (15) 

where yi is the actual value of sample i; ˆ iy  denotes the regression result of sample i; N 

indicates the number of samples. 

4.2.2 Parameters setting 

In the experiments, the parameters of related models are set as follows: all the models 

adopt the sigmoidal function (Eq. (16)) as activation function, the nodes in the hidden 
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layers of all the models are set as 25, 50 respectively, some other parameters of each 

model are given especially. 

  (16) 

SCN: the rand λ of SCN are chosen from set {0.9, 0.99, 0.9999, 0.99999, 0.999999} 

and {0.5, 1, 5, 10, 30, 50, 100, 150, 200, 250} adaptively; the maximum number maxT  

of candidate nodes is set to 200; the tolerance error   is set as 0.001. 

DSCN: the maximum number of layers maxn  is set to 2; the r and λ of SCN are cho-

sen from set {0.9, 0.99, 0.999, 0.9999, 0.99999, 0.999999} and {0.5, 1, 5, 10, 30, 50, 

100, 150, 200, 250} adaptively; the maximum number  of candidate nodes is set to 

200; the tolerance error   is set as 0.001. 

The parameters of AdaBoost-SCN and AdaBoost-DSCN are similar as SCN and 

DSCN respectively, except for the number of base learner K is set to 5, the weight 

control factor c is set to 1.1, the threshold of sample point error   is set to 0.001. 

4.3 Results and discussion 

The average test results of AdaBoost-DSCN, SCN, DSCN and AdaBoost-SCN on 

function approximation problems are given in Table. 2 and Table. 3, in which L repre-

sents the maximum number of nodes in each hidden layer, DSCN and AdaBoost-

DSCN has 2 hidden layers for solving these problems. As can be seen from Table. 2, 

it obviously that AdaBoost-DSCN outperform other models in terms of both average 

test results on two complex function approximation problems. With the increase of 

the maximum number of nodes, the test results of DSCN and AdaBoost-DSCN are 

enhanced greatly, which shows that AdaBoost-DSCN and DSCN have better fitting 

effect than SCN and AdaBoost-SCN for function approximation problems, the Ada-

Boost-DSCN and AdaBoost-SCN have higher regression accuracy than DSCN and 

SCN, verifies the effectiveness of AdaBoost ensemble learning. At the same time, the 

fitting curves of AdaBoost-DSCN model to function approximation problems are 

shown in Fig. 2. 

Table 2. Performance comparison of four models on f1(x). 

Models 
Test results (RMSE) 

  

SCN 3.8546e-02±3.0835e-03 8.9775e-03±3.4369e-03 

DSCN 1.5178e-02±3.1029e-03 4.3556e-04±2.7920e-04 

AdaBoost-SCN 3.7056e-02±1.7307e-03 7.6905e-03±1.4554e-03 

AdaBoost-DSCN 1.1990e-02±2.1957e-03 1.8511e-04±8.2268e-05 

1
( )

1 x
S x

e




maxT

25L= 50L=
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Table 3. Performance comparison of four models on f2(x). 

Models 
Test results (RMSE) 

  

SCN 6.2263e-02±3.2845e-02 1.3861e-03±6.9197e-04 

DSCN 6.8888e-03±6.3440e-03 5.2601e-05±3.0592e-05 

AdaBoost-SCN 4.2098e-02±1.4116e-02 6.2471e-04±1.3571e-04 

AdaBoost-DSCN 2.0983e-03±1.5434e-03 2.5195e-05±4.9656e-06 

 

(a) L=25 

 

(b) L=50 

25L= 50L=
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(c) L=25 

    

(d) L=50 

Fig. 2. Fitted curves of AdaBoost-DSCN on function approximation problems 

Table. 4 - Table. 7 demonstrates the average test results of AdaBoost-DSCN, SCN, 

DSCN and AdaBoost-SCN on large-scale regression datasets, among them L indicates 

the maximum number of hidden layer nodes, meanwhile DSCN and AdaBoost-DSCN 

has 2 hidden layers for solving these problems. 



10 

 

Table 4. Performance comparison of MV dataset. 

Models 
Test results (RMSE) 

  

SCN 4.4904e-02±4.7017e-03 2.2737e-02±1.6510e-03 

DSCN 3.0270e-02±2.4272e-03 1.5521e-02±1.0531e-03 

AdaBoost-SCN 3.6555e-02±1.6602e-03 1.8546e-02±3.5122e-04 

AdaBoost-DSCN 2.3075e-02±1.4101e-03 1.2987e-02±2.6917e-04 

Table 5. Performance comparison of Compactiv dataset. 

Models 
Test results (RMSE) 

  

SCN 9.3403e-02±6.1868e-03 4.3051e-02±1.5580e-03 

DSCN 4.0368e-02±5.0512e-03 2.8340e-02±8.0883e-04 

AdaBoost-SCN 7.7458e-02±4.1736e-03 3.3792e-02±1.0012e-03 

AdaBoost-DSCN 3.2994e-02±1.4950e-03 2.6748e-02±6.9538e-04 

Table 6. Performance comparison of Pole dataset. 

Models 
Test results (RMSE) 

  

SCN 2.8158e-01±7.9057e-03 2.3198e-01±8.0734e-03 

DSCN 2.4445e-01±4.2805e-03 2.0740e-01±7.4167e-03 

AdaBoost-SCN 2.7025e-01±4.0141e-03 2.2043e-01±1.8525e-03 

AdaBoost-DSCN 2.3317e-01±3.6195e-03 1.9688e-01±3.6832e-03 

Table 7. Performance comparison of Elevators dataset. 

Models 
Test results (RMSE) 

  

SCN 3.8277e-02±1.2402e-03 3.6015e-02±1.0447e-03 

DSCN 3.6754e-02±1.3041e-03 3.9248e-02±5.9949e-03 

AdaBoost-SCN 3.7417e-02±1.1559e-03 3.5584e-02±5.1169e-04 

AdaBoost-DSCN 3.5959e-02±6.0075e-04 3.4545e-02±1.1014e-03 

As we can see from Table. 4 -Table. 7, AdaBoost-DSCN model has the smallest test 

errors on the large-scale regression data set of MV, Compactiv, Pole and Elevators 

25L= 50L=

25L= 50L=

25L= 50L=

25L= 50L=
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compared with SCN, DSCN and AdaBoost-SCN model. Compared with DSCN and 

SCN, AdaBoost-DSCN and AdaBoost-SCN can improve the regression accuracy 

furtherly, which indicates that DSCN has stronger capability of large-scale data re-

gression compared with SCN, and AdaBoost ensemble learning approach can be used 

for solving the over-fitting problem of DSCN. 

In conclusion, with the increase of data dimension and data scale, AdaBoost-based 

deep stochastic configuration network improves the regression accuracy and stability 

of DSCN, which is superior to SCN, DSCN and AdaBoost-SCN models. 

5 Conclusion 

DSCN can allocate weights and biases of nodes and construct deep network structure 

adaptively through supervision mechanism, which has faster learning efficiency and 

higher learning accuracy. To avoid over-fitting problem of the DSCN for solving 

regression problems, AdaBoost ensemble learning strategy is merged into DSCN, 

then deep stochastic configuration network based on AdaBoost is proposed, termed as 

AdaBoost-DSCN. Experimental results on the complex function approximation prob-

lems and some large-scale regression datasets demonstrate that AdaBoost-DSCN can 

improve the training accuracy of DSCN and overcome the problems of model insta-

bility and over-fitting which caused by random configuration of parameters and 

strong dependence on training samples. In the future, image classification is one of 

the important research fields of machine learning, AdaBoost-DSCN will be used to 

solve this kind of problem to obtain higher classification accuracy. 
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