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Abstract. Aiming at the defects of short text, which lack context information and 

weak ability to describe topic, this paper proposes an attention network based 

solution for enriching topic information of short text, which can leverage both 

text information and concept embedding to represent short text. Specifically, 

short text encoder is used to enhance the representation of short texts in the se-

mantic space. The concept encoder obtains the distribution representation of the 

concept through the attention network composed of C-ST attention and C-CS at-

tention. Finally, Concatenating outputs from the two encoders creates a longer 

target representation of short text. Experimental results on two benchmark da-

tasets show that our model achieves inspiring performance and outperforms base-

line methods significantly. 

Keywords: Short Text Representation, Knowledge Base, Conceptualization, 

BERT, Attention Mechanism. 

1 Introduction 

The task of categorizing short texts is one of the important methods for a wide range of 

applications, including web search, news classification. Short texts lack enough con-

textual information, which poses a great challenge for short text classification. An es-

sential intermediate step for text classification is text representation. According to the 

different ways of leveraging external sources, previous text representation methods can 

be divided into two categories: explicit representation and implicit representation [1]. 

For explicit approaches, a short text is represented as a sparse vector by labeling, 

POS tagging, and syntactic parsing. Researchers develop effective features from many 

aspects, such as knowledge base. Although explicit models are easily understandable 

by humans, it is difficult for the models to capture deep semantic information from the 

contexts. Besides, they also suffer from the data sparsity problem. 

In terms of implicit representation, a short text is usually mapped to an implicit space 

and represented as a dense vector [2] which is called embedding. Encoder-decoder 

framework is also frequently adopted to capture the semantics of texts [3]. An implicit 

representation model can capture rich information from context and facilitate text un-

derstanding with the help of deep neural networks. However, implicit representation 

model ignores semantic relations such as isA and isPropertyOf that exist in knowledge 
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bases. Such information is helpful for understanding short texts, especially when deal-

ing with previously unseen words. 

It is ineffective to use either explicit or implicit representations independently for 

short text representation or classification. Previous work combined the two and used a 

rich knowledge base to enrich the prior knowledge of short texts by conceptualizing 

[4]. However, there are still two major problems. First, when conceptualizing the short 

text, improper concepts are easily introduced due to the ambiguity of entities or the 

noise in knowledge bases. For example, "Steve Jobs established Apple", the conceptual 

fruit and company of Apple were extracted, but obviously fruit is not an appropriate 

concept which is caused by the ambiguity of Apple. Second, it is necessary to consider 

the relative importance of the concepts. For the same example, we extract the concepts 

individual and entrepreneur of Steve Jobs from the knowledge base. Despite the fact 

that they are both correct concepts, entrepreneur is more specific than individual. 

In this work, we proposes an attention network based solution for enriching topic 

information of short text, which can leverage both concept embedding and text infor-

mation to represent short text. Specifically, short text encoder is used to enhance the 

representation of short texts in the semantic space. The concept encoder obtains the 

distribution representation of the concept through the attention network composed of 

two-level attentions. Finally, Concatenating output from the two encoders creates a 

longer target representation of short text.  

Fig. 1. Model Architecture  

2 Proposed Model 

The overall architecture of our model (MACE) is shown in Figure 1, which can be 

divided into three parts: concepts extraction, short text encoder and concept encoder. 
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We are given a set of documents D with a set of document labels Y where each 

document d D is composed of multiple words 0 1{ , ,..., }d d d d
nW w w w= . The input of 

our model is a short text d, where
d
iw represents i-th word in the short text d.  

2.1 Concepts Extraction 

The task of this module is to extract relevant conceptual knowledge from the external 

knowledge base. We use the IsA relationship to define the relationship between entities 

and concepts. Specifically, given a short text d, the goal is to find a concept set 

1 2{ , ,..., }d d d d
mC c c c=  related to the entities in the short text, where 

d
ic is one of the con-

cepts. First, entity linking technology is needed to identify entities in short text. Then 

for each entity, it needs to be conceptualized and its conceptual information is obtained 

from the external knowledge base. We utilize the existing entity-concept knowledge 

base (Microsoft Concept Graph) [5] to obtain conceptual information. It is a huge en-

tity-concept knowledge base and has excavated IsA data from billions of web pages, 

with tens of millions of entities and millions of concepts, which is of great help to the 

understanding of short texts. 

Fig. 2. Example of short text conceptualization. 

Figure 2 shows an example of short text conceptualization. For this short text of 

sport classification, it can be seen that there may be specialized special words in a cer-

tain field or situation, such as the word FIFA in the sport text. It does not exist in either 

the implicit or explicit representation. Our model can obtain the prior knowledge of 

short texts by combining with the knowledge base to solve this problem. 

2.2 Short Text Encoder 

The goal of this module is to generate a short text representation q for a given short 

text sequence d. The short text is regarded as a sentence and used as the input of the 

BERT [6], and the word vector corresponding to each word of the sentence is calcu-

lated. Here we use the average of word-level hidden states in the last layer of BERT as 

the abstract semantics representation. The output of BERT is a representation of the 

sequence 1 2( , ,..., )d d d
nx x x  where 

d
ix is the word vector in 768-dimension of 

d
iw . 

Then a layer of BiLSTM [7] is used on top of BERT. BiLSTM includes both forward 

and backward networks, which solves the problem of traditional LSTM model that can-

not be processed due to serialization. Let the number of hidden units of each unidirec-

tional LSMT be u. We denote the short text representation sequence as  

1 2( , ,..., )d d d
n=H h h h  where 

2d u
i h  is the vector representation for word 

d
iw  after 

BERT and BiLSTM. 

Short text:  no tsunami but FIFA’ s corruption storm rages on 

 Concepts:  natural disaster    event sport organization 
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After that, the self-attention mechanism is adopted to solve the problem of vanishing 

gradient of BiLSTM. We use the scaled dot-product attention mechanism [3], which 

distinguishes the importance of different features, ignores unimportant features, and 

focuses attention on important features. Finally, the module obtains word vector 
* 2u
i h corresponding to word

d
iw .  

2.3 Concept Encoder 

Given a concept representation set d
T of size m denoted as 1 2{ , ,..., }d d d

mt t t , where 
d
it

is the i-th concept vector, the goal of this module is to generate vector representation p 

for d
T . 

In order to reduce the ambiguity of entities or the noise of external knowledge and 

the bad influence on incorrect concepts, we adopt the Concept towards Short Text (C-

ST) attention [8] which is used to measure semantic similarity between the i-th concept 

and the short text q. C-ST attention is given by the following formula: 

 1 1 1( tanh( concat[ ; ] ))T d

i iα softmax b=  +w W t q  (2) 

Here iα represents the attention weight of the i-th concept to the short text. A larger iα  

means that the i-th concept is more similar to the short text in semantics. 
(2 + )

1
ad u dW  

is the parameter matrix and 1
ad=w  is the parameter vector where ad is a hyperparam-

eter, and b1 is the bias. It should be noted that an entity may correspond to more than 

one concept. Therefore, for multiple concepts, we set the hyperparameter K as the max-

imum number of concepts that an entity can obtain. 

In addition, based on consideration of the relative importance of concepts, Concept 

towards Concept Set (C-CS) is defined to measure the importance of each concept 
d
ic :  

 2 22( tanh( + ))dT
i iβ softmax b= w W t  (3) 

Here βi denotes the attention weight from the i-th concept to the entire concept set
d
iC . 

2
bd dW is a weight matrix and 2

bdw is a weight vector where bd is a hyperpa-

rameter, and b2 is the bias.  

 The final attention weight of each concept is obtained by combining iα and iβ with: 

 ( (1 ) )i i iδ softmax γα γ β= + −  (4) 

Here iδ represents the final attention weight from the i-th concept towards the short text, 

and [0,1]γ  is the hyperparameter that manually adjusts the importance of iα and iβ . 

 In the end, the final attention weight is used to calculate the weighted sum of the 

concept vector to obtain the semantic vector which represents the concepts: 

 
1

n

d d
i i

i

δ
=

=p t  (5) 
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After obtaining the semantic concept representation, we combine it with short text 

representation by concatenating them. Then we apply an output layer on the join vector 

to convert the output numbers into probabilities for classification. 

3 Experiments 

In this section, we conduct extensive experiments to evaluate our method. 

3.1 Dataset 

We use two benchmark short text classification datasets for evaluation. TagMyNews 

[9], a news dataset, and Snippets [10], contains Google search snippets. The details 

about such corpora are shown in Table 1. 

Table 1. Details of the experimental datasets. 

 Classes Docs Avg len per doc 

TagMyNews 7 32,567 8 

Snippets 8 12,332 17 

In experiment, each dataset is randomly split into 80% for training and 20% for testing. 

20% of the randomly selected training examples are used to development set. 

3.2 Compared Methods 

We compared our proposed method with the following methods. two feature-based 

methods, two deep learning methods and BERT. 

SVM+BOW and SVM with unigram characteristics [11]. SVM+LDA, which is 

characterized by LDA [12]. Bidirectional long short-term memory (BiLSTM) with at-

tention mechanism (AttBiLSTM) [13]. Convolutional neural network (CNN) [14]. 

BERT (bert-base-uncased) with fine-tuning and BERT without fine-tuning. 

3.3 Evaluation Results and Analysis 

For the parameters of all the compared models, we performed grid-search on their ap-

propriate ranges. Glove [15] is used for concept embeddings with the number of con-

cepts at K=5. Only the final two layers of BERT and our model are fine-tuned and the 

maximum input length is 512. We adopt the standard cross-entropy loss function and 

Adam algorithm with learning rate 2e-4 to train our model. The epoch of each dataset 

is 15 and the batch size is 128.  

To evaluate the performance, we adopted two popular metrics: accuracy and F1 

score, which are widely used to evaluate the performance of classification. 

Text Classification Performance. In the first set of experiments, we compare the clas-

sification performance of our method against all the compared methods on the two da-

tasets. As shown in Table 2. 
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The proposed method achieves the best results on both datasets. Because our model 

considers the knowledge base and attention. On both datasets, the SVM model 

(SVM+LDA) that uses topic information produces better results than the model that 

does not use topic features (SVM+BOW). This observation shows that the topic repre-

sentation captured at the corpus level helps to alleviate the data sparseness problem in 

short text classification [16]. The neural models based on CNN or AttBILSTM produce 

better results than traditional methods show the effectiveness of representation learning 

in neural networks for short texts. 

Compared with traditional methods and deep learning methods, the pre-training 

model BERT is better than the previous two. BERT with fine-tuning is more effective 

than it without fine-tuning proves that fine-tuning can be used to adapt to specific tasks. 

Although the effect of the latter is worse (BERT(wo/fine-tuing)), it still performs better 

than traditional methods, which shows the strong effect of BERT. 

Table 2. Reslults of compared models on different datasets. 

 TagMyNews Snippets 

 Accuracy F1 Accuracy F1 

SVM+BOW 0.259 0.058 0.210 0.080 

SVM+LDA 0.616 0.593 0.689 0.694 

CNN 0.843 0.843 0.944 0.944 

Attn+BILSTM 0.820 0.821 0.944 0.943 

BERT(wo/fine-tuing) 0.700 0.700 0.762 0.754 

BERT(fine-tuing) 0.890 0.876 0.965 0.954 

MACE 0.908 0.894 0.977 0.971 

Effects of Hyperparameters. We further analyze the impact of the two main hyperpa-

rameters in our model, i.e., the number of concepts K and the value of γ. 

We conducted experiments on the impact of the number of concepts K correspond-

ing to an entity in a short text on classification performance. The classification accuracy 

with the number of concepts on the test sets are shown in Figure 3. We can clearly see 

that achieves the highest accuracy with K=5. When K=0, no conceptual information is 

used, and the effect of using the BERT model alone is not as good as the model of using 

conceptual knowledge. It shows that a reasonable number of concepts will enable the 

model to achieve the best results on different datasets. However, an excessive number 

of concepts will result in a decrease in accuracy. The possible reason is that the increase 

in the number of concepts will confuse the semantics of short texts.  
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Fig 3.  Influence of different K on accuracy. 

To verify the effectiveness of the two attention mechanisms, we studied the influence 

of the parameter γ that adjusts the two attention weights on the results. Manually ad-

justing the parameter γ from 0 to 1 and the step size is 0.25. The experimental results 

are shown in Table 3. It can be seen from Table 3 that when γ = 0.50, the model effect 

achieves the best effect on both datasets. When the parameter γ is set to 0 or 1, the 

effects are both worse on two data sets. 

Table 3. The effect of different γ on the accuracy. 

 TagMyNews Snippets 

γ = 0 0.891 0.953 

γ = 0.25 0.903 0.970 

γ = 0.50 0.908 0.978 

γ = 0.75 0.900 0.954 

γ = 1.00 0.883 0.960 

4 Conclusion 

In this paper, we propose an attention network which can leverage both text information 

and concept embedding to represent short text. First of all, short text encoder is used to 

enhance the representation of short texts in the semantic space. In addition, concept 

encoder obtains the distributed representation of the concept through the two attention 

networks. Finally, Concatenating outputs from the two encoders creates a final target 

representation of short text. On two short text classification datasets, the results show 

that our proposed model outperforms traditional methods, deep learning methods and 

original BERT. 
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