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Abstract. In this paper, a new method was proposed to reduce the misclassifi-

cation cost of software defect prediction under the condition of imbalanced 

classes. The effectiveness of the method was evaluated by the correct rate of 

sample classification, precision rate, recall rate, and F-Measure index. The main 

results of this research were as follows: (1) The proposed method can maintain 

a high accuracy rate while maintaining a relatively low cost of misclassifica-

tion; (2) In the data preprocessing stage, a median assignment method is pro-

posed, Used to deal with the field missing value problem of a reasonable sam-

ple in the data set; (3) In the classification stage of the decision tree and the vot-

ing classification stage of the formed random forest, the cost-sensitive factors 

defined according to different objects are introduced respectively, and the train-

ing is based on the cost-sensitive The improved random forest model. Experi-

mental results show that this method can reduce the cost of misclassification 

while maintaining a high accuracy rate. 

Keywords: Software Defect Prediction, Class Imbalance, Cost-sensitive, Ran-

dom Forest. 
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1 Introduction 

With the rapid change and development of software projects, software development 

technology continues to improve and improve. However, in the development process 

of the entire software project, due to the increasing scale of the software and the in-

creasing complexity of internal logic, it leads to it becomes more difficult to manually 

judge software defects. If these problems cannot be discovered in time, it will increase 

the cost of software development, cause waste of human and material resources. 

Software defect prediction technology is an effective means to find defects in soft-

ware projects. Therefore, the research of software defect prediction technology is of 

great significance. 

Software defect prediction (SDP) has always been one of the most active areas in 

software engineering research. According to the different granularity of prediction, it 

mainly includes module-level, file-level, and change-level defect prediction [1]. This 

article is research on defect prediction technology for module-level software entities. 

This technology uses the existing software defect public data set to train a defect pre-

diction model to predict whether there are defects in the software modules. 

In the early stage of the development of software defect prediction technology, 

Nagappan N, Compton BT, T.Menzies and others generated defect prediction models 

based on statistical methods [2][3][4]. However, due to the serious class imbalance 

and high feature dimension in the acquired data set, the performance of the model 

based on statistics may not always achieve the expected effect. F. Xing, Kechao 

Wang et al. used support vector machine (SVM) [5][6], Haijin Ji et al. used Naive 

Bayes (NB) method [7], K. Ayan, J. Zheng used neural network [8][9], T.M. Khosh-

goftaar used decision tree [10], Zhou L, Sun Z et al. used ensemble learning [11][12] 

to build a software defect prediction model, although they improved the prediction 

accuracy of unknown category modules, however, most of these constructed classifi-

ers did not consider the impact of the serious class imbalance in the data set, which 

increased the cost of misclassification. In addition, Michael J, M. Liu, Ling Xu and 

others used cost-sensitive learning [13][14][15] to create software defect prediction 

models. Although it reduced the cost of misclassification, it also reduced the predic-

tion accuracy. However, in the field of software defect prediction (SDP), the construc-

tion of classifiers is often aimed at minimizing the classification cost, which is the 

cost associated with the classification [13]. 

To construct a software defect prediction model that can minimize the cost of mis-

classification while ensuring high prediction accuracy, this paper proposes a software 

defect prediction method based on cost-sensitive and improved random forest. This 

method mainly improves the forecasting work in three aspects. First, in the data pre-

processing stage, for the field missing value problem of a reasonable sample in the 

data set, use the median assignment processing of the column where the missing value 

is located; second, divide the sample in the ID3 tree when classifying, introduce cost-

sensitive factors, and use the best model discriminant index that is customized accord-

ing to the error rate, recall rate, and precision rate indicators to filter the generated 

ID3 tree; third, in the constructed random forest, the performance and number of the 

selected ID3 trees are secondarily limited, and in the stage of voting and classifica-
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tion, the cost-sensitive factor is introduced again. Overall, reduce the impact on pre-

diction accuracy and increase the tendency of predictions to be defective. 

2 Related Work 

2.1 Classification Error Type 

According to current research, there are two types of errors in the environment of 

software defect prediction (SDP) [15]. When the classification model predicts a non-

defective module as a defective module, Type I misclassification occurs. Similarly, 

when a defective module is incorrectly classified as non-defective, Type II misclassi-

fication occurs. In practical applications, Type II will cause more serious prediction 

errors, because software defects have not been discovered, causing more serious dam-

age to the software after it is put into use. Therefore, the cost of Type II is much high-

er than that of Type I. Therefore, to avoid only Type II misclassification, the frequen-

cy of Type I misclassification can be appropriately increased. This cost conversion is 

considered worthwhile in the field of software defect prediction and can effectively 

reduce the cost of misclassification [14]. 

2.2 ID3 Tree 

The ID3 algorithm [16] proposed by Quinlan J R has a simple structure, strong learn-

ing ability, and is easy to understand. It is a classic decision tree algorithm. The algo-

rithm uses information gain as the basis for division and selects the attribute with the 

largest information gain as the split node to generate a decision tree. At present, there 

are many optimizations on the ID3 algorithm [17][18][19]. 

The ID3 algorithm selects the current best feature to segment the data set each 

time. There are two ways of segmentation: First, segment according to all possible 

values of the feature; Secondly, use the binary segmentation method to divide the data 

set into two parts each time. 

In software defect prediction, ID3 trees based on binary segmentation are mostly 

used. Generally, two aspects need to be considered, on the one hand, select the best 

segmentation attribute and attribute value. First, calculate the expected information. 

The expected information indicates the degree of fluctuation of the attribute's influ-

ence on the result. The smaller the expected information, the smaller the fluctuation, 

and the greater the information gain, assuming that there are k categories in the data 

set D, and the occupancy rate of the i-th category in the total data is pi, the calculation 

formula for the expected information is as (1); secondly, find the information entropy 

of each attribute and attribute value. It is a measure of the uncertainty of random vari-

ables. The greater the uncertainty, the greater the entropy. Assuming that feature A 

has m categories or values, and Dj is a subset of D, the information entropy is calcu-

lated as formula (2); then, solve for information gain according to formula (3), which 

is determined by the expected information and information of the attribute Entropy is 

jointly determined, and it is also the criterion for selecting partition attributes, gener-

ally, the attribute and attribute value with the largest information gain is selected as 
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the split node. Finally, under this attribute, put the value less than or equal to this 

attribute in the left subtree, and vice versa put it in the right subtree. 

On the other hand, set the conditions for the ID3 tree to stop splitting. In the pro-

cess of constructing the ID3 tree, to reduce the impact of model overfitting and the 

complexity of tree growth, the minimum number of nodes and a single type of child 

nodes are used as general conditions for the ID3 tree nodes to stop splitting. When the 

data volume of the node is less than a specified amount or when the data in the node 

is all of the same types, the split will not continue. Finally, complete the construction 

of the ID3 tree. 

 𝐼𝑛𝑓𝑜(𝐷) = − ∑ 𝑝𝑖 𝑙𝑜𝑔2 𝑝𝑖𝑘
𝑖=1   (1) 

 𝐸𝑛𝑡(𝐷, 𝐴) = − ∑ 𝐼𝑛𝑓𝑜(𝐷𝑗)𝑚
𝑗=1  (2) 

 Gain(𝐴) = 𝐼𝑛𝑓𝑜(𝐷) − 𝐸𝑛𝑡(𝐷, 𝐴) (3) 

2.3 Random Forest 

The random forest algorithm proposed by Breiman [20] is an extended variant of 

Bagging, which is composed of multiple independent decision trees. When judging 

the category of a new sample, each tree in the random forest will judge the classifica-

tion result of the sample, and finally vote for judgment. The category with more votes 

is the final result of the prediction. The formula is as (4): 

 𝐻(𝑥) = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑗

∑ ℎ𝑗
𝑖(𝑥)𝑇

𝑖=1  (4) 

Specific experimental steps: assuming that the original data set has n samples, use 

data disturbance sampling to form the training set; from the d attributes of the sample, 

use attribute perturbation to randomly select a subset containing k (k < d) attributes, 

and use the attribute subset to construct a decision tree model; input the sample, each 

tree gets its result, vote on the result, and choose the classification result of the sample 

with more votes. 

Owing to the random forest [21] being simple to implement and easy to under-

stand, it has good advantages in processing high-dimensional data, detection feature 

importance, anti-noise ability, and classification accuracy, making this model a wide-

ly used software defect prediction method. However, because the data set used for 

software defect prediction is usually unbalanced, the random forest has defects in the 

prediction and classification process. 

3 Method Of This Article 

3.1 Method Flow 

Figure 1 is a flowchart of the proposed software defect prediction model. The process 

of the method is mainly divided into two parts. The first part builds a prediction mod-

el, including data preprocessing and training cost-sensitive ID3 trees. The second part 
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is the prediction algorithm, a cost-sensitive random forest is constructed from the 

trained ID3 tree, for each test module entered, the proposed prediction algorithm di-

vides it into defective or non-defective. The specific process is as follows: 

(1) Data preprocessing 

Step 1. For the software defect prediction data set Data, delete the duplicate and 

contradictory data; use the median of the missing value column to fill in the missing 

values of a reasonable piece of data to obtain the preprocessed data set Data'; 

Step 2. Use the minimum-maximum normalization method to normalize Data′, and 

map the value of each attribute to the interval [0,1] to obtain Data"; 

Step 3. According to the size of Data", randomly divide it into a training set TrainD 

and test TestD according to a custom ratio. 

(2) Training cost-sensitive ID3 tree 

Step 1. Use Bagging technology to perturb the data of TrainD, randomly extract 

samples from TrainD with replacement, use the extracted samples as the training set 

TrainD_train of the training ID3 tree, and use the remaining samples as the test set 

TrainD_test in the training set; 

Step 2. Introduce attribute disturbance, perform attribute disturbance on 

TrainD_train, and generate TrainD_trainM after attribute disturbance; 

Step 3. Use TrainD_trainM, adopt the binary segmentation method, introduce the 

cost-sensitive factor Acost, and build a cost-sensitive ID3 tree; 

Step 4. Use the constructed ID3 tree to predict the samples in TrainD_test and de-

termine whether each sample is a defective module; 

Step 5. Calculate and analyze the performance of the improved ID3 tree; 

Step 6. Set the best model discriminating index value Ψ, and select the ID3 tree 

with better overall performance. 

(3) Build a cost-sensitive random forest  

Step 1. Set the conditions for the secondary screening of ID3 trees and the limit on 

the number of ID3 trees in the forest, introduce the cost-sensitive factor Bcost, and 

construct a cost-sensitive random forest (RF); 

Step 2. Use the constructed RF to predict the samples in TestD, and each test sam-

ple is predicted to be one of two categories (i.e., defective or non-defective); 

Step 3. Calculate and analyze the predictive performance of RF; 

Step 4. Output the final prediction result of the sample. 

 

3.2 Cost-sensitive ID3 Tree 

Use binary segmentation method to construct ID3 tree. In the process of building an 

ID3 tree, a single type of child node and the minimum number of nodes are used as 

the general conditions for the ID3 tree node to stop splitting. When it is found that the 

number of remaining samples SN is the same category or SN is less than or equal to 

the minimum number of nodes, that is, the split threshold ε, stop splitting and classify 

all of them as a leaf node to reduce the impact of overfitting. 

When selecting the category of the leaf node, the cost-sensitive factor Acost related 

to the number of different categories in the data set is introduced as the weight of the 

defect module in the leaf node to increase the tendency of predicting the defect cate-
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gory, as in formula (5). The general denominator 𝑛𝑢𝑚𝑦 is the number of true defec-

tive samples in the data set, the numerator 𝑛𝑢𝑚𝑥 is the number of true non-defective 

samples, and η and λ represent auxiliary parameters. Without loss of generality, add 1 

to both the numerator and denominator. 

 𝐴cost = (𝑛𝑢𝑚𝑥 + 1) (𝑛𝑢𝑚𝑦 + 1)⁄ × 𝜂 ± 𝜆 (5) 

To filter the ID3 tree with better overall performance, for the constructed ID3 tree, 

the pros and cons model threshold Ψ is introduced, which is set according to the cus-

tom values of the error rate, recall rate, and precision rate indicators. Use the test set 

to test the trained ID3 tree to obtain test indicators such as error rate. If the test index 

is lower than the defined Ψ, the decision tree is considered unqualified and cannot be 

included in the number of decision trees specified by the user. 

3.3 Cost-sensitive Random Forest 

The cost-sensitive ID3 tree is used as the decision tree in the random forest. Before 

adding the constructed ID3 tree to the random forest, the conditions for the secondary 

screening of the ID3 tree are introduced. The numTrees refers to the total number of 

ID3 trees trained. When the performance of the ID3 tree satisfies:  error ≤

 ∑ error𝑖
numTrees
𝑖=1 𝑛𝑢𝑚𝑇𝑟𝑒𝑒𝑠⁄ ,  recall ≥ ∑ 𝑟𝑒𝑐𝑎𝑙𝑙𝑖

𝑛𝑢𝑚𝑇𝑟𝑒𝑒𝑠
𝑖=1 𝑛𝑢𝑚𝑇𝑟𝑒𝑒𝑠⁄ ,  precision ≥

∑ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖
𝑛𝑢𝑚𝑇𝑟𝑒𝑒𝑠
𝑖=1 𝑛𝑢𝑚𝑇𝑟𝑒𝑒𝑠⁄ , the ID3 trees will be added to the forest. 

Secondly, the random forest will limit the number of ID3 trees added. The number 

of ID3 trees in the random forest needs to meet: (𝑛𝑢𝑚𝑇𝑟𝑒𝑒𝑠 × 1/2) ≤ 𝑛𝑢𝑚𝐹 ≤
(num𝑇rees × 4/5), numF is the number of ID3 trees in the random forest. 

Finally, in the stage of voting to determine the sample category, the cost-sensitive 

factor Bcost is introduced, which is limited by the number of decision trees in the 

random forest with different sample prediction results and the number of samples in 

different categories in the data set. Let it be the weight of the number of decision trees 

that predict the sample category as a defect to increase the tendency to predict the 

defect category. The solution of Bcost is as formula (6), where, 𝑡rees𝑥 is the number 

of ID3 trees that predict the sample as a non-defect category, 𝑡rees𝑦 is the number of 

ID3 trees that predict the sample as a defect category, 𝑡𝑥 is the number of real non-

defective samples in the data set, 𝑡𝑦 is the number of real defective samples, η, λ, γ 

(γ>0, generally take 1) are auxiliary parameters. 

 𝐵cost =
𝑡𝑟𝑒𝑒𝑠𝑥

𝑡𝑟𝑒𝑒𝑠𝑦+𝛾
× √(𝑡𝑥 + 1) (𝑡𝑦 + 1)⁄ × 𝜂 ± 𝜆 (6) 

4 Experiment 

4.1 Experimental Data Set And Processing 

The experimental data comes from the KC3 and CM1 data sets of the NASA MDP 

data warehouse. They are a collection of modules after software measurement, which 

can be downloaded from the website. 

In the data set, faced with the problem of missing values of reasonable data, this 



7 

paper proposes to use the median of the column where the missing value is located to 

fill the missing value of this data. For example, there are n samples in a certain data 

set Data, and each sample is represented as 𝑑𝑖  (i = 0,1,2, . . . , n − 1), There are m 

attributes (including label attributes), and each attribute is represented as 𝑝𝑗(j =
0,1,2, . . . , m − 1), The j-th attribute of the i-th sample is expressed as 𝑑𝑝𝑖𝑗, When the 

𝑑𝑝𝑖𝑗 of a piece of data is missing, after sorting this column of data, use formula (7) to 

assign value to 𝑑𝑝𝑖𝑗. 

 𝑣𝑎𝑙𝑢𝑒 = {
𝑑𝑝

𝑛
2⁄ 𝑗,n为偶数

𝑑𝑝
𝑛+1

2⁄ 𝑗, 𝑛为奇数
  (7) 

4.2 Method Evaluation Index 

The binary classification results of software defect prediction are represented by a 

confusion matrix, as shown in Table 1. In Table 1, TP means that positive cases are 

correctly predicted as positive cases; FN means that positive cases are incorrectly 

predicted as negative cases (Type II misclassification); FP means that negative cases 

are incorrectly predicted as positive cases (Type I misclassification); TN means that a 

negative case is correctly predicted as a negative case. The actual number of positive 

(defective) samples is P=TP+FN; the actual number of negative (non-defective) sam-

ples is N=FP+TN; the total number of all samples is C=P+N. 

This paper uses correct rate, recall rate, precision rate, F-Measure index to meas-

ure the predictive ability of the software defect prediction model and verify the effec-

tiveness of the proposed method. The calculation methods of these performance indi-

cators are described in detail as follows. And, on any given data set, each performance 

index takes the average of 15 running results as the final performance index value of 

the method. 

(1) Accuracy refers to the proportion of modules that are correctly classified in all 

modules. 

 𝐴ccuracy =
𝑇𝑃+𝑇𝑁

𝐶
 (8) 

(2) Recall refers to the proportion of all correctly classified defective modules to 

all truly defective modules. 

 𝑅ecall =
𝑇𝑃

𝑃
 (9) 

(3) Precision refers to the proportion of all correctly classified defective modules to 

all predicted defective modules. 

 𝑃recision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (10) 

(4) F1-Measure is a weighted harmonic average of precision and recall and is often 

used to evaluate the quality of a classification model. 
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 𝐹1 =
2×𝑃recision×𝑅ecall

𝑃recision+𝑅ecall
 (11) 

Table 1. Confusion matrix for software defect prediction 

 
Forecast category 

defective non-defective 

Instance 
category 

defective TP (True Positive) FN (False Negative) 

non-
defective 

FP (False Positive) TN (True Negative) 

4.3 Verification Experiment 

This paper mainly conducts two sets of experiments. Through verification experi-

ments, the feasibility of the cost-sensitive random forest method is verified, and the 

effectiveness of the proposed method is verified through comparative experiments. In 

the two data sets of the experiment, take the KC3 data set as an example, and repeat 

similar operations on the other data sets. 

Input: public data set KC3, public data set division ratio Ex=7:3, number of deci-

sion trees constructed by the user numTrees=200 

Output: predicted defect label for each test module 

Step 1. Data preprocessing is performed on the public data set KC3, and the data 

volume of TrainD in the data set KC3 is 135 and that of TestD is 59; 

Step 2. Perform data perturbation on trained to obtain the training set TrainD_train 

and the test set TrainD_test of the training ID3 tree; 

Step 3. Calculate the number of attributes ms=7 after attribute disturbance by for-

mula (12), randomly select the sample containing only 7 attributes from TrainD_train 

to generate a training set TrainD_trainM; 

 ms = 𝑙𝑜𝑔( √𝑚) ∗ 10 − 1(𝑚𝑠 < 𝑚, 𝑚: Total number of attributes) (12) 

Step 4. Set ε=5, η=0.5, λ=0.4, and use formula (5) to get Acost≈1.75 is used as the 

weight of the defect category to construct a cost-sensitive ID3 tree; 

Step 5. Use the constructed ID3 tree to predict the samples in TrainD_test and de-

termine whether each sample is defective; 

Step 6. Calculate various performance values to obtain the predictive performance 

of the ID3 tree; 

Step 7: Set the best model identification index value Ψ (that is, Ψerror=34%, Ψre-

call=25%, Ψaccuracy=22%), and select ID3 trees with better overall performance; 

Step 8: Screen ID3 trees again, and limit the number of ID3 trees in the random 

forest. In the random forest, the number of ID3 trees is 100≤numF≤160, and the con-

structed random forest is obtained. 

Step 9. Set γ=1, η=2.5, λ=0.35, and use the formula (6) to obtain Bcost≈1.62 as 

the voting weight of the defect category to construct a cost-sensitive random for-

est(cost-RF); 

Step 10: Use the constructed improved random forest model to vote and predict 

the sample categories in TestD; 
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Step 11: Calculate various performance values to obtain the predicted performance 

of RF, as shown in Table 2; 

Step 12. Output the final prediction result of the sample. 

Table 2. Average experimental results of cost-RF 15 runs. 

Data Set Accuracy (%) Precision (%) Recall (%) F-Measure (%) 

KC3 88.20 65.49 73.51 69.27 
CM1 88.62 67.85 73.63 70.62 

4.4 Comparative Experiment 

To verify the prediction performance of the cost-sensitive random forest method, this 

paper compares the experimental results of this method with the traditional ID3-based 

random forest, SVM, and LASSO-SVM. To avoid losing generality, all experiments 

are compared under the same experimental environment, the data set, and the data 

preprocessing steps to verify the effectiveness of the cost-sensitive random forest 

method. 

To make the experimental results more reliable, the average value of all perfor-

mance indicators of 15 runs is taken as the final performance indicator value of each 

prediction model. Table 3 shows the accuracy (ACC), the precision (PRE), the recall 

(REC), and the F-Measure values of the traditional random forest model (t-RF), SVM, 

and LASSO-SVM on the two test sets (KC3, CM1). 

Table 3. Average experimental results of 15 runs of other models. 

Data Set KC3 CM1 

 
ACC 

(%) 

PRE 

(%) 

REC 

(%) 

F-Measure 

(%) 

ACC 

(%) 

PRE 

(%) 

REC 

(%) 

F-Measure 

(%) 

t-RF 69.65 60.31 52.18 55.95 74.60 62.10 56.02 58.90 

SVM 74.28 64.67 60.18 62.34 74.32 62.25 59.34 60.76 

LASSO-

SVM 
88.22 65.79 73.01 69.21 90.02 65.23 76.35 70.35 

5 Experimental Results And Discussion 

5.1 Analysis Of Verification Experiment Results 

According to the verification experiment results in Table 3, it can be found that the 

cost-sensitive improved random forest model (cost-RF) is in the above data set. As 

the imbalance rate increases, the number of data increases. It can ensure that the pre-

cision rate will not change significantly, and the recall rate will be improved to a cer-

tain extent. Figure 2 shows the comparison of experimental results. Among them, in 

the KC3 data set, due to the low imbalance rate, this model increases the occurrence 

of Type I in the prediction process, that is, by reducing the precision, to improve the 

recall rate index. But the overall results also confirm the effectiveness of this model 

from the side. Under the CM1 data set, it can be seen that under a certain imbalance 
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rate and data volume, the precision rate is relatively stable, and the recall rate has 

been improved. At the same time, the F-Measure indicator has exceeded 70%. Fur-

ther, the feasibility of this model is verified. 

5.2 Comparative Test Results Analysis 

According to the comparative experimental results in Table 3 and the comparison 

results of all models in the correct, precision, recall, and F-Measure, the results are 

shown in Figure 2. It can be found that cost-RF is superior to the random forest model 

and SVM composed of traditional ID3 trees in any index, especially in the index of 

recall rate, cost-RF is much higher than them. Compared with the LASSO-SVM 

model, it can be seen from Figure 3 that due to the cost-sensitive factor introduced in 

the cost-RF twice, the accuracy index is weaker than that of the LASSO-SVM. How-

ever, F-Measure is better than LASSO-SVM, and cost-RF is less than 8% in the dif-

ference between precision and recall. According to the above experimental data, cost-

RF can effectively increase the weight of predicting defect categories while maintain-

ing a high accuracy rate, reduce the frequency of Type II misclassification, and mini-

mize the cost of misclassification. 
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Fig. 1. Flow chart of software defect prediction model. 

6 Conclusion 

This paper proposes a software defect prediction method based on cost-sensitive and 

improved random forest. Specifically, this method makes full use of the advantages 

that the random forest is not affected by high-dimensional data, can extract important 

features, and has stable performance and the ID3 tree with binary segmentation is 

used as the base tree of the random forest. At the same time, by improving the data set 
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and setting the filter conditions and quantity limits of ID3 trees in the forest, intro-

duced cost-sensitive factors twice, and constructed a software defect prediction model 

based on cost-sensitive and improved random forests. It alleviates the high frequency 

of Type II misclassification caused by the serious class imbalance in the data set. 

Experimental results show that the proposed method can better overcome the impact 

of the imbalance of the data set class, while maintaining a high accuracy rate, effec-

tively reducing the cost of misclassification. 

However, in the face of the severe class imbalance under a large amount of data, 

the cost-sensitive factor introduced in the model proposed in this paper has a reduced 

effect, and it cannot minimize the cost of misclassification and maintain a high accu-

racy rate. So, the future work is to improve the introduced cost-sensitive factors to 

make them more applicable. 

 

Fig. 2. Average experimental results of 15 runs of Cost-RF on different data sets. 
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