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Abstract. Different aspects of a sentence may contain different sentiments, and 
sentiment descriptors for a given aspect exist in different places in the sentence, 
making it difficult to determine its sentiment polarity. Aiming at the above prob-
lems, a neighborhood network (Nenet) for aspect-based sentiment analysis is pro-
posed. Firstly, the context information of the text is encoded, and the neighbor-
hood information of the target aspect at the grammar level is extracted by using 
a graph convolutional neural network. At the same time, the convolutional neural 
network is used to extract the neighborhood information at the physical level, and 
the two extracted features are combined to improve the text expression ability. 
Finally, an attention mechanism is used to express the key information in sen-
tences for judging sentiment polarity, and the final text representation is input to 
the sentiment analysis layer to predict sentiment polarity. Experiments are carried 
out on three standard datasets, and the experimental results show that the neigh-
borhood network outperforms other baseline models in both index accuracy and 
F1 value. 

Keywords: Aspect-based Sentiment Analysis, Sentiment Polarity, Neighbor-
hood Network, Convolutional Neural Network, Attention Mechanism. 

1 Introduction 

With the development of society and the advancement of technology, social networks 
have become increasingly prosperous. How to mine the emotions expressed by users 
from massive text information has become a research hotspot in the field of Natural 
Language Processing (NLP). Sentiment analysis can be divided into three categories 
according to the granularity of research objects: document level, sentence level and 
aspect level. Document-level and sentence-level sentiment analysis take the entire doc-
ument or specific sentences in the document as the analysis object, and are often used 
in scenarios such as product evaluation[1] or movie reviews. Aspect-based sentiment 
analysis (ABSA), also known as fine-grained sentiment analysis, uses the specified 
words or phrases in the sentence as the analysis object and judges their sentimental 
polarity in a specific context[2]. For example, in the sentence "The AMD Turin proces-
sor seems to always perform so much better than Intel." In terms of goals, the sentiment 
polarities of "AMD Turin processor" and "Intel" are positive and negative respectively. 
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In the past research, many scholars used traditional machine learning methods to 
solve the problem of text classification. This method manually marks part of the data 
as a training set, then extracts and learns the characteristics of the data on the training 
set to build a text classification model, and finally uses the model to predict the unla-
beled data, so as to automatically realize text classification[3]. The method based on 
machine learning has made many achievements in the past research. This method usu-
ally depends on complex artificial rules, so the evaluation of model performance de-
pends on the quality of text feature selection. 

With the development  of deep learning, aspect-based sentiment analysis based on 
deep neural networks has become the mainstream of research. At present, the com-
monly used methods are usually based on Long Short-Term Memory Net-
works(LSTM)[4] and Gated Recursive Unit (GRU)[5] etc. to transfer the information 
processed in front of the model and use it for subsequent processing. For aspect-based 
sentiment analysis, the key information that determines its sentiment polarity is often 
closer to the aspect word, but this type of model cannot effectively capture the neigh-
borhood information of the aspect word. 

This paper proposes an aspect-based sentiment analysis neighborhood network (Ne-
net), which adds an Aspect Neighborhood Information Representation (ANIR) layer 
after encoding the context of the sentence. The ANIR layer extracts the neighborhood 
information of the aspect word by adding the relative positional relationship between 
each word in the sentence and the target aspect word, and constructs a dependency 
syntax tree to capture the syntactic information between the words in the comment sen-
tence. After the two parts of information being fused, the attention mechanism is used 
to focus on the key information in the sentence to improve the discriminative perfor-
mance of the sentiment analysis model.The experimental results are significantly im-
proved on three datasets, among which, on the 14Lap dataset, the accuracy and F1 value 
of the method are 76.15% and 72.52%, respectively, which are 1.54% and 2.38%  
higher than the previous model TNet-LF. 

2 Related Work 

Sentiment analysis is one of the most challenging tasks in the field of natural language 
processing, which makes it a current hot issue. There are some  representative work in 
the early researches. Vo et al.[6] used sentiment word embeddings and sentiment dic-
tionaries to obtain rich artificial features, and achieved good sentiment classification 
results on the dataset twitter. Yang et al.[7] used topic models to acquire new words 
and extended sentiment lexicons based on existing sentiment lexicons, achieving good 
results on multiple test datasets for sentiment analysis tasks. reference[8] proposed a 
new domain-specific sentiment dictionary generation method, and proposed a senti-
ment analysis framework based on the generated domain-specific sentiment dictionary. 
The experimental results show that the sentiment analysis framework based on the new 
dictionary achieves better performance. Most of the early methods were based on emo-
tional dictionaries. However, due to the complex context structure of natural language, 
it is not easy to build a relatively complete emotion dictionary. At the same time, the 
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emotion dictionary built on one domain data can not be applied to other domains, which 
restricts the application of these methods in reality. 

In recent years, deep learning has been widely used in the field of natural language 
processing and achieved good results in aspect-based sentiment analysis tasks. Repre-
sentative work includes: reference[9] proposed a Recurrent Neural Network (RNN) 
model, which can process sequence data and learn long-term dependencies. RNN con-
sidered the relationship between the current output and the previous sequence output, 
which enabled it to fully learn the information between contextual texts, thereby got 
better sentence representations and complete sentiment analysis tasks. Therefore, many 
excellent methods for solving aspect-based sentiment analysis tasks are based on 
RNNs. Tang et al[10] proposed Target-Dependent Long Short-Term Memory neural 
network (TD-LSTM) and Target-Connection Long Short-Term Memory neural net-
work (TC-LSTM). This method associates target aspects with contextual features for 
aspect-based sentiment analysis, and obtains promising experimental results. Ruder et 
al.[11] used a Hierarchical Bidirectional Long Short-Term Memory (H-LSTM) net-
work model to model the relationship between words in comment sentences, and 
proved that the hierarchical model can obtain better results compared with the other 
two non hierarchical baseline models.This type of model can effectively express the 
sequence information between words in a sentence, but the sentence is not a simple 
word stacking, and the key information that affects the sentimental polarity of an aspect 
is not necessarily the sequence information of all contexts. 

In the sentiment analysis task, the attention mechanism is used to extract the key 
information affecting the sentiment polarity of words in the judgment aspect in the sen-
tence to enhance the expressive ability of the sentence.  Ma et al.[12] proposed Interac-
tive Attention Network (IAN), in which two attention networks are used to obtain im-
portant features to correctly judge aspect-based sentiment polarity. Reference[13] pro-
poses a Dyadic Memory Networks (DyMemNN) that synthesizes or integrates param-
eterized neural tensors into memory selection operations to achieve rich binary interac-
tions between aspect words and word embeddings.  Experimental results show that the 
model achieves better performance than other neural architectures on six standard da-
tasets. Lin et al.[14] proposed a Multi-Head Self-Attention Transformation(MSAT) 
network to solve the target-sensitive sentiment analysis problem, which applies target-
specific multi-head self-attention to capture global features and adds target-sensitive 
transfer to solve the problem. Secondly, part of speech (POS) is added to the model to 
obtain the part of speech features of words. The experimental results show that com-
pared with other excellent models, the MSAT model obtains good sentiment analysis 
results.This kind of model can focus on the characteristic information of a given target, 
so as to improve the classification results. However, because this kind of model based 
on attention mechanism pays high attention to the target's own information, it can not 
accurately distinguish the emotional tendency containing implicit emotional infor-
mation. 

In view of the above defects based on the attention mechanism model, Huang et 
al.[15] used the parametric filter and gate mechanism to incorporate aspect information 
into the convolution neural network to effectively capture aspect specific features, and 
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proposed a novel parametric convolution neural network model, which achieved excel-
lent results on the data set semeval 2014. Literature[16] proposed a Convolution-based 
Memory Network (CMN) combined with attention mechanism to capture the word and 
multi word features in the evaluation sentence, so as to improve the classification results 
of aspect level emotion analysis model. To solve the problem of context dependence in 
sentences, Cheng Yan et al.[17] proposed a multi-channel CNN and BiGRU network 
model based on attention mechanism, which extracted local text information through 
CNN and fused the semantic features of long text captured by BiGRU to improve the 
information acquisition ability of the model. The network model based on CNN can 
effectively extract local features, which is conducive to identifying the emotional fea-
tures related to the target aspect, but it often ignores the syntactic structure of the sen-
tence. 

Based on the inspiration and problems raised above, this paper proposes a neighbor-
hood network for aspect-based sentiment analysis, and its aspect neighborhood infor-
mation representation layer includes two modules: a physical-level representation mod-
ule and a syntactic-level representation module. The physical-level features of aspect 
words are extracted through convolutional neural networks, and the grammatical-level 
feature representations of aspect words are captured using graph convolutional net-
works. After fusing the feature information of the two modules, the attention mecha-
nism is used to obtain important information of sentences, and predict the final senti-
ment analysis result of the sentence. Experimental results showed that the network 
model improved the ability of sentiment analysis task. 

3 Nenet Model 

3.1 Neighborhood Network Model Architecture 

Let 1 2S s s sn=   represent an arbitrary natural sentence composed of n words, where
s , 1,2,i i n=  is the i-th word in S, and T s s ,   0asp asp m m+= ≥  is the word substring in 
the sentence S , which is continuous and has a single specific semantics is called As-
pect. Let { }, ,y negative positive neutral∈ be the emotional polarity of the predicted tar-
get.The low-dimensional embedding of S is denoted as

1 2 1, , , , , , , ,asp asp m n n+ −= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅  E e e e e e e , dim
i ∈e  , n dim×∈E  , where dim is the embedding di-

mension of the word vector. 
As shown from Fig 1, Nenet is divided into four layers. The first layer is  contextual 

information representation. Because the Bidirectional Gated Recurrent Unit (GRU) model 
can obtain the contextual dependency information in the sentence as a whole, this layer 
uses the BiGRU model to represent the contextual information, which is 

[ ]1 2 1 2, , ,, , , =BiGRU( )n n
τ τ τ ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅  e eH h h h e .  

The second layer is Aspect Neighborhood Information Representation (ANIR) layer.  
Through the ANIR layer, you can obtain. the neighborhood representation 

1 2 1, , , n pq q q − + = ⋅ ⋅ ⋅ q  at the aspect physical level and its neighborhood representation 
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1 2 1, , , , , , , ,K K K K K K K
asp asp m n n+ − = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ H h h h h h h at the syntactic level, and perform dot product 

operation on the two output representations.The calculation method is shown in (1).  
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= ∑h q  (1) 

The third layer is important information extraction layer, which uses the attention 
mechanism to extract the important features related to the meaning of aspect words 
from the hidden state vector, and set the corresponding weight score for each context 
word accordingly, e.g. equation (2) is the calculation method of attention weight, and  
equation (3) is the final prediction expression. 
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where, t′λ  is the attention weight in formula (2), and t
τh  represents the encoding output 

of the first layer of serialized information in formula (3), f is the final representation of 
Nenet. 

 
Fig. 1. The overall architecture of the Nenet model. 

The fourth layer is sentiment analysis layer. The final text representation is input 
into the softmax function, as shown in equation(4), and the output of the sentiment 
polarity of the corresponding target in the comment sentence can be obtained. 

 ( )softmax z z= +z W f b   (4) 

where, zW represents the weight that can be learned, and zb represents the bias. 
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The above is the overall description of the Nenet structure, the following is a detailed 
introduction to the aspect neighborhood information representation (ANIR) layer. 
3.2 Aspect Neighborhood Information Representation Layer 

The distance between the aspect word and the descriptive word in the comment sen-
tence is different. The key information for judging the emotional polarity is the neigh-
borhood information of the aspect word at different levels. In order to solve this prob-
lem, this paper designs an aspect neighborhood information representation layer, and 
the specific structure is shown in Figure 2. 

 

Fig. 2. ANIR Layer. 

The following is a detailed discussion of the aspect neighborhood information 
presentation layer, which can be obtained from Fig 2. The ANIR layer includes a Phys-
ical Level Representation(PLR) module and a Syntax Level Representation (SLR) 
module. 

The PLR module of this article first adds the position information of other words in 
the sentence relative to the aspect word, and then use the CNN module to extract the 
feature information at the physical level of the aspect word, as shown in equations (5) 
and (6). Among them, l

ih is the output representation after encoding of the BiGRU 
model, and l

iv is the feature vector representation after adding position information. 

 

             1

0                       

    

i

n asp i i asp
n

u asp i asp m
n i asp m asp m i n

n

− + ≤ <


= ≤ ≤ +
 − + + + < ≤


  (5) 

 [ ],   1,l l
i i iu i n= ∗ ∈v h   (6) 
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After obtaining the relative position coding of aspect word and context word, the 
article uses CNN to further extract feature information, as shown in equation (7): 

 ( ): 1ˆ l
i i i pq δ Τ

+ −= +w v b   (7) 

In equation (7), dim
: 1ˆ hpl

i i p
⋅

+ − ∈v  is the connection matrix of 1, ,l l
i i p+ −v v , p is the size 

of the kernel, ( )δ ⋅ is a nonlinear function, dimhp⋅Τ ∈w  and ∈b  are the learnable 
weights of the convolution kernel. 

Although the PLR module can obtain the contextual information of the aspect word, 
it cannot solve the situation when the aspect word is far away from the relative descrip-
tion word. The SLR module can extract the feature information of the aspect words at 
the grammatical level to solve this problem.  

The SLR module uses the natural language processing library Spacy to obtain the 
grammatical analysis tree of the sentence S. In the syntax tree, the number id of con-
nected edges of corresponding nodes is the degree of node si , By the tree, it is easy to 

obtain the adjacency matrix ( )S S
,i j n n

a
×

=A of statement S. For any element S
,i ja in A, if 

node i is connected to node j, then S
, 1i ja = ,  otherwise S

, 0i ja = . Use the dependent syntax 
tree to generate the corresponding adjacency matrix for the sentence as the input of 
SLR, and use the L-layer Graph Convolutional Network (GCN) to represent non-Eu-
clidean data. 

GCN is represented by the adjacency matrix SA of S and the output of BiGRU en-
coding as the network input, the output of the i-th neuron in the k+1 layer is determined 
by equation (8): 

 1 S

1

1
1

n
k k k k
i j

jid
ϕ+

=

 
= +  + 

∑h A W h b   (8) 

Where kW is the parameter matrix, k
jh is the output representation of the j-th neuron 

in the k-th layer, and kb is the corresponding bias. ( )ϕ ⋅ is a nonlinear activation func-
tion. 0

ih  represents the initial state of the i-th node, which is the output of the first con-
text presentation layer. For layer K GCN, [ ]1,2,3, ,k K∈ 

, K
ih is the final state of the i-th 

node. 
As mentioned above, ANIR can extract the neighborhood information of a given 

aspect word in the text at different levels, aiming to improve the performance of the 
aspect-based sentiment analysis model.  

4 Experiment Analysis 

4.1 Dataset 

Nenet was tested on three public datasets, where 14Lap and 14Rest were from SemEv- 
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al 2014 task 4[18], and the third is Twitter dataset[19]. These datasets are mainly used 
for fine-grained sentiment analysis, and can be roughly divided into three types of user 
comment data, as shown in Table 1, showing the statistics of these three datasets. 

Table 1. The distribution of samples on the benchmark dataset by category labels. 

Dataset Positive Neutral Negative 
Train Test Train Test Train Test 

14Rest 2163 725 637 195 805 196 
14Lap 993 340 462 169 868 127 
Twitter 1560 173 3122 343 1559 170 

4.2 Parameter Setting and Evaluation Index 

In this paper, the 300d GloVe[20] pretraining model is used to initialize the word em-
bedding. and the experimental parameter settings are shown in Table 2. 

Table 2. Parameter setting. 

Parameter value 
embed-dim 300 
num-epoch 50 
batch-size 32 

d 0.6 
lr 0.001 

It can be seen from Table 2 that the dimension of the hidden state vector is set to 300. 
The batch size is set to 32. In this paper, the dropout layer loss rate is set to 0.6, Adam 
is used to optimizing the model, and the learning rate is 0.001. Set the epoch to 50, and 
perform the same experiment 5 times under random initialization. According to the 
results of the experiment report on the testset all indexes of average maximum. 

Dropout Parameter Selection and Analysis. In this paper, the influence of dropout 
loss rate { }0.1,0.2, 0.9d ∈  on accuracy and F1 value is studied, and experiments are 
carried out on dataset 14Rest. The experimental results are shown in Fig.3. when the 
value of d is 0.6, the accuracy and F1 value obtain the optimal value, because when the 
value of d is 0.6, the dropout can randomly generate the most network structures. 

GCN Layer Number Setting Analysis.GCN layer parameter setting is important 
which affects the performance of the model. To study the impact of GCN layers on 
sentiment analysis tasks, the accuracy and F1 value are used as evaluation indicators to 
determine the reasonable number of layers in the Nenet of GCN in the article. The 
experimental results are shown in Fig 4. The number of layers of GCN in the experi-
mental setting ranges from 1 to 8. When k is 3, the two kinds of datasets reach the 
maximum in index accuracy and F1 value, and Nenet obtains the best performance.  
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Fig. 3. The effect of dropout loss rate on the accuracy and F1 value on the dataset 14Rest. 

 
Fig. 4. The number of GCN layers has an impact on the accuracy and F1 value on the dataset 

14Lap and Twitter.  

4.3 Experimental Results and Analysis 

This paper uses cross-entropy as the loss function of Nenet training. The ablation on 
three datasets and comparative experiments and analysis are carried out to verify the 
effectiveness of the proposed method, the results as stated below. 

Ablation Experiment and Analysis. In order to verify the effectiveness of each com-
ponent in Nenet for sentiment analysis tasks, this paper conducts corresponding abla-
tion experiments on three datasets, and the results are shown in Table 3.  

It can be seen from Table 3 that in the absence of any part, the Acc and F1 values of 
Nenet will decrease significantly on these three datasets. For the model being  removed 
of the ANIR layer, the Acc and F1 values on the dataset 14Lap are 71.83% and 67.16% 
respectively, which is 4.32% and 5.36% lower than the Acc and F1 values of the Nenet 
model, respectively. It shows that adding the ANIR layer can better encode sentences 
and improve the experimental results of the emotion analysis task in the accuracy of the 
evaluation index and F1 value. For the model being removed of the PLR module and 
the model with the SLR module deleted, the accuracy and F1 value decreased to a cer-
tain extent compared with the Nenet model, which shows that the two modules in this 
method can enhance the text expression ability and improve the classification ability of 
the model. 
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Table 3. Comparison of ablation model accuracy and F1 value on three datasets. 

(Unit:%) 

Model 14Rest 14Lap Twitter 
Acc F1 Acc F1 Acc F1 

Nenet 81.47 73.56 76.15 72.52 73.57 71.92 
ANIR 80.45 70.50 71.83 67.16 71.76 70.47 
-PLR 81.06 72.13 76.03 72.11 73.12 71.32 
-SLR 81.13 72.21 75.11 70.89 72.63 71.01 

Comparative Experiment and Analysis. In the experiments of sentiment analysis tasks 
on three different datasets, the baseline model listed below is compared with the Nenet 
proposed in this paper, and the accuracy and F1 value are used as evaluation indicators. 
The experimental results are shown in Table 4.  

Table 4. Comparison results of different models on three datasets. 

(Unit:%) 

Model 14Rest 14Lap Twitter 
Acc F1 Acc F1 Acc F1 

ATAE-LSTM 77.20 - 68.70 - - - 
MemNet 79.61 69.64 70.64 65.17 71.48 69.90 

IAN 79.26 70.09 72.05 67.38 72.50 70.81 
TNet-LF 80.42 71.03 74.61 70.14 72.98 71.43 
TransCap 78.84 69.70 72.65 68.77 - - 

Nenet 81.47 73.56 76.15 72.52 73.57 71.92 
 

 
Fig. 5. On the different datasets, the accuracy and F1 value of the Nenet model are higher than 

that of the TNet-LF model. 

The baseline model is as follows: (1)ATAE-LSTM[21] model is an attention-based 
LSTM for aspect-level sentiment analysis, where the attention mechanism can focus on 
different parts of the sentence when aspect words are used as input. (2)MemNet[22] 
introduces a deep memory network to implement an attention mechanism to learn the 
correlation between context words and aspects. (3)IAN[12] uses LSTM to represent 
aspects and contexts and uses attention mechanisms for aspects and contexts to capture 
important feature information. (4)TNet-LF[23] implements a Context-Preserving 
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Transformation(CPT) mechanism to obtain the word representation of a specific aspect. 
(5)TransCap[24] network model encapsulates the semantic information in the sentence 
into a semantic capsule, and uses the semantic capsule to couple with the class capsule 
to implement aspect-based sentiment analysis. 

It can be seen from Table 4 and Fig 5 that the accuracy and F1 value of the Nenet 
model proposed in this paper on the three datasets are significantly higher than those of 
other models, and the accuracy and F1 value on the dataset 14Rest are 1.05 and 2.53 
percentage points higher than that of the TNet-LF model. The above shows that the 
aspect neighborhood information extracted by Nenet and the grammatical dependence 
of sentences can improve the results of aspect sentiment analysis. 

5 Conclusion and Further Work  

In the sentiment analysis tasks, ignoring the neighborhood features of aspect words at 
different levels can lead to misjudgment of sentiment polarity. To solve the above prob-
lems, this paper proposes a neighborhood network for aspect-based sentiment analysis, 
and designs an aspect neighborhood feature representation layer to extract aspect neigh-
borhood information from both physical and syntactic levels to improve the overall 
performance of the model.  Experiments on three public datasets show that the Nenet 
model can effectively improve the results of sentiment analysis tasks.  In future work, 
sentiment analysis in specific fields can be studied to meet the needs of sentiment anal-
ysis in different scenarios.  
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