
HAL Id: hal-04178723
https://inria.hal.science/hal-04178723v1

Submitted on 8 Aug 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Double-Channel Multi-layer Information Fusion for Text
Matching

Guoxi Zhang, Yongquan Dong, Huafeng Chen

To cite this version:
Guoxi Zhang, Yongquan Dong, Huafeng Chen. Double-Channel Multi-layer Information Fusion for
Text Matching. 12th International Conference on Intelligent Information Processing (IIP), May 2022,
Qingdao, China. pp.114-123, �10.1007/978-3-031-03948-5_10�. �hal-04178723�

https://inria.hal.science/hal-04178723v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


 
 
 
This document is the original author manuscript of a paper submitted to an IFIP 
conference proceedings or other IFIP publication by Springer Nature.  As such, there 
may be some differences in the official published version of the paper.  Such 
differences, if any, are usually due to reformatting during preparation for publication or 
minor corrections made by the author(s) during final proofreading of the publication 
manuscript. 
 
 
 



Double-Channel Multi-layer Information Fusion
for Text Matching

Guoxi Zhang1,2, Yongquan Dong1,2 ⋆, and Huafeng Chen1,2

1 School of Computer Science and Technology, Jiangsu Normal University⋆⋆

2 Xuzhou Engineering Research Center of Cloud Computing

Abstract. Text matching is one of the fundamental tasks in natural
language processing. Most of the existing models focus only on encoding
the text itself but ignore other semantic information which may further
improve matching accuracy. In this paper, we propose a novel model
for text matching with double-channel multi-layer information fusion.
It treats text and part-of-speech information of words in a sentence as
double-channel information which is fused by multi-layer interactions.
Meanwhile, our model uses a Siamese network structure to learn com-
mon and unique features of two sentences, which can improve its ability
to learn the relationship between two sentences while reducing the pa-
rameter size and complexity. Experimental results on SNLI dataset show
that our model can achieve better performance than baseline methods.

Keywords: Text matching · Neural network · Information fusion ·
Siamese net.

1 Introduction

With the continuous development of the Internet, big data and artificial in-
telligence, modern lifestyles are gradually becoming intelligent and automated.
Accurate and rapid matching of semantic similarity between two texts has a
profound impact on intelligent search, intelligent marking, intelligent translation
and other applications[4]. Currently, text matching research has been applied to
many fields, such as information retrieval, interpretation recognition and auto-
matic question-answering tasks. The research on text matching has important
theoretical significance and practical value for the further development of these
fields[6].

Most traditional matching models focus only on the encoding of the text
itself, but it is difficult for these approaches to take into account both local and
global information. The models that can be achieved are generally large in scale,
with high training consumption, and the original semantic information is lost
after encoding. Therefore, how to represent text more effectively and make it
more suitable for text matching is a key problem to be solved. In this paper,
⋆ Corresponding author. E-mail: tomdyq@163.com. Phone number: +8615152816579.
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we embed the part-of-speech tag vector similarly, so that our model can obtain
more input to improve the matching accuracy. At the same time, we explore and
propose a new information fusion method due to the different semantic relations
between the part-of-speech and the words themselves. Afterwards, we perform
a series of tests to compare the accuracy of our model with that of the baseline
model.

2 Related works

For text matching problem, deep learning models are one of the mainstream
solutions, which can be divided into representation-based matching models and
interaction-based matching models.

The representation-based matching models learn the representation of sen-
tences A and B separately and then obtain the matching by defining the match-
ing function, such as vector dot product, Euclidean distance, etc. The whole
representation learning framework is a double tower structure, which means two
sentences are processed individually. A classical representation-based matching
model generally has three layers, respectively, input layer, representation layer
and matching layer.

Typical representation-based matching models are as follows:

– DSSM[5] is a DNN-based model. The model uses word-hashing for encoding
the two sentences at the input layer, and word-bag at the representation
layer. Then the matching layer is used to calculate the vector distance be-
tween the two sentences, and finally obtain the matching score. The signifi-
cance of this model lies in the three-layer paradigm of input-representation-
matching.

– ARC-I[3] uses convolution and pooling as the representation layer based on
DSSM to capture word order information in the sentence. Therefore, the
representations can capture the word order information better than DSSM.
However, the pooling is carried out in the local window, so the global infor-
mation cannot be obtained to some extent.

– CNN-DSSM[9] adds word-trigrams in the input layer to extract the local
information of word order, compared with DSSM. The convolution of the
representation layer adopts the method of TextCNN to capture the context
information of sentences A and B through the convolutional sliding window
of n = 3. The maximum pooling can obtain the maximum value of each
feature map extracted by the convolution, thus capturing the global context
information to a certain extent. Compared with ARC-I, this model can max-
imize the pooling operation of the whole sentence in each feature map and
obtain the global relationship.

Compared with the representation-based matching models, the interaction-
based matching models do not directly learn the representation of sentences A
and B. Instead, it first interacts the two sentences, then extracts the features
through the interactive matching information, and finally learns the extracted
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matching information with various network structures through integration to get
the final matching score. The matching process of this model can be roughly di-
vided into two steps: interaction and aggregation. The biggest difference between
an interaction-based model and a representation-based model is that sentences
A and B interact ahead of time, so most of the work of the model focuses on
how to design the interaction between sentences A and B.

Typical interaction-based matching models are as follows:

– ARC-II[3] extracts the word vectors obtained by the convolution of N-gram
in sentences A and B, and carried out element-wise calculation to obtain
a matching matrix. Compared with ARC-I, it uses the matching matrix of
sentences A and B text at the beginning, and obtains the interaction infor-
mation of both in advance. It has a better ability to capture the information
matching, and the convolution and pooling process retain the order infor-
mation.

– ESIM[2] is an enhanced version of LSTM. It achieves better results through
detailed sequential network design and considering both local inference and
global inference. Two kinds of LSTM are used to extract and encode the
vectors a into weighted vectors a′ in the local inference. After that, it per-
forms element-wise multiplication and subtraction with the original vec-
tor, and 4 groups of vectors are concatenated into one group with shape
(a′, a, a′− a, a′⊗ a), which is equivalent to enrich the extracted information.

– BiMPM[10] regards two sentences as a bilateral relationship with considera-
tion of the relationship both from A to B and from B to A of two sentences in
the matching process. Therefore, four different attention methods are used
to reflect the multi-perspective thought. However, the network structure is
complex and has a lot of computation, which is slow for large-scale text
matching computation.

3 Model

In this section, we present Double-Channel Multi-layer Information Fusion Model,
i.e. DMIF for text matching.

The input of our model is a batch of tuples (wa, wb, l), where wa and wb

denote sequences of words in two sentences, and l denotes the true matching
label of two sentences. The goal of our model is to predict sentence-pairs’ relation
and divide them into certain classes.

As our model needs to get part-of-speech information, the dataset needs to
be preprocessed. Specifically, it takes out the corresponding part-of-speech tags
of each word in wa and wb, and combines them with original data. The combined
data structure is of the shape (wa, wb, posa, posb, l). Besides, there are usually
numerous unknown words in the test set, so we generate the sub-word of the
unknown words through N-gram, and try to embed the known words in the sub-
words and average them, which can reduce the number of unknown words and
further improve the matching performance.
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3.1 Framework

Fig. 1. Framework of Double-Channel Multi-layer Information Fusion Model

Fig. 1 is an overview of our model framework. It is an interaction-based
model. Specifically, it can be divided into four layers from bottom to top: input
encoding layer, interaction layer, aggregation layer and prediction layer. We will
introduce our model more detailedly in the next subsections.

3.2 Input Encoding

Word-vector Encoding. We encode words in the sentences as vectors by
GloVe embedding[8]. Then, we use bidirectional LSTM (BiLSTM) as the funda-
mental block of our model to represent each word in the input sequences.

âwi = BiLSTM(wa, i),∀i ∈ [1, . . . , la],

b̂wi = BiLSTM(wb, i),∀i ∈ [1, . . . , lb].
(1)

where âwi is the i-th word’s hidden state over the input sequence wa generated
by BiLSTM. b̂wi is generated similarly. la and lb are lengths of the two sentences,
similarly hereinafter.

Part-of-speech-vector Encoding. Our model encodes the part-of-speech tag
of each word in the two input sequences by a similar method with word-vector
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encoding, and the results are also involved in the subsequent processing together
with the word-vector encoding.

âpi = BiLSTM(posa, i),∀i ∈ [1, . . . , la],

b̂pi = BiLSTM(posb, i),∀i ∈ [1, . . . , lb].
(2)

where âpi is the i-th word’s hidden state over the input sequence posa generated
by BiLSTM. b̂pi is generated similarly as well.

Since the semantic features of word vectors and part-of-speech tags are often
different, it is not possible to construct a single-pipeline network. Therefore, we
decided to set two different input coding layers, and the two coding layers have
similar structures. In order to capture the similarities between the two sentences
and reduce the size of our model, we use Siamese structure to process the input
data, which means the network shares parameter values when processing both
sequences.

3.3 Interaction

In the interaction layer, in order to enhance the information, we use the atten-
tion mechanism used in the ESIM model[2], which balances attention on the
bidirectional sequential encoding of the input.

Word Interaction. In particular, we use Equation (3) to compute the simi-
larity of the implicit state tuples (âw, b̂w) and (âp, b̂p) between two sentences to
calculate the concern weight.

ewij = (âwi )
T b̂wj

epij = (âpi )
T b̂pj

(3)

where ewij and epij are attention weights to reflect the similarity of hidden state
tuple (âwi , b̂

w
j ) and (âpi , b̂

p
j ), respectively.

Sequence Interaction. Word interaction is determined by the previously cal-
culated attention weight eij , which is used to obtain a local correlation between
two sentences. For the hidden state of the word in one sentence, that is, âi, which
has encoded the word itself and its context, eij is used to identify and combine
the relevant semantics in another sentence, as shown in Equation (4) and (5).

ãi =

lb∑
j=1

exp
(
ewij

)∑lb
k=1 exp (e

w
ik)

b̂wj ,∀i ∈ [1, . . . la]

b̃j =

la∑
i=1

exp
(
ewij

)
∑la

k=1 exp
(
ewkj

) âwi ,∀j ∈ [1, . . . lb]

(4)
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ãpi =

lb∑
j=1

exp
(
epij

)∑lb
k=1 exp (e

p
ik)

b̂pj ,∀i ∈ [1, . . . la]

b̃pj =

la∑
i=1

exp
(
epij

)
∑la

k=1 exp
(
epkj

) âpi ,∀j ∈ [1, . . . lb]

(5)

We expect that such an operation will help improve the information on lo-
cal and sequential interactions between elements in a tuple to capture the re-
lationship between two sentences better. To make our model further enhance
the interaction information collected above, we use difference and element-wise
products in series with the pre-interacted and post-interacted vectors âw and ãw

or b̂w and b̃w respectively, to enhance the interaction information. We deal with
part-of-speech tag features, âp and ãp or b̂p and b̃p, in similar way, as shown in
Equation (6).

ma = [ãw, âw, ãp, âp, ãw − âw, ãp − âp, ãw ⊗ âw, ãp ⊗ âp, ãw ⊗ ãp − âw ⊗ âp]

mb =
[
b̃w, b̂w, b̃p, b̂p, b̃w − b̂w, b̃p − b̂p, b̃w ⊗ b̂w, b̃p ⊗ b̂p, b̃w ⊗ b̃p − b̂w ⊗ b̂p

]
(6)

3.4 Aggregation

In order to determine the overall relationship between the two sentences, we use
the aggregation layer to combine the interaction information of the two sentences
enhanced by the aforementioned processing. We use BiLSTM to perform the
aggregation in sequence according to Equation (7).

m̃a,i = BiLSTM (ma, i) ,∀i ∈ [1, . . . la]

m̃b,i = BiLSTM (mb, i) ,∀i ∈ [1, . . . lb]
(7)

The aggregation layer converts the resulting vector obtained above into a
fixed-length vector by using Equations (8) and (9) to calculate the average and
maximum pooling. All these vectors are then concatenated to form the final
fixed length vector, which is fed into the final classifier to determine the overall
relationship between the two sentences.

m̃a,ave =
1

la

la∑
i=1

m̃a,i, m̃a,max =
la

max
i=1

m̃a,i (8)

m̃b,ave =
1

lb

lb∑
j=1

m̃b,j , m̃b,max = max
j=1

lbm̃b,i (9)

v = [m̃a,ave; m̃a,max; m̃b,ave; m̃b,max] (10)
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3.5 Prediction
The prediction layer is to evaluate the label probability distribution of the two
sentences. After the representation of the two sentences is obtained, the label
probability distribution of the two sentences can be obtained through the multi-
layer perception (MLP) classifier, and set the network size according to the
actual situation, as an example shown in the following table 1, where the class
corresponding to the maximum probability is the prediction result generated by
DMIF.

Table 1. An example of MLP structure

Layer Output dimension(s)
Fully-connected 1 600
Fully-connected 2 150
Fully-connected 3 3

4 Experimental Setup
4.1 Datasets
The SNLI corpus[1] is a corpus composed of 570K manually annotated English
sentence pairs, which is balanced by annotated implication, contradiction and
neutral classification, and supports natural language reasoning tasks. This is
a benchmark dataset that is widely used to evaluate textual representational
systems, especially those induced by representational learning methods. Here,
we will use this data set to train the model and compare it with the original
model.

4.2 Training Hyperparameters
To compare the accuracy between our model and the baseline model, we set
the same hyperparameters as that in ESIM[2] model. In the experiments, we use
Adam method for optimization. The first and second value of momentum are set
to 0.9 and 0.999. The initial learning rate is set to 0.0004. When training, data
loader pushes a batch of data with 32 groups of sentences. The hidden layers’
dimension are set to 300. The optimal accuracy of 3 Bernoulli tests with 5 epochs
of training each time will be used as the basis for evaluating the accuracy of the
model.

5 Results and Discussion
5.1 Experimental Results
We use SNLI data set to train and test the model, and use ESIM as baseline.
As ESIM uses non-public pre-training data, there are objective differences in
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training environment. Therefore, we use the model reproduced by ourselves to
set the same hyperparameters for testing under the same hardware environment.
The experimental results are shown in the table 2. Although there is a certain
gap between the accuracy of our model and the model reported in the paper
[2], our model performs better than the re-implement model with 1% relative
accuracy improved. Therefore, we believe that our model has better performance
under the same conditions. At the same time, it can be found that our model
adds a relatively independent channel to input part of speech information, while
the model size does not increase exponentially. Therefore, it can be considered
that our model does optimize the parameter size to some extent.

Table 2. Accuracies of different models on SNLI.

Model Num_of_params (×107) Train acc. (%) Test acc. (%)
600D ESIM [2] (re-implement) 2.84 93.64 85.43
Siamese ESIM [7] (re-implement) 2.06 95.29 85.91
DMIF 2.92 95.20 86.34

5.2 Analysis and Discussion

Compared with the baseline model, we apply more than one method to improve
the performance of text-matching mission. To confirm that the optimized model
does have a performance improvement effect, we performed ablation tests on the
model using a control variable method. The results are shown in the Table 3.

Table 3. Ablation tests on SNLI Dataset.

Model Test Acc.
ESIM 85.43

ESIM+Siamese network 85.73
ESIM+POS embedding 85.68

DMIF 86.34

We also try to add some layers with higher complexity at the prediction
layer, but we find that the accuracy did not improve with the increase of model
parameters. Specifically, the experimental results are shown in the Table 4 below.

6 Conclusions and Future Work

Compared with the baseline model, the model proposed in this paper can obtain
more input information by inputting part-of-speech tag sequence, reduce the
number of parameters to be trained by using Siamese structure, and adjust
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Table 4. More complex models’ test on SNLI Datasets

Model Num_of_params(×107) Test Acc.
baseline 2.84 85.43
DMIF 2.92 86.34

DMIF+resnet34 3.78 85.03
DMIF+resnet50 7.24 84.48

the information aggregation method. Experimental results show that our model
performs better in the task of text matching.

In the future, we plan to put prior knowledge or statistical features into the
model inputs and propose better feature construction strategies to improve the
accuracy of the model. In addition, we will also try to improve the traditional
model by strengthening the interaction between layers and across layers with
the expectation of reducing the loss of the model as it propagates forward.
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