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Abstract. Preventing explosion of rumors on the Internet asks for a quick au-
tomatic detection mechanism that can detect rumors according to the given true 
information. Previous automatic rumors detection models are mainly built by 
training a supervised classification model on a labeled dataset containing rumor 
samples and true information samples. However, in many real cases, there is 
only one short piece of available true information sample given by an authority 
in form of an explanation or a correction of a rumor.  The explanation sample is 
often short and very similar to rumor samples, making it difficult to train a dis-
criminative classifier to check whether a piece of information is a rumor or an 
explanation of rumors. It is necessary to build a model to detect whether a short 
text is a rumor text or an explanation of rumors, which can be used to as evi-
dences for detecting and refuting rumors. In this paper, we presented a sentence 
preprocessing method that extracts the leftmost longest common sequence to 
obtain the common and difference subsequences between the rumor text and its 
explanation text to compose samples and train a supervised model for classifi-
cation between rumors and explanation of rumors. Experiments show the effec-
tiveness of the proposed method. 

Keywords: Rumors, Explanation of rumors, Classification, Sentence subse-
quence. 

1 Introduction 

With the boom of the mobile Internet and social media, rumor spreading has caused 
huge impact on social development, especially during the pandemic of Covid-19 since 
2019 [1]. Rumors can be quickly spread on the Internet in form of short texts through 
social media platforms like Weibo or Twitter [2]. For example, during the pandemic 
of COVID-19, there are lots of rumors on that drinking much more tea or vinegar can 
protect people from infection. To prevent rumors from being spread on the Internet, 
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automatic rumor detection techniques becomes necessary tools [3, 4]. Supervised 
automatic rumor detection models mainly treat the problem as a binary classification 
problem over a training sample set consisting of positive and negative sample cases 
[5]. There lacks interpretation in such supervised models. Evidence aware models 
leverage clues extracted from positive or negative samples to give evidences on the 
prediction results [6]. However, training samples of rumors are often imbalanced, 
especially in COVID-19 rumor detection tasks. There is still a challenge in finding 
positive samples because most posted information are rumors and there is often only 
one or few piece of information published by an authority as an explanation of ru-
mors. Detecting whether a text is a rumor or an explanation of a rumor can help make 
a more explainable rumor classification model. This issue has not been fully recog-
nized in the misinformation detection research. Moreover, the text of an explanation 
information is often very similar to texts of those widely disseminated rumors, which 
makes it difficult to discriminate a rumor text from an explanation text of the rumor 
by a classification model trained over imbalanced data sample set. To address this 
problem, we present a data preprocessing method that extracts common and differ-
ence subsequence between a rumor text and its corresponding explanation text to 
compose a rumor sample and its explanation sample for training a supervised model. 
Using common and difference subsequences as the training samples can make the 
sample features more discriminative and thus can be used to build more accurate clas-
sification model for predicting rumor text and their explanation text. We collected a 
set of samples of COVID-19 rumors, where each sample has a rumor text, a refutation 
text and an explanation text given by a medical authority. Experiments show that 
using the common and difference subsequences of text samples to train a supervised 
model can improve the accuracy of classification on rumors and explanation of ru-
mors. 

2 Related work 

Automatic misinformation detection models can be categorized into two classes, con-
tent-based methods [7] and network-based methods [3, 8]. In content-based methods, 
detecting misinformation is modeled as a binary classification problem. A classifier is 
trained on a given sample set consisting of true information samples and misinfor-
mation samples. SVM and deep learning models have been investigated for this task. 
The core challenge in content-based methods is the feature selection of misinfor-
mation sample data sets [9]. Many language features have been investigated for build-
ing misinformation classifier [10, 11]. In network-based methods, features of propa-
gation network of misinformation on the Internet are leveraged to detect the misin-
formation  event [12, 13].  

The difficulties of misinformation detection lie mainly in that misinformation 
propagation are often event related [5, 14]. Texts are often short and samples are often 
imbalanced because in the beginning stage of the propagation of an event, most avail-
able samples are misinformation samples and there is even no positive information 
available. Moreover, explanation, refutation and correct information are published by 
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authorities. So the number of positive information samples is often extremely small at 
the beginning stage of an event, which makes it difficult to obtain a balanced training 
sample set. For example, in an authority site where refutation on COVID-19 rumors 
are published, each statement about a rumor has one explanation and one conclusion 
description, but there are already hundreds or thousands of rumors on the social net-
works [15]. Those official explanation or conclusion can be used to detect misinfor-
mation but there is still few work on leveraging this information due to that the offi-
cial explanation text is often quite similar to rumor text, which makes it difficult to 
train a supervised model for detecting whether a text is a rumor, or is an explanation 
of a rumor. Evidence-aware misinformation prediction has been studied [1, 6, 16]. 
However, most works need an enough number of positive samples to train a model 
and give clues on a prediction that why a text is misinformation or not. It is necessary 
to investigate how to leverage the explanation text of rumors to detect misinfor-
mation. Moreover, explanation texts given by an authority to clarify rumors can be 
used as explanation of classification results on rumors. The first step is to make a 
classification between a piece of rumor and an explanation of rumors. Automatic 
detection of explanation texts of rumors can help find the explanations for rumors. 

3 Model  

Given a set of short texts consisting of samples of pairs of rumors and their corre-
sponding explanations, the task is to build a predictor to judge whether one given 
input sample text is a rumor or an explanation of a rumor. To discriminate a rumor 
from its explanation, a solution is to train a supervised classification model on a train-
ing set consisting of two sets of samples: one sample set contains rumor texts, and 
another contains explanation texts. Then we use the sample set to train a classifier that 
predicts a sample’s type. Since the texts of explanation are often very similar to the 
rumor texts, we proposed to use sentence difference of samples texts as the texts of 
samples to build a classifier.  

The main idea is that the difference between a rumor text and its explanation text 
is more representative than the original texts of the rumor and its explanation. It is 
because that a pair of rumor and explanation often shares too many words, and the 
difference between a rumor and its explanation often contains those common words 
among samples, which can be ignored in training a model. We leverage the difference 
part between sentences to train a classifier for classifying samples into two classes: a 
rumor or an explanation of a rumor. 

Fig.1 depicts the whole framework of training a classification model from samples 
of rumor texts and explanation texts. The first part is the training sample prepro-
cessing module that extracts difference and common subsequences from rumor texts 
and their corresponding explanation texts. Specifically, the difference subsequences 
can be obtained from the results of common subsequences. Then, the original sample 
texts are transformed into a set of subsequences of common parts and difference part 
of the original texts of samples. Those subsequences of texts are concatenated to form 
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a new text string for each sample. Finally, those newly composed samples are used as 
the training samples to train a supervised classification model.  

 

Fig. 1. Framework of processing explanations and rumors for training supervised classification 
models. 

3.1 Data Samples 

To ease discussion, we use the following symbols to represent samples. Given a 
rumor sample data set M, each sample t in M contains four items:  

(1) t.T: the sentence text of a rumor t; 
(2) t.L: a label indicating if the rumor t.T is a piece of rumor, true information or 

unknown information; 
(3) t.E: the explanation text to show why the rumor is labeled as t.L. 
(4) t.F: the conclusion text on the rumor label, i.e., giving the final judgement 

based on the explanation. 
This kind of samples can be collected from those official rumor information man-

agement websites, where each sample consists of an explanation of refutation on one 
rumor. We will use this sample data set to train a predicator for text classification 
between rumor and explanation, or conclusion of a rumor based on sentence subse-
quences. 

Table 1 shows three examples of samples. Each row represents one sample, con-
sisting of a sample label, sample sentence texts, an explanation and a conclusion. 
There are three different labeled samples. For example, the first row is labeled as a 
rumor, saying that “people do not need wearing mask after vaccination”. The expla-
nation is given on why this argument is false and the conclusion is given by a famous 
doctor who is an authoritative professor in COVID-19 medication. From this exam-
ple, one can see that the three text components of the first sample case are quite dif-
ferent in syntax level. The explanation text is much longer than the rumor text and 
contain words from the original rumor’s text, while the conclusion text is totally dif-
ferent from the rumor text. The explanation of row 1 shares words “vaccination” and 
“protection” with the rumor text, so this common part can be deemed as the core con-
tent related to both the rumor and the explanation of the rumor. If these two words are 
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treated as features, then the explanation text could be also classified as a rumor text. 
To reduce this ambiguity in training samples, we assume that the difference part be-
tween rumor text and explanation texts are more discriminative features. For example, 
in row 1, the difference part between the explanation and the rumor text is about why 
one should pay attention to the protection even after vaccination. 

Table 1. Examples of sample sets 

 
 

The second row in Table 1 is a sample of true information saying that a virus test 
on a pet dog of a patient shows a positive result. It is true according to the official 
report. The explanation and the conclusion both repeat the details of the official re-
port. There are many common parts in the rumor, explanation and conclusion text. 
When removing those common part from the explanation text, the difference part is 
the official confirmation that can be used as features to determine the text type.  

The third row in Table 1 contains an unknown sample case which means that it is 
still unclear that whether the text is a rumor or not. Similarly, the difference part can 
be used to distinguish the conclusion text from the original rumor text. However, the 
explanation text contains a subsequence string that repeats the original rumor text, 
makes it difficult to obtain a discriminative feature for classifying the rumor text and 
the explanation text for this sample case. When removing those common parts, it can 
be more distinguishable as an explanation sample. Thus, the observation on the sam-
ple texts shows that both the common parts and the difference parts between texts can 
play important roles in making discriminative features for training a supervised classi-
fication model that can be used to distinguish the explanation of rumors from rumors. 
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3.2 Sentence subsequence preprocessing 

To extract common and difference part from sample texts in the training set M, sen-
tence text S of a rumor or an explanation is firstly represented as an n-gram character 
sequence S={S1, S2, ...., Sn}, where Si is a ith n-gram character in S. n-gram is a widely 
used text feature model that takes every n consecutive words from a text sequence as 
one keyword unit. In processing Chinese texts, an n-gram unit consists of n consecu-
tive characters from the text. In this work, we use the uni-gram model as the basic 
unit for representing rumor texts because the word segmentation problem can be 
skipped when using uni-gram to represent Chinese text sentences. Thus, each uni-
gram of a sentence is treated as a character. 

A subsequence s of k characters in S is a character sequence s={Sj, Sj+1, ..., Sj+k} 
for 1jn-k. Two subsequences of characters are equal if each corresponding charac-
ter is the same.  

Two types of subsequences are defined for two sentence sequences of characters. 
A common subsequence contains characters shared by two sequences while a differ-
ence subsequence records the different part between two sentence sequences.  

Definition 1. (Common subsequence). Given two sentence character sequences S 
and T, the common part between two sentence character sequences is a set of subse-
quences, denoted as C(S, T)={s1, s2, ..., sm}, where si is a subsequence in both S and T. 
That is, C(S, T) contains sub-characters that are shared by two sentences S and T.  

Definition 2. (Difference subsequence). The difference between S and T contains s 
of characters that are obtained by excluding their common part from S, denoted as 
D(S, T) = SC(S, T). Similarly, the difference between T and S is defined as D(T, S) = 
TC(S, T). So the difference between two sentence character sequences is not sym-
metric. 

Both the common part and difference part between two text character sequences 
can be used as features to train a supervised classification model. Thus, we need to 
extract common sequences and difference sequences for two text character sequences. 
Note that the difference subsequence in Definition 2 is defined based on the common 
subsequence in Definition 1. Thus, to obtain the difference between two sentences S 
and T, we first compute the common part shared by S and T and then the difference 
part can be obtained from the common part.  

The common subsequence is obtained by the algorithm computecomm in Fig.2. In 
the algorithm, line 4 to 19 is the loop to traverse each character of S to find if there is 
any common character in T. During the loop, if there is a common character from S 
for current character of T, then it will be added to the current common subsequence 
list (subc1 in line 6 of computecomm) until it encounters a different character of T. 
Then current common subsequence is recorded and is initialized for the next possible 
common subsequence. It can be shown that the algorithm computecomm can find 
leftmost longest common subsequences of S and T in at most O(N1*N2) time, where 
N1 and N2 is the length of S and T. 
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Fig. 2. Algorithm for finding the common part from sentence character sequence S and T. 

Definition 3. The leftmost longest common subsequence of S in T is a character 
sequence l1={Si+0, Si+1, ..., Si+k} in S s.t. that there is a subsequence l2={Tj, Tj+1, ..., 
Tj+k} in T with Si=Tj, Si+1=Tj+1, ..., and Si+k=Tj+k, but there is no such subsequence of l1 
={Tp+0, Tp+1, ..., Tp+n} = {Si+0, Si+1, ..., Si+n} with p<j and n  k. 

That is, we only locate the first occurrence of a common subsequence of S in T. For 
example, let S=“the covid-19 syndrome include cough, chill and muscle pain” and T = 
“cough, chill are common syndrome. cough, chill and muscle pain are also reported 
widely”. Here, “cough, chill” is a common subsequence for S and T, but “cough, chill 
and muscle pain” is also a common subsequence for S and T. In this example, “cough, 
chill” is the leftmost longest common subsequence while “cough, chill and muscle 
pain” is not because when matching “cough, chill and muscle pain” of S in T, “cough, 
chill” is already matched before. Thus, “cough, chill and muscle pain” will not be 
extracted as a longer common subsequence. We do not use the longest common sub-
sequence because that the longest common sequence will overlap those shorter com-
mon subsequences. The leftmost longest common subsequence is the first occurrence 
of a common sequence. Using the leftmost longest common subsequence can avoid 
those shorter common subsequences being overlapped. 
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THEOREM 1. All leftmost longest common subsequences of S in T can be ob-
tained by the algorithm computecomm with time complexity of O(N1*N2). 

PROOF. Assume there is such a common subsequence l1={Si, Si+1, ..., Si+k} start-
ing at Si in S, with corresponding subsequence l2={Tj, Tj+1, ..., Tj+k}in T. That is, Si-1 is 
different from Tj-1. Since the algorithm computecomm iterates every character of S 
started at line 4, it must meet the character Si-1 and thus, any previous subsequences 
will be recorded and a new subsequence will be started by line 12-15 where iteration 
in T is restarted from the beginning by line 15. Thus, the next loop will check Si by 
starting from the very beginning part of T to find the common character for Si. If there 
is a character Tp =Si, then, it will be recorded into the common subsequence, denoted 
as subc1 in line 6 of the algorithm computecomm, until meeting a different character, 
then the recorded subsequence subc1 is a common subsequence within l1 and l2 and is 
the left most common subsequence of S in T. If it is not the left most, there must be 
another subsequence l3 starting before subc1. But it is impossible, because the check-
ing point starts at the beginning item of T for l1, l3 cannot be missed by subc1. Thus, 
subc1 must be a left-most common subsequence of S in T. The whole scanning proce-
dure in T for each character of S is at most one time. So the time complexity of the 
algorithm computecomm is O(N1*N2). � 

After obtaining common parts of S and T, we remove those common subsequences 
from S to obtain the difference part between S and T. Fig. 3 depicts the procedure 
computediff that leverages the algorithm computecomm in Fig.2 to get the difference 
subsequences.  Note that during the procedure of locating the common subsequences 
in the algorithm computecomm in Fig.2, the starting and ending position of a common 
subsequence is also recorded in line 29. We can use the position information to re-
move common parts from sentence character sequence S for obtaining the difference 
between S and T. In computediff , first, computecomm procedure is called to obtain the 
common subsequence list that contains all the matched leftmost common subse-
quence. Then, computediff iterates each character of S in line 4. Within each loop of a 
character of S, there is another loop for each common subsequence, where if current 
character of S is within a common sequence, then skip this character and record the 
difference subsequence that has been located and go for the next character (line 11 to 
line 14). If current character of S does not exist in any common subsequence, then put 
it into the current difference subsequence and go to the next character at line 16 and 
line 17. 

The loop from line 4 to line 17 in the algorithm computediff also takes O(N1*N2) 
because it has one loop for each character of S and within each loop there is one scan 
for all the common subsequence that has at most N2 items.  
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Fig. 3. ALOGRITHM computediff for finding the difference part from sentence character se-
quence S and T. 

3.3 Training a supervised classification model by subsequences of sample 
sentences 

We use common and difference parts of sentence of sample texts to build a new sam-
ple set from the original sample set M for training a supervised classification model. 
Specifically, for each sample case t in M, we use the difference and common parts 
between rumor text t.T, rumor explanation t.E and rumor conclusion t.F to compose 
the samples to train a classification model for determining three classes: rumor, ex-
planation, and conclusion class.  

That is, for each sample t with t.T as a rumor sample, t.E as an explanation sample 
and t.F as a conclusion, we apply the common subsequence extractor C(S,T) and dif-
ference subsequence extractor D(S, T) to compose three new sample texts from the 
original texts of t.T, t.E and t.F, which are used as three new sample texts, represented 
by t’.T, t’.E and t’.F  for three classes: rumor, explanation, and conclusion respective-
ly. After processing all samples of M, we build a new sample set Me and we can train 
a supervised model Pe over Me to classify a text into three classes: rumor, explanation, 
and conclusion.  

For each training sample t in M, we consider three different strategies for trans-
forming t into t’. In the follow three strategies, the explanation sample is obtained by 
the difference between the original rumor text and the original explanation, and the 



10 

conclusion sample is obtained by the difference between the original rumor text and 
the original explanation text. The difference is how to compose a rumor sample text: 

Case (1): t’.T = t.T, t’.E = D(t.E, t.T), and t’.F =D(t.F, t.T). The original rumor text 
is kept as a new sample of rumor class;  

Case (2): t’.T = C(t.T, t.E ), t’.E = D(t.E, t.T), and t’.F =D(t.F, t.T). The rumor 
sample text is the common part between the original rumor text and the original ex-
planation;  

Case (3): t’.T = C(t.T, t.E )  C(t.T, t.F ), t’.E = D(t.E, t.T), and t’.F =D(t.F, t.T). 
The rumor sample text combines the common part between the original rumor and the 
original explanation and the common part between the original rumor text and the 
original conclusion text.  

The rational is that the shared common part of the rumor and its explanation is the 
core text of the rumor. The difference between the rumor text and the explanation text 
is the representative part of explanation. The conclusion text is also represented by the 
difference parts between the original rumor and its conclusion text. 

After processing the original training data sample set M, we can obtain a new train-
ing sample set Me consisting samples for rumor, explanation and conclusion class. 
Then, we can used Me to train a supervised classification model like SVM model or 
Bayesian model. 

4 Experiments 

To evaluate the proposed method, we collect a set of officially published COVID-19 
rumor refutation information data set consisting of 134 rumors and their correspond-
ing explanation texts and conclusion texts. Then we apply the preprocessing in Sec-
tion 3.3 to build three new different training sample text sets with different configura-
tions using sentence common parts and sentence difference operators. For compari-
son, a simple sample set without using the preprocessing method is built where the 
original texts of rumor, explanation and conclusion of a sample are directly used as 
three new samples for class rumor, explanation and conclusion (Original in the Table 
2). 

Three types of classification models are evaluated on the training sample sets, na-
ive Bayesian model (NB1 and NB2), SVM model (SVC1, SVC2 and SCVRBF) and 
kNN model (KNN_5_distance and KNN_5_uniform, using two different distance 
model in KNN). Table 2 shows the accuracy of the models obtained by training on the 
original sample data sets and three data sets consisting of sentence difference and 
common parts. It can be seen that training on the sample data set obtained by configu-
ration defined in Case (1), (2) and (3) can help models achieve improvements on the 
prediction quality. Moreover, the training sample set obtained by using configuration 
in Case (3) can achieve the best overall performance (the best average scores shown 
in Table 2 and Table 3). In Case (3) configuration, the rumor sample text combines all 
the common subsequences obtained with the explanation text and the conclusion text. 
It can help reserve more information of rumor samples. Table 3 shows the models’ 
performance on three classes. In most tests, the improvement is obvious when using 
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the common parts and difference part as sample texts to train supervised classification 
models compared with the models trained on the original sample texts. 

Table 2. Accuracy of models training on different sample sets 

Model Original Case(1) Case(2) Case(3) 

NB1 0.843 0.891 0.891 0.891  
NB2 0.333 0.333 0.333 0.333  
SVC1 0.925 0.963 0.965 0.968  
SVC2 0.928 0.965 0.965 0.965  
SVCRBF 0.866 0.878 0.893 0.888  
KNN_5_distance 0.836 0.930 0.923 0.928  
KNN_5_uniform 0.746 0.881 0.883 0.888  
Average Score 0.783 0.834 0.836 0.837  

 

Table 3. F-score of performances on three classes by models training on different sample sets. 

Performance on classes Original Case(1) Case(2) Case(3) 

NB1-Rumor 0.861  0.889  0.889  0.889  

NB2-Rumor 0.500  0.000  0.000  0.000  

SVC1-Rumor 0.949  0.985  0.985  0.989  

SVC2-Rumor 0.949  0.985  0.985  0.985  

SVCRBF-Rumor 0.913  0.907  0.933  0.924  

KNN_5_distacne-Rumor 0.847  0.950  0.942  0.946  

KNN_5_uniform-Rumor 0.736  0.908  0.917  0.920  

NB1-Explanation 0.820  0.865  0.862  0.867  

NB2-Explanation 0.000  0.500  0.500  0.500  

SVC1-Explanation 0.933  0.957  0.964  0.964  

SVC2-Explanation 0.935  0.960  0.964  0.964  

SVCRBF-Explanation 0.867  0.847  0.864  0.858  

KNN_5_distacne-Explanation 0.804  0.906  0.899  0.906  

KNN_5_uniform-Explanation 0.706  0.843  0.846  0.851  

NB1-Conclusion 0.857  0.924  0.928  0.921  

NB2-Conclusion 0.000  0.000  0.000  0.000  

SVC1-Conclusion 0.891  0.946  0.947  0.950  

SVC2-Conclusion 0.897  0.951  0.947  0.947  

SVCRBF-Conclusion 0.807  0.889  0.889  0.889  

KNN_5_distacne-Conclusion 0.859  0.936  0.929  0.933  

KNN_5_uniform-Conclusion 0.808  0.893  0.889  0.897  

Average Scores 0.759  0.811  0.813  0.814  
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5 Conclusion  

In this paper, we proposed a method to extract common and difference subsequences 
of sentence texts as samples to train supervised classification models to classify sam-
ples into rumor, explanation and conclusion class. The leftmost longest common sub-
sequence is extracted as the common part from two sample sentence texts. Difference 
part between two sample texts is obtained by removing common subsequences from 
the origin sentence. Common and difference subsequences are combined in different 
ways to compose samples of rumor, explanation and conclusion classes. Experiments 
shows that when using the difference subsequence between rumor and explanation 
texts as the explanation samples, using the difference subsequence between rumor and 
conclusion texts as the conclusion samples, and combining common subsequences 
obtained from both explanation and conclusion texts as the rumor samples,  the model 
achieves the best overall performance of classification accuracy compared with mod-
els trained on the original sample texts. The subsequences of sample sentences can be 
further investigated to reflect richer features of samples for training supervised mod-
els. 
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