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Abstract. Online learning has become a popular way of learning due to the rap-
id development of informatization of education, The rise of online learning plat-
forms has provided great convenience to students' learning, breaking the limita-
tions of time and space, enabling students to study various courses anytime, an-
ywhere. However, due to the lack of an effective supervision mechanism, 
online learning undermined by low quality tutoring and a substantial dropout 
rate of students. In this study, we used an efficient ensemble learning algorithm, 
LightGBM, to develop a student performance prediction model. Basing on the 
interaction behavior data of students' online learning, the prediction model can 
predict whether a student will be able to pass the course. As a result of identify-
ing at-risk students, teachers can provide targeted interventions to improve the 
learning performance of these students. During the experiments, we compared 
with ten classical machine learning algorithms on a public dataset. It reflected 
that LightGBM outperformed in predicting student performance. The study al-
so analyzed the impact of different interaction behaviors on students' online 
learning performance, which will help teachers and educational researchers to 
better understand the relationship between students' online learning behavior 
and students' learning performance. This will help teachers guide students in 
online learning and optimize the design of online learning courses. 

Keywords: LightGBM, Student Performance Prediction, Learning Analytics. 

1 Introduction 

In recent years, in conjunction with the rapid development of Internet technology, a 
large number of online learning systems have emerged. These include Virtual Learn-
ing Environments (VLEs), Massive Open Online Courses (MOOCs), etcetera. This 
innovation enables there to be intellectual freedom and also allows students to take 
courses without going to an educational institution. However, online learning faces a 
multitude of challenges. The number of students studying online far exceeds that of 



those taking traditional courses, and it is difficult for teachers to track student learn-
ing, which makes many under-performing students drop out of courses due to lack of 
timely guidance[1]. Fortunately, these online learning platforms widely store a large 
amount of student learning data, which benefits educational research immensely[2]. 
As a result of analyzing the learning data of students during the online learning pro-
cess, it is possible to predict students' learning performance, help teachers identify at-
risk students, and provide targeted additional help and interventions to improve stu-
dents' academic performance. 

Predicting student performance as an effective measure to identify at-risk stu-
dents has been recognized as an important research problem in online learning [4]. 
Accurate predictions of student performance will help provide students with personal-
ized guidance to help them pass the course, all the while, obtaining effective predic-
tions requires powerful predictive models [5]. Therefore, many researchers have used 
various machine learning methods to develop the best predictive models of student 
performance. Among these methods, ensemble learning can often achieve better pre-
diction results. As an algorithm of ensemble learning, random forest has been widely 
used in student performance prediction research and achieved excellent prediction 
results [6]. 

The student performance prediction task in the online learning environment faces 
new challenges which are different from the student performance prediction task in 
the traditional course learning environment. Due to the convenience and freedom of 
learning, online platforms attract a large number of students, which makes online 
platforms record a large amount of data related to student learning. However, due to 
the lack of constraints on student learning, this data often exhibits high-dimensional 
and sparse characteristics. It is difficult for traditional ensemble learning algorithm to 
analyze quickly and efficiently. LightGBM not only can handle large datasets, but 
also has high predictive ability, as an efficient ensemble algorithm. The algorithm can 
also utilize the sparsity of features to perform lossless merging of features, which is 
suitable for processing high-dimensional and sparse data. Therefore, we use the 
LightGBM algorithm to build a student performance prediction model, which predicts 
students' performance by analyzing their interaction data with the platform during 
their online learning process. In addition to that, we analyze the importance of differ-
ent features in prediction and the correlation of features to explore the relationship 
between students' different interaction behaviors in the learning process and student 
performance. Based on these explorations, it can provide effective assistance to teach-
ers to guide students' learning, and provide meaningful reference for the design of 
online courses. 

2 Literature review 

In the field of student performance prediction, students' learning performance predic-
tion tasks are generally divided into two categories: classification tasks and regression 
tasks. The classification task is to predict whether a student will pass a course or pre-
dict a student's final grade. The regression task is the prediction of the most likely 



score a student will get in the final exam [7]. Traditional machine learning methods 
are widely used to predict student performance with good results, such as regression 
analysis [8], decision trees [9, 10], Bayesian [11], support vector machines [12, 13, 
14], neural network [15, 16] and other methods. These algorithms are often based on a 
single model for predicting student performance, which may perform differently for 
different datasets, making it difficult to identify a generally accepted prediction algo-
rithm [17]. As a result of widespread application of ensemble learning in other fields, 
more and more researchers apply ensemble learning to student performance predic-
tion. Compared with single model prediction methods, ensemble learning can assem-
ble multiple weak classifiers into a strong classifier, improve the performance of pre-
diction, and can achieve good prediction results on datasets of different scales. 

The most commonly used ensemble learning in student performance prediction 
is random forest, an ensemble learning algorithm developed by Breiman and Adele 
Cutler, which uses a large number of decision tree models to improve accurate predic-
tions. It does this by reducing the bias and variance of estimate [18]. Its essence is a 
random combination of freely growing decision trees in a random subspace through 
Bagging. Trakunphutthirak et al. [19] collected students' online logs for one week 
during the exam, which included 90 students' online activities during the exam, in-
cluding 120 Internet access activities and 25 browsing categories. Process logs into 
two distinct datasets by visit activity and browsing category. On the two datasets, 
students' learning performance is predicted based on the student's usage time and the 
student's usage frequency , respectively. The experimental results show that the ran-
dom forest is the best method for predicting the risk of students’ failure compared to 
decision trees, naive Bayes, logistic regression and neural networks. Hasan et al. [20] 
used video learning data and data mining techniques to predict whether a student 
would be able to pass a course. The dataset consists of academic data in SSI, activity 
data in Moodle, and video clickstream data in eDify for 772 students during an aca-
demic year. The commonly adopted classification algorithms in the existing literature 
are used: random forest, k-nearest neighbor, support vector machine, etc. The results 
show that random forest is the best amongst the other methods with an accuracy rate 
of 88.3%. 

As a meta-algorithm in ensemble learning, bagging can combine different mod-
els to reduce the generalization error and effectively improve the prediction accuracy 
[21]. Injada et al. [22] proposed a method to systematically build a bagging ensemble 
learner for multiple segments, which selects appropriate weak classifiers according to 
the Gini coefficient and the target classification score. Basing on this method, six 
basic machine learning algorithms were used to combine the optimal bagging ensem-
ble learner to predict the performance of students in different stages of the course in 
the e-learning environment. As a result of conducting sufficient experiments on dif-
ferent undergraduate datasets from two universities, the established Bagging ensem-
ble learner has higher prediction accuracy compared with the classical classification 
techniques. In order to predict the performance of students in academic competitions, 
Yan et al. [23] used support vector machines, random trees and AdaBoost as basic 
learners to predict students' performance respectively, and used a simple logistic re-
gression algorithm as a voter to integrate the prediction results of different base learn-



ers. On the experimental data set, through the comparison of five evaluation indica-
tors, the model not only outperforms the commonly used single machine learning 
algorithm, but also outperforms other ensemble learning algorithms. 

As another major class of ensemble learning algorithms, Boosting algorithms 
have also been used in student performance prediction research. Contrast to Bagging, 
the Boosting algorithm assembles weak classifiers into a strong classifier by reducing 
bias. Han et al. [24] used a decision tree-based AdaBoost algorithm to predict the 
final grades of students in compulsory courses. The ensemble algorithm was evaluat-
ed using performance data from 123 undergraduate students in 20 compulsory courses 
over four years. The experimental results show that the algorithm has better prediction 
accuracy compared with decision tree, neural network, random forest and other mod-
els. Ahmed et al. [25] proposed the use of the GBDT algorithm to predict student 
performance on final exams, comparing with support vector machines, logistic regres-
sion, and naive bayes on a dataset containing 450 undergraduate students. The exper-
imental results show that the algorithm has better performance than other algorithms, 
and the prediction accuracy is 89.1%. 

In the existing research on student performance prediction, the prediction effect 
of ensemble learning is often better than that of single machine learning algorithms. 
However, when the dataset features are high-dimensional and the number of samples 
is large, the efficiency and scalability of the existing ensemble learning algorithms are 
unsatisfactory. As an efficient ensemble learning method, LightGBM can be applied 
to large-scale datasets with high feature dimensions, and achieves higher accuracy on 
multiple public datasets. So in this article, we will use LightGBM to predict student 
performance. Although Vultureanu-Albişi et al. [26] used different ensemble learning 
algorithms based on tree models to predict student performance, they found that deci-
sion trees outperformed other ensemble learning algorithms including LightGBM. 
However, the two datasets used in this study are both small, with only a few hundred 
students, and cannot well demonstrate the predictive performance of the ensemble 
learning algorithm in the online learning environment. We used LightGBM to predict 
student online learning performance with a dataset containing several thousand stu-
dents. Furthermore, it will be compared with a variety of classic machine learning 
algorithms to evaluate the performance of the algorithm in the task of predicting stu-
dent performance. 

3 Methodology 

LightGBM is an efficient ensemble learning algorithm proposed by Guolin et al. [27]. 
The purpose is to solve the problem that the efficiency and scalability of the existing 
GBDT algorithm are still unsatisfactory when the feature dimension is high and the 
amount of data is large. From the perspective of reducing the number of data instanc-
es and features during model training, two new techniques in the LightGBM, Gradi-
ent-based One-Side Sampling (GOSS) and Exclusive Feature Bundling (EFB), are 
proposed to improve GBDT. 



3.1 Gradient-based One-Side Sampling 

In GBDT, the gradient information of each data instance can provide valuable infor-
mation for data sampling. Instances with larger gradients (that is, instances with insuf-
ficient training) contribute more to the information gain. However, reducing the data 
training size by discarding data instances with small gradients will change the data 
distribution and affect the accuracy of the trained model. The GOSS algorithm can 
randomly remove instances with small gradients without changing the original data 
distribution immensely. When the algorithm determines the sample set for a new 
round of training, it will sort the samples by the absolute value of the gradient accord-
ing to the current training result. All instances with large gradients are used as select-
ed samples, and a certain proportion of instances with small gradients are randomly 
selected as the ideal ones, thus selected. In order not to change the original distribu-
tion by a great margin, the ratio of the number of selected small gradient samples to 
all small gradient samples needs to be used as the weight coefficient of the selected 
small gradient samples. 

Algorithm 1 Gradient-based One-Side Sampling 
Input: 𝐼𝐼: training data, 𝑑𝑑: iterations 
Input:  𝑎𝑎: Sampling ratio of large gradient data 
Input: 𝑏𝑏: Sampling ratio of small gradient data 
Input: 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙: loss function, 𝐿𝐿: weak learner 
𝑚𝑚𝑙𝑙𝑑𝑑𝑚𝑚𝑙𝑙𝑙𝑙 ← {},𝑓𝑓𝑎𝑎𝑓𝑓𝑓𝑓 ← 1−𝑎𝑎

𝑏𝑏
 

topN← 𝑎𝑎 × 𝑙𝑙𝑚𝑚𝑙𝑙(𝐼𝐼),randN← 𝑏𝑏 × 𝑙𝑙𝑚𝑚𝑙𝑙(𝐼𝐼) 
for 𝑖𝑖 = 1 to 𝑑𝑑 do 

   𝑝𝑝𝑝𝑝𝑚𝑚𝑑𝑑𝑙𝑙 ←models.predict(𝐼𝐼)   
 𝑔𝑔 ← 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝐼𝐼,𝑝𝑝𝑝𝑝𝑚𝑚𝑑𝑑𝑙𝑙),𝑤𝑤 ← {1,1, … }  

  𝑙𝑙𝑙𝑙𝑝𝑝𝑓𝑓𝑚𝑚𝑑𝑑 ←GetSortedIndices(abs(g)) 
 𝑓𝑓𝑙𝑙𝑝𝑝𝑡𝑡𝑚𝑚𝑓𝑓 ← 𝑙𝑙𝑙𝑙𝑝𝑝𝑓𝑓𝑚𝑚𝑑𝑑[1: 𝑓𝑓𝑙𝑙𝑝𝑝𝑡𝑡] 

  𝑝𝑝𝑎𝑎𝑙𝑙𝑑𝑑𝑡𝑡𝑚𝑚𝑓𝑓 ← 𝑅𝑅𝑎𝑎𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑅𝑅𝑖𝑖𝑓𝑓𝑅𝑅(𝑙𝑙𝑙𝑙𝑝𝑝𝑓𝑓𝑚𝑚𝑑𝑑[𝑓𝑓𝑙𝑙𝑝𝑝𝑡𝑡: 𝑙𝑙𝑚𝑚𝑙𝑙(𝐼𝐼)],𝑝𝑝𝑎𝑎𝑙𝑙𝑑𝑑𝑡𝑡) 
 𝑢𝑢𝑙𝑙𝑚𝑚𝑑𝑑𝑡𝑡𝑚𝑚𝑓𝑓 ← 𝑓𝑓𝑙𝑙𝑝𝑝𝑡𝑡𝑚𝑚𝑓𝑓 + 𝑝𝑝𝑎𝑎𝑙𝑙𝑑𝑑𝑡𝑡𝑚𝑚𝑓𝑓 

  𝑤𝑤[𝑝𝑝𝑎𝑎𝑙𝑙𝑑𝑑𝑡𝑡𝑚𝑚𝑓𝑓] ×= 𝑓𝑓𝑎𝑎𝑓𝑓𝑓𝑓 ⊳Assign weight fact to the small gradient data 
 𝑙𝑙𝑚𝑚𝑤𝑤𝑚𝑚𝑙𝑙𝑑𝑑𝑚𝑚𝑙𝑙 ← 𝐿𝐿(𝐼𝐼[𝑢𝑢𝑙𝑙𝑚𝑚𝑑𝑑𝑡𝑡𝑚𝑚𝑓𝑓],−𝑔𝑔[𝑢𝑢𝑙𝑙𝑚𝑚𝑑𝑑𝑡𝑡𝑚𝑚𝑓𝑓], 𝑤𝑤[𝑢𝑢𝑙𝑙𝑚𝑚𝑑𝑑𝑡𝑡𝑚𝑚𝑓𝑓]) 
 𝑚𝑚𝑙𝑙𝑑𝑑𝑚𝑚𝑙𝑙𝑙𝑙.append(𝑙𝑙𝑚𝑚𝑤𝑤𝑛𝑛𝑙𝑙𝑑𝑑𝑚𝑚𝑙𝑙) 

3.2 Exclusive Feature Bundling 

Since it is evident in many cases that the data is sparse with high feature dimension, 
EFB can reduce the number of features without loss, and can speed up the training 
speed of GBDT under the premise of ensuring accuracy. EFB consists of two parts: 
Identification of features that should be bundled together and construction of the bun-
dle.  



In the first part, it is not only necessary to find suitable bundling features, but the 
number of bundles should be minimal, therefore a reasonably greedy algorithm is 
ideal and used. Since there are more non-zero values of the features, there may be 
more conflict, therefore the greedy algorithm will sort in descending order according 
to the number of non-zero values of the features, and then check each feature accord-
ing to the sorted sequence, and assign it to a smaller conflicting bundle or create a 
new one. 

Algorithm 2 Greedy Bundling 
Input: 𝐹𝐹: features, 𝐾𝐾: max conflict count 

Non zero statistical set 𝑡𝑡 
𝑙𝑙𝑚𝑚𝑎𝑎𝑝𝑝𝑓𝑓ℎ𝑂𝑂𝑝𝑝𝑑𝑑𝑚𝑚𝑝𝑝 ← 𝑡𝑡.sortByNumberOfNonZero () 

  𝑏𝑏𝑢𝑢𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑙𝑙 ←{},𝑏𝑏𝑢𝑢𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑙𝑙𝑏𝑏𝑙𝑙𝑙𝑙𝑓𝑓𝑙𝑙𝑖𝑖𝑓𝑓𝑓𝑓 ←{} 
 for 𝑖𝑖 in 𝑙𝑙𝑚𝑚𝑎𝑎𝑝𝑝𝑓𝑓ℎ𝑂𝑂𝑝𝑝𝑑𝑑𝑚𝑚𝑝𝑝 do 

   needNew←True 
   for 𝑗𝑗 = 1 to 𝑙𝑙𝑚𝑚𝑙𝑙(𝑏𝑏𝑢𝑢𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑙𝑙) do 

  cnt←conflictCnt(𝑏𝑏𝑢𝑢𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑙𝑙[𝑗𝑗],𝐹𝐹[𝑖𝑖]) 
  if 𝑓𝑓𝑙𝑙𝑓𝑓+𝑏𝑏𝑢𝑢𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑙𝑙𝑏𝑏𝑙𝑙𝑙𝑙𝑓𝑓𝑙𝑙𝑖𝑖𝑓𝑓𝑓𝑓[𝑖𝑖] ≤ 𝒌𝒌 then 

  𝑏𝑏𝑢𝑢𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑙𝑙[𝑗𝑗].𝑎𝑎𝑑𝑑𝑑𝑑(𝐹𝐹[𝑖𝑖]),𝑙𝑙𝑚𝑚𝑚𝑚𝑑𝑑𝑡𝑡𝑚𝑚𝑤𝑤 ←False 
       break 

 if 𝑙𝑙𝑚𝑚𝑚𝑚𝑑𝑑𝑡𝑡𝑚𝑚𝑤𝑤 then 
         Add 𝐹𝐹[𝑖𝑖] as a new bundle to 𝑏𝑏𝑢𝑢𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑙𝑙 

 Output: 𝑏𝑏𝑢𝑢𝑙𝑙𝑑𝑑𝑙𝑙𝑚𝑚𝑙𝑙

In the second part, in order to reduce the training complexity and be able to identify 
the original features from the feature bundles, a feature bundle is constructed by in-
creasing the offset of the original value of the feature. 

Algorithm 3 Merge Exclusive Features 
Input: 𝑙𝑙𝑢𝑢𝑚𝑚𝑛𝑛𝑎𝑎𝑓𝑓𝑎𝑎: number of data 
Input: 𝐹𝐹: One bundle of exclusive features 
𝑏𝑏𝑖𝑖𝑙𝑙𝑅𝑅𝑎𝑎𝑙𝑙𝑔𝑔𝑚𝑚𝑙𝑙 ← {0}, 𝑓𝑓𝑙𝑙𝑓𝑓𝑎𝑎𝑙𝑙𝑡𝑡𝑖𝑖𝑙𝑙 ← 0 
for 𝑓𝑓 in 𝐹𝐹 do 

  𝑓𝑓𝑙𝑙𝑓𝑓𝑎𝑎𝑙𝑙𝑡𝑡𝑖𝑖𝑙𝑙 + =𝑓𝑓.numBin 
       𝑏𝑏𝑖𝑖𝑙𝑙𝑅𝑅𝑎𝑎𝑙𝑙𝑔𝑔𝑚𝑚𝑙𝑙.append(𝑓𝑓𝑙𝑙𝑓𝑓𝑎𝑎𝑙𝑙𝑡𝑡𝑖𝑖𝑙𝑙) 
𝑙𝑙𝑚𝑚𝑤𝑤𝑡𝑡𝑖𝑖𝑙𝑙 ← new Bin(𝑙𝑙𝑢𝑢𝑚𝑚𝑛𝑛𝑎𝑎𝑓𝑓𝑎𝑎) 
for 𝑖𝑖 =  1 to 𝑙𝑙𝑢𝑢𝑚𝑚𝑛𝑛𝑎𝑎𝑓𝑓𝑎𝑎 do 

 𝑙𝑙𝑚𝑚𝑤𝑤𝑡𝑡𝑖𝑖𝑙𝑙[𝑖𝑖] ← 0 
 for 𝑗𝑗 = 1 to 𝑙𝑙𝑚𝑚𝑙𝑙(𝐹𝐹) do 

  if 𝐹𝐹[𝑗𝑗].bin[𝑖𝑖] ≠ 0 then 
        𝑙𝑙𝑚𝑚𝑤𝑤𝑡𝑡𝑖𝑖𝑙𝑙[𝑖𝑖] ← 𝐹𝐹[𝑗𝑗].bin[𝑖𝑖]+𝑏𝑏𝑖𝑖𝑙𝑙𝑅𝑅𝑎𝑎𝑙𝑙𝑔𝑔𝑚𝑚𝑙𝑙[𝑗𝑗] 

Output: 𝑙𝑙𝑚𝑚𝑤𝑤𝑡𝑡𝑖𝑖𝑙𝑙, 𝑏𝑏𝑖𝑖𝑙𝑙𝑅𝑅𝑎𝑎𝑙𝑙𝑔𝑔𝑚𝑚𝑙𝑙 



Compared with other ensemble learning algorithms, when the feature dimension is 
high and the amount of data is large, LightGBM is more suitable and often achieves 
better prediction results. So, we use LightGBM to predict whether students would be 
able to pass the online course. We use ten classic machine learning algorithms to 
evaluate the predictive performance of LightGBM on student performance tasks, in-
cluding Logistic Regression(LR), K-Nearest Neighbors(KNN), Decision Trees(DT), 
Naive Bayes(NB), Support Vector Machines(SVM), Multi-layered Perceptron(DNN), 
Random Forests(RF), Adaboost, GBDT, XGBoost. Among these algorithms, 
XGBoost and LightGBM are implemented based on the Sklearn interface in their 
respective python packages, while other algorithms are implemented using the 
Sklearn toolkit. 

4 Experiments 

4.1 Experimental setup 

Dataset 
The Open University Learning Analytics Dataset (OULAD) is a dataset containing 
aggregated clickstream data of student interactions with the learning environment in a 
virtual learning environment (VLE) [28]. This dataset is often used to evaluate the 
predictive performance of student performance prediction models [29, 30]. In order to 
avoid the influence of course type and effectively evaluate the performance of the 
model, we use the data of the FFF courses with the largest number of students and the 
most frequent interaction behaviors for experimental evaluation. 

The course's original dataset contains more than 4 million interactions generated 
by 7,762 students. Among them, some students participated in courses multiple times, 
some students also participated in other courses, and some students' interaction data 
with the platform was not recorded. Therefore, we deleted the data of these students, 
and finally generated an experimental data set containing 6455 students and their 
interaction data with the platform. We aggregated the interaction data of students 
during the learning process by interaction type to generate 18 features for prediction. 

Evaluation Metrics 
In this experiment, we use five categories of metrics, Accuracy, Precision, Recall, F1-
Score, and AUC to evaluate the performance of the student performance prediction 
method. 

Accuracy: The percentage of students who predict the correct performance of the 
total students. Although the accurate rate can judge the correct rate of the prediction, 
it cannot be used as a good measure when the sample is unbalanced. 

Precision: The percentage of students who actually passed the course among all 
the students who were predicted to pass the course. 

Recall: The percentage of students who passed the course that were correctly 
predicted in the real world. 



F1-Score: The harmonic mean of precision and recall. The calculated value is be-
tween 0 and 1. The larger the F1 value, the better the classification quality. 

AUC: The area under the ROC curve. Generally, the AUC is between 0.5 and 1. 
The larger the value, the better the effect. It is often used to measure the pros and cons 
of learners. 

4.2 Comparison of LightGBM and the single machine learning algorithms 

To achieve this research goal, we used six single machine learning classification algo-
rithms commonly used in student performance prediction research to separately pre-
dict whether students will pass the course, and the results are shown in Table 1. 

Table 1. Comparison with the single machine learning algorithms 

Accuracy Precision Recall F1-Score AUC 
NB 0.783 0.906 0.671 0.771 0.794 
KNN 0.869 0.914 0.837 0.874 0.871 
DT 0.904 0.922 0.899 0.91 0.904 
LR 0.907 0.924 0.903 0.914 0.907 
SVM 0.931 0.901 0.979 0.939 0.926 
DNN 0.937 0.916 0.973 0.944 0.934 
LightGBM 0.941 0.924 0.972 0.947 0.938 

From Table 2, we can find that in the single algorithm model, the NB algorithm 
achieves the worst results. The NB algorithm assumes that each feature in the sample 
is independent of each other, and in the learning process, there are often correlations 
between different types of interaction behaviors of students, which are not completely 
independent. DNN algorithm has strong fitting ability, can fit any complex nonlinear 
relationship in theory, and can fully learn the relationship between features, so it 
achieves better prediction results. As an ensemble learning method, LightGBM inte-
grates multiple decision tree classifiers, each of which is trained on the basis of the 
residual of the previous round of classifiers. During the training process, the bias is 
continuously reduced to improve the accuracy of the classifier. Compared with single 
algorithms, LightGBM achieves the best prediction performance. 

4.3 Comparison of LightGBM with other classical ensemble learning methods 

In this experimental comparison, we use four commonly used ensemble learning algo-
rithms to predict whether students can pass the course. These ensemble algorithms are 
all implemented based on decision trees. Among them, RF belongs to the extension of 
Bagging in the ensemble learning algorithm, and performs random feature selection 
on the basis of Bagging with decision tree as the base learner. AdaBoost, GBDT, and 
XGBoost all belong to Boost-type ensemble learning. The difference is that AdaBoost 
will process the samples from the previous training, increase the weight of wrongly 
classified samples and reduce the weight of correctly classified samples, and generate 



new training samples for the next classifier. Both GBDT and XGBoost train new 
classifiers through the residuals of the previous round of classifiers. XGBoost adds 
the complexity of the tree model to the regular term, so the generalization perfor-
mance is better than GBDT. The prediction effects of these ensemble learning meth-
ods are shown in Table 2. 

Table 2. Comparison with other ensemble learning algorithms 

Accuracy Precision Recall F1-Score AUC 
RF 0.934 0.904 0.983 0.942 0.93 
AdaBoost 0.929 0.909 0.966 0.936 0.925 
GBDT 0.9356 0.912 0.976 0.943 0.932 
XGBoost 0.937 0.919 0.97 0.944 0.934 
Lightgbm 0.941 0.924 0.972 0.947 0.938 

4.4 Predictive performance of LightGBM at different stages of the course 

In order to better study the prediction performance of LightGBM and achieve the 
purpose of early prediction, we divide the courses into different course stages by time, 
such as 10%, 20%, ...., 100%. Then, the prediction model based on LigthGBM is used 
to predict the performance of students under different course stages respectively. 

Fig. 1. Predictive performance of LightBDM at different course stages 

From Figure 1, we can easily find that as the course progresses, the accuracy of stu-
dent predictions will gradually improve. As there is continuous development of the 
course, the data of students interacting with the online platform continues to increase, 
which helps the model to make more accurate predictions. Among them, when the 
course reaches 80% and above, we can make more accurate predictions for students.  



4.5 Temporal performance evaluation of LightGBM 

As opposed to the student performance prediction task in the traditional learning envi-
ronment, the student performance prediction task in the online learning environment 
has the characteristics of big data, sparse and high dimensional features, which 
makes the model training time longer. Therefore, it is equally important to reduce the 
training speed of the model when ensuring the predictive performance of the model. 
We calculated the time of different models on the student performance prediction 
task, and the prediction performance of these models was similar to LightGBM. From 
Figure 2, we find that LightGBM takes the shortest time on the student performance 
prediction task. 

Fig. 2. Temporal performance of different prediction algorithms 

4.6 Interaction types importance analysis 

While choosing a model that accurately predicts student performance is important, so 
is the interpret-ability of the model. Using LightGBM as a predictive method for stu-
dent performance, it is possible to analyze the importance of different features to the 
prediction target. In the student performance prediction task, the analysis of feature 
importance not only provides guidance for teachers to help at-risk students, but also 
helps to optimize the design of online courses. 



Fig. 3. Importance of features when predicting student performance 

From Figure 3, it can be seen that quiz is crucial for students to pass the course, be-
cause a lot of quiz interaction means that students will have a lot of quiz practice, 
which helps the students to pass the course. Forumng, homepage, and oucontent also 
plays a very important role. Among them, the visit to forumng means that students 
will conduct a lot of communication and discussion through the forum, the visit to 
homepage indicates that the students have a significant interest in the study of the 
course, the visit to the oucontent indicates that the students have the habit of complet-
ing the homework conscientiously. 

In order to verify the analysis of the importance of the features by the LightGBM 
algorithm, we also use the Pearson correlation coefficient to analyze the correlation 
between different features and between the features and the final result. 

Fig. 4. A heatmap showing correlations between features and the final result. 

On the heatmap of the correlation analysis, it increases as the color becomes lighter. 
We found that quiz and results were the lightest on the heatmap, reflecting that they 
had the highest correlation. Oucontent, homepage and results are also lighter in color 



on the heatmap, which means they are strongly correlated. However, through observa-
tion, we also found that there are differences with LightGBM analysis. From the 
heatmap, we can see that subpage, link, and file are more strongly correlated with 
results than forumng, but the importance of analysis in LightGBM is lower than fo-
rumng. By observing the correlations between different features, we found that fo-
rumng is more strongly correlated with other features than subpage, link, and file. 
Among them, file even has negative correlations with other features. Therefore 
LightGBM will give a higher importance to formng. Similarly, we also verified from 
here that when using the interaction between students and the platform to predict stu-
dents' online learning performance, the prediction results of Naive Bayes are the 
worst, as compared to that of neural networks, which offered much better results. 
Because there are complex correlations between interactions. 

5  Conclusions 

In this paper, we provide a new perspective on student performance prediction in an 
online learning environment. In the online learning environment, the datasets used for 
student performance prediction have scalability problems, sparse and high dimension-
al features, as well as the time performance requirements for prediction models in 
practical applications. It is proposed to build a model using the LightGBM algorithm 
to predict students' ability to pass online learning courses, which is more suitable for 
predicting student performance in the online learning environment. Finally, six classic 
single machine learning algorithms and four other commonly used ensemble learning 
algorithms are compared to predict student performance. Experiments show that the 
prediction model using LightGBM algorithm not only has high accuracy, but also 
offers better time performance. 

In addition, in order to study the impact of students' online learning interaction 
behavior on students' learning performance, the importance and correlation of differ-
ent features were analyzed. We have found that taking more quizzes is essential for 
students to pass the course. At the same time, forum communication, maintaining 
interest in the course, and completing assignments can help students through the 
course. By analyzing the impact of different interaction behaviors on students' learn-
ing performance, it can help teachers to effectively guide students' learning, and help 
online learning courses to be reasonably and effectively designed.  
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