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Abstract. Co-location pattern mining plays an important role in spatial data min-

ing. With the rapid growth of spatial datasets, the usefulness of co-location pat-

terns is strongly limited by the huge amount of the discovered patterns. To over-

come this drawback, several statistics-based methods have been proposed to re-

duce the number of discovered co-location patterns. However, these methods 

cannot guarantee that their mined patterns are really user-preferred. Therefore, it 

is crucial to help users discover the co-location patterns they preferred through 

effective interactions. This paper proposes a newly interactive approach based on 

SVM, in order to discover user-preferred co-location patterns. First, we presented 

an originally interactive framework to help the user discover his/her preferred co-

location patterns. Then, we designed a filtering algorithm with a small part of 

patterns as the training set of the SVM model for the provision of each interactive 

process, by which a high efficiency could be achieved by the optimization of the 

SVM model. Finally, the system was verified on both the real data sets and the 

synthetic data sets, accompanying with the 80% prediction accuracy. 
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1 Introduction 

Spatial co-location pattern mining is an important task in spatial data mining. A spatial 

co-location pattern represents a subset of spatial features whose instances are frequently 

located in spatial neighborhoods [1]. Co-location patterns can support decision making 

in various domains. For example, government agencies collect co-location patterns that 

residents are interested in to plan reasonable bus routes. Other application domains in-

clude biology, air pollution and earth science [2]. 

There exists a common problem in spatial co-location patterns mining, that is, only 

a small part of user-preferred patterns can be found by traditional mining methods. In 

general, the participation index (PI) value proposed by Shekhar and Huang [3] is used 

to measure the interest level of a co-location pattern [4], i.e., Given a user-specified 

prevalence threshold min_prev, for a co-location pattern c, if PI(c)≥min_prev holds, c 

is considered prevalent (interesting). However, the PI value is an objective measure-

ment and satisfies the anti-monotonicity (i.e., PI(c) ≥ PI(c’) if c⊆c’), if a co-location is 
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prevalent, all its subsets are also prevalent. Thus, growing the size of spatial datasets, 

common frameworks generate numerous prevalent co-location patterns, amongst them 

only a small fraction might be user-preferred. Thus, several condensed representations 

of prevalent co-locations are proposed in the related literature including maximal co-

location [5], closed co-location patterns [6], and super participation index closed co-

location patterns [7]. 

However, it is found that the co-location patterns with a high PI value are often com-

mon senses, e.g. {hospital, pharmacy}. Hence, they may be redundant to one user yet 

the above-mentioned condensed representations are unable to filter them out. Users as-

sess whether they prefer a co-location pattern according to their subjective judgments. 

Therefore, the mining methods should be based on solid interactivity with the user to 

discover user-preferred co-location patterns. Motivated by the interactive mining meth-

ods in transactional data mining, several methods of user-preferred co-location patterns 

mining based on probability [8] and ontologies [9] are proposed. Although these inter-

active methods can discover co-location patterns that users are really interested in, they 

still have some shortcomings. The probabilistic method only concerns with the compo-

sition of co-location patterns, similar combinations of co-location patterns will be 

judged as user-preferred patterns. The ontology-based method only concerns the se-

mantics of co-location patterns. It is assumed that if a co-location pattern is user-pre-

ferred, other co-location patterns with similar semantics are also user-preferred. 

In order to overcome the above shortcomings and improve the accuracy of co-loca-

tion patterns mining. In this paper, an interactive mining method based on support vec-

tor machine (IMMBS) is proposed to discover user-preferred co-location patterns. Our 

goal is to help a particular user interactively discover interesting co-location patterns 

according to his/her real interest. Instead of requiring the user to explicitly express 

his/her real interesting co-location patterns, we alleviate the user's burden by only ask-

ing him/her to choose a small set of sample co-location patterns according to his/her 

interest for several rounds. 

 SVM is a supervised machine learning algorithm in the field of machine learning, it 

is mainly used for classification problems and has been successfully applied in text 

classification [10], biological information [11], image recognition [12], etc. As a stand-

ard classification tool, SVM does not need to rely on all the data, that it, only a part of 

support vector is used to make hyperplane decisions. In IMMBS, we train the SVM 

model with a small subject of co-location patterns and the SVM model learns combi-

nations of different features. Therefore, the shortcomings of the composition or seman-

tics of the co-location patterns are solved. 

 Fig. 1 shows the description of IMMBS. It is similar to the process of traditional 

interactive co-location patterns mining, which requires a set of prevalent co-locations 

as the input. In each interaction, the filtering algorithm selects several (e.g., 10-30) co-

location patterns from candidate set to present to the user. The user then indicates 

his/her preference on each provided co-location pattern, and these labelled co-location 

patterns are inputted into the SVM model as the training set. Next, the SVM model 

learns from the training set and predicts the candidate set. IMMBS outputs the predic-

tion results of each co-location pattern in the candidate set and the distance from each 

pattern to the hyperplane, and updates the training set. The interaction process continues 
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for several rounds until no further changes are made in forecast results, or the user stops 

the process. 
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Fig. 1. Framework description. 

In summary, this paper makes the following three contributions for interactive co-loca-

tion pattern mining. 

1) A novel interactive mining framework is designed to enable users to discover 

their preferred co-location patterns. This framework avoids using the objective 

PI value as a threshold, and assists different users in effectively discovering the 

patterns they are really interested in. 

2) We propose a method to calculate the similarity between different co-location 

patterns based on the features of the pattern, and design a filtering algorithm 

based on this similarity and the support vectors of different co-location patterns. 

3) The SVM model is optimized to assist IMMBS to achieve higher accuracy 

through fewer interactions, thus reducing the pressure of user selection. 

2 Related Work and Problem Statement 

2.1 Prevalent Co-location Patterns 

In a spatial database, different kinds of things in space are represented by spatial fea-

tures, and the occurrence of spatial features once in a spatial position is called an 
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instance of this spatial feature. Let F be a set of n features F = {f1, f2, …, fn}, S be a set 

of instances of F, where each instance is a tuple <feature type, instance ID, location>, 

and R be a neighbor relationship over locations of instances, where R is symmetric and 

reflexive. If the Euclidean distance between two different instances is not greater than 

the distance threshold d, the two spatial instances will satisfy the R. 
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Fig. 2. An example neighbor graph. 

A co-location pattern c is composed of a set of spatial features (i.e., c is a subset of F). 

The number of features in c is called the size of c. If any instance set satisfies the rela-

tionship R with other instances in the instance set, then a clique is formed by the in-

stances in the instance set. A row instance I of a co-location c is a set of instances in S. 

The set of all row instances of c is called table instance of c. If the Participation index 

(PI) of a co-location pattern c is no less than a given prevalence threshold min_prev 

(i.e. PI(c)min_prev), then c is defined as a prevalent co-location pattern. 

Fig. 2 shows an example of spatial instance distribution. It contains 5 features (A, B, 

C, D, E), where A.1 is represented as the first instance of A. This space contains 5 in-

stances of A, 3 instances of B, 4 instances of C, 3 instances of D, and 3 instances of E. 

The connection lines indicate that two spatial instances meet the neighbor relationship. 

For example, A.1 and E.2 are mutual neighbors. {A.2, B.1, C.1} is formed into a clique, 

and it is a row instance of a 3-size co-location pattern {A, B, C}. Since, the table instance 

of the co-location pattern {A, B, C} is namely {{A.2, B.1, C.1}} for the reason that there 

are no other instances that contain the features A, B, and C. If PI({A, B, C})min_prev, 

{A, B, C} will be defined as a prevalent co-location pattern. 

Huang et al. previously reported that a join-based algorithm discovery prevalent co-

location patterns [4]. However, this algorithm is inefficient when processing dense 
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spatial databases. Yoo and Shekhar proposed the partial-join approach [13] and join-

less approach [14], which solved the efficiency disadvantage of the join-based approach 

by constructing a neighboring list through the materialization of the whole spatial data. 

2.2 Interaction with Users in Pattern Mining 

In transactional data mining, many interactive systems have been proposed. The com-

mon ideas are as follows: given a set of candidate patterns, the system selects several 

sample patterns for the user, then requires the user to express his/her preferences on the 

sample patterns. Finally, the personalization model is utilized to estimate the user’s 

prior knowledge. This system outputs all user’s preferred patterns through multiple in-

teractions. However, spatial data is much more complex than transactional data, which 

leads to the fact that interactive mining methods in transactional data cannot be applied 

to spatial data mining. 

In co-location patterns mining, several interactive systems have been proposed to 

discover user-preferred co-location patterns. Bao et al. [15] proposed an interactive on-

tology-based method, where ontologies were used to select the sample patterns and 

update the candidates. Wang et al [8] presented an interactive probabilistic postmining 

method to discover user-preferred co-location patterns by iteratively obtaining user 

feedback and probabilistically refining preferred patterns. However, two similar co-

location patterns are outputting the same result using these two methods. The user’s 

preferences are subjective, so that small differences make the user give different 

choices in practical cases. Therefore, in this paper, we present a novel filtering algo-

rithm and an interactive system, which are more adaptable than the existing methods, 

to assist the user in discovering his/her preferred co-location patterns through an inter-

active process. 

2.3 Problem Statement 

The problem of post-mining preferred spatial co-location patterns through interactive 

feedback can be stated as follows. Given a set of prevalent co-location patterns, the 

system outputs the ideal user-preferred co-location patterns according to the user’s 

feedback, and at the same time minimize the user’s efforts in providing feedback. 

Considering the uncertainties of the user’s ideal preference, in this paper we design 

a novel filtering to learn the prior knowledge of the user and use the SVM model to 

predict the user-preferred co-location patterns. The basic idea of this method is: given 

a set F of prevalent co-location patterns, there exists a set Fl of ideal preference co-

location patterns in F for a user. Actually, the system does not know which pattern 

belong to Fl in the interactive process. The pattern in Fl is selected by the filtering al-

gorithm as much as possible. Then the user labels the selected patterns and put them 

into the SVM model for training. According to the output data of the SVM model, the 

patterns in F is selected again by the system. The resultant output set would finally be 

close to the user’s ideal preference result set after repeated interactions. 
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3 Algorithm 

3.1 Similarity Calculation of Co-location Patterns 

In traditional transactional data mining, Jaccard index is widely adopted to measure the 

distance between two item-sets. However, this index cannot be used to calculate the 

similarity between two co-location patterns in co-location data mining because there 

exist no conceptions of transactions in spatial data. Thus, we calculate the similarity 

between co-location patterns based on the characteristics of different co-location pat-

terns, and the similarity measure is defined as follows: 

 

                  𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑐1, 𝑐2) =
|T(𝑐1)∩T(𝑐2)|

|T(𝑐1)∪T(𝑐2)|
                       (1) 

 

Where c1 and c2 are two different co-location patterns, T(c1) is the features contained 

in c1. A larger value of similarity(c1, c2) demonstrates the similarity of the two co-loca-

tions, i.e., c1 and c2 

For example, let c1 = {A, B, C, D, E}, c2 = {B, D , F, G}, T(c1)∩T(c2 ) = {B, D}, 

T(c1)∪T(c2 ) = {A, B, C, D, E, F, G}, so similarity(c1, c2) = 2/7.  

3.2 SVM Model 

The co-location patterns marked by the user are used as the training set of SVM model. 

Assuming a training set S = [(x1, y1), (x2, y2), … ,(xn, yn)], where xi = (xi1, xi2, … , xim) 

represents a vector of input; yi denotes the corresponding output vector; n means the 

sample number; m denotes the number of input vector dimension. 

The distance from each pattern to the hyperplane is an important measure in the 

filtering algorithm. This distance is calculated by the SVM model in each prediction 

process. The equation dividing the hyperplane is expressed as Tx + b = 0, where the 

direction of the hyperplane is determined by the normal vector  and b is the displace-

ment term which determines the distance between the hyperplane and the origin. The 

distance from each pattern to the hyperplane is denoted as d. 

 

                                              𝑑 =
|x+b|

||||
                                                  (2) 

 

The SVM performance and overfitting phenomena are affected by kernel function se-

lection and hyperparameter optimization [16]. Thus, accuracy is evaluated in each train-

ing step, so if all parameter combinations have been examined, then the best kernel 

parameter will be used to build the SVM. Finally, the classification accuracy of the 

obtained SVM will be evaluated. 

The specific process of the SVM model is shown in Algorithm 1, where kernels 

contain kernel functions such as liner, rbf. The prediction score of each kernel function 

is calculated, and the maximal one is selected as the kernel function of the training 
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model. Then the candidate set is predicted. Finally, the distance from each pattern to 

the hyperplane and the prediction result is the output. 

 

Algorithm 1 SVM model 
Input: 

  CS: A set of candidates. 

  TS: A set of training samples. 

Output: 

  Result: The label of each pattern in the candidate set, distance_set. 

Variables: 

  kernels: the set of kernel functions. 

Method: 

  1) For Each kernel in kernels Do 

  2)                score_list.add(svc(kernel,TS)); 

  3) train_model(max_sore_list,TS); 

  4) predict_model(CS); 

  5) cal_distance(); 

  6) Return Result; 

 

Assume that there are n labeled patterns in the training set, SVM model training typi-

cally needs O(n2) calculation. 

3.3 Filtering Algorithm 

A good selecting method contributes to the improvement of interaction efficiency. To 

enable users to obtain co-location patterns with different features more efficiently, the 

patterns outputted by the SVM model near the hyperplane (i.e., the predicted ambigu-

ous patterns) are also given to users for re-label. Therefore, we design a new filtering 

algorithm based on the similarity calculation method of transactional data and the dis-

tance from each co-location pattern output from the SVM model to the hyperplane. The 

idea is as follows: 

1) The proportion of different quantitative feature patterns in the candidate sets 

is calculated and divided into several small candidate sets according to the 

number of features. 

2) The filtering algorithm selects a pattern with the maximum PI value into the 

training sets. 

3) The union operation is performed for each feature of the training set.  

4) Calculate the similarity between the candidate set and the union generated in 

the previous step. 

5) The similarity of each pattern in the candidate set is added to the distance 

from each pattern to the hyperplane output by the SVM model, and the 

value is denoted as sum 

 In each small candidate set generated in step 1, the algorithm could choose the pat-

tern corresponding to the minimum sum value and put it into the training set. Algorithm 
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2 shows the pseudocode of the filtering algorithm. It contains three parts: 1) calculating 

the proportions of the patterns of different sizes (lines 1 and 2); 2) adding the filter 

parameters (similarity and distance) for each pattern (lines 5-7); 3) filtering by propor-

tion (lines 8 and 9). The computational complexity of the three parts is O(|CS|), O(|CS|), 

and O(|sizes|). Note that TS is empty in the initial and the pattern with the maximum PI 

is put into TS. DIS is the distance output by the SVM model. If the system interacts 

with the user for the first time, the DIS will be empty and only the similarity will be 

calculated.  

 

Algorithm 2 Filtering Algorithm 
Input: 

  CS: A set of candidates. 

  TS: A set of training samples. 

  DIS: A set of each pattern to hyperplane. 

Output: 

  TS 

Variables: 

  pattern: The co-location pattern in the candidate set. 

  sizes: The proportion of different quantitative feature patterns. 

  u: The union of all features in the training set. 

  sum: The sum of similarity and distance of each pattern. 

Method: 

  1) For Each pattern in CS Do 

  2)        sizes = cal_size(); 

  3) If TS == NULL Then  

  4)    TS.Add(max_PI(CS));  

  5) u = union(TS);  

  6) For Each pattern in CS Do 

  7)        sim_list.Add(cal_similarity(pattern,u)); 

  8) sum = sim_list + DIS; 

  9) For Each size in sizes Do 

 10)        TS.Add(min_sim_list(size)); 

 11) return TS; 

4 Evaluation of the experiment  

In this chapter, we used both real data sets and synthetic data sets to verify the accuracy 

of the IMMBS and the effectiveness of the algorithm. 

4.1 Experimental analysis of real data 

Experimental analysis of the real dataset was mainly used to verify the accuracy of 

IMMBS. The real dataset was a spatial POI dataset of urban elements in Beijing, which 

contained 16 spatial features. The number of spatial instances was 90 000 and the spatial 
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range was 18 km × 18 km. We mined 960 prevalent co-location patterns by setting the 

minimum prevalence threshold as 0.4 and setting the distance threshold as 80 m. 

 

Fig. 3. Forecast results of different users. 

The effectiveness of IMMBS for users with different prior knowledge was proved more 

intuitively. We simulated two different user preferences as the standard set user-1 and 

user-2 to verify the accuracy of IMMBS. The measurement formula of accuracy in the 

experiment is Accuracy = (M ∩ N) / (M ∪ N), M is expressed as a standard set (user-1 

or user-2), N is expressed as the result set output by IMMBS. 

Fig. 3 shows the accuracy of IMMBS under different users. In the previous few inter-

actions, the prediction accuracy of the two users was different. This was because the 

screened co-location patterns in the previous few times were rarely interesting to user-

2. IMMBS’s prediction accuracy for the two users tended to be the same after seven 

interactions. Thus, the prediction result showed that IMMBS was effective in predicting 

according to the preferences of different users. 
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Fig. 4. (b)Comparison result of user-2. 

The accuracy comparison between IMMBS and other interactive methods was exhib-

ited in Fig. 4. F-1 was the accuracy rate of the interactive probabilistic post-mining 

method [8] under the same conditions and F-2 was the accuracy rate of the interactive 

mining method based on ontology [17] under the same conditions. The accuracy rate 

of IMMBS was higher than that of F-1 and F-2 under the same number of interactions. 

Thus, the prediction result showed that IMMBS was effective in predicting according 

to the preferences of different users. 

4.2 Experimental analysis of synthetic data 

Evaluations based on the synthetic datasets illustrated the effectiveness of IMMBS on 

the dataset of different sizes and the effectiveness of the filtering algorithm.  

 

Fig. 5. Forecast results for different data set sizes. 
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Fig. 5 showed the accuracy of 10 interactions using IMMBS in datasets of different 

sizes. S-1, S-2, S-3 was the accuracy rate with different capacity of input dataset, cor-

responding to 15000, 25000 and 35000 respectively. The results verify that IMMBS is 

effective on the dataset of different sizes. 

 

Fig. 6. Forecast results of different filtering algorithms. 

The accuracy of IMMBS interacting was shown with the same user under the two al-

gorithms (Fig. 6). The novel filtering algorithm was confirmed to be effective for 

IMMBS, by comparing a random algorithm. Obviously, the novel filtering algorithm 

was superior in the improvement of interaction efficiency and prediction accuracy of 

IMMBS.  

5 Conclusions 

In traditional co-location patterns mining approaches, the measurement was objective 

and users passively accept the results. In this paper, we designed a system IMMBS to 

find interesting patterns by interacting with users. Different from traditional mining 

methods, IMMBS with the SVM model was applied to predict the candidate sets by 

acquiring the user’s prior knowledge. A filtering algorithm was designed to select the 

training sets for reducing the number of interactions and improving the efficiency of 

IMMBS. 

We will apply new machine learning methods to interactive spatial co-location pat-

terns mining in the following study. A new filter algorithm not only assists users to 

filter most of the co-location patterns, but also keeps the representative co-location pat-

terns. 
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