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Abstract

As a promising requirement-level specification language for timing behavior modeling, the Clock Constraint Specification
Language (CCSL) has become popular in the model-driven design community for safety-critical embedded systems. However,
due to the skyrocketing design complexity, in practice it is hard for requirement engineers to accurately construct requirement
models with expected timing behaviors using CCSL, especially for safe timing behaviors. Although more and more CCSL synthesis
approaches are designed to facilitate the generation of CCSL specifications, most of them cannot be used directly for the synthesis
of requirements models. This is because existing CCSL synthesis methods: i) focus on filling the holes of CCSL constraints rather
than completing requirements models; and ii) rely heavily on limited observations of system behaviors, while the (temporal) safety
properties of target systems are neglected. To address these issues, this paper proposes a novel method that enables the automated
synthesis of safe timing behaviors for requirements models. By specifying the safety timing properties of target systems using
safely-LTL, our approach adopts CCSL as an intermediate representation of requirement synthesis, where incomplete requirements
models coupled with safely-LTL-based properties are encoded into CCSL constraints with holes. Guided by the samples (expected
behaviors) provided by requirement engineers, our approach can automatically figure out the complete version of incomplete
requirements models. Comprehensive experimental results on two complex case studies demonstrate that our approach can not
only quickly and efficiently synthesize requirement models, but also guarantee that the synthesized models satisfy specified safety
properties in Safely-LTL form.

Index Terms

CCSL, Synthesis, LTL, Requirement Model, Safety Timing Property.

I. Introduction

Due to steadily increasing complexity coupled with time-to-market pressure, it becomes more and more challenging to design
safety-critical real-time embedded systems (e.g., automotive, avionics, robotics, and railway control) quickly and correctly [1],
[2], [3], [4]. To address this issue, modern embedded system design adopts well-known model-based requirement engineering
methods [5], [6] striving for higher-level requirements models, which help software engineers to accurately figure out the desired
behaviors (especially timing behaviors [7], [8]) of target systems at an early design stage. By resorting to formal/semi-formal
specifications such as UML (Unified Modeling Language) and its variants (e.g., MARTE, SysML), requirement engineers can
construct various behavioral requirements models in an unambiguous manner [9], [5]. As initial models in the top-down design
flow, the derived requirements models can not only be used to perform early validation and verification to detect crucial design
flaws [10], but also provide a bridge between requirements management tools and system models [11], [2].

So far, most of the initial requirements are specified in natural language texts, which are then transformed into requirements
models [12], [13], [14]. This process could be time-consuming and error-prone, since most requirement engineers have limited
domain knowledge and formal modeling expertise in elaborating such models. Worse still, due to the increasing interactions
with the external environment, the complexity of timing behavior modeling and analysis for embedded systems is skyrocketing.
As a result, most requirement models are constructed simply based on limited observations and expectations of system timing
behaviors. In this situation, it is hard for requirement engineers to derive a comprehensive requirement model satisfying all
the given safety requirements, specifying what the system should not do [15]. This further makes the generated requirement
models more error-prone. A major bottleneck is a lack of design methodologies and supporting tools to enable the automated
generation of requirements models for requirement engineers with limited knowledge in formal modeling of timing behaviors.

As a promising specification language for requirements modeling, MARTE [16], [17], a UML profile for Modeling and
Analysis of Real-Time and Embedded systems has put more and more emphasis on the modeling of timing behaviors for
systems. MARTE adopts a companion formal specification language named Clock Constraint Specification Language (CCSL)
[18], [19], [20] to model the timing behaviors of real-time embedded systems accurately. Based on the concept of logical
time introduced by Leslie Lamport, CCSL offers a comprehensive set of predefined operators (i.e., clock operator and relation
operator) to capture classical causal and temporal relations among events, where logical clocks act as first-class citizens and
model/control/observe repetitive system events. Although CCSL is good at the modeling of timing behaviors of systems and
there exists a wide spectrum of validation- and verification-based methods (e.g., through automata [21], transition systems
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[22], [23], and SMT solving [24]) and tools (e.g., TimeSquare [25]) that support the error detection and model checking of
CCSL specifications, there remains a large gap between informal requirements and a very precise timing description, difficult
to fill unless there is some assistance from specification generation tools for CCSL [26]. This is because even a simple timing
behavior requirement may involve a large set of CCSL constraints. Unfortunately, since few existing methods support the
automated transformation from requirements models to CCSL constraints, it is hard for a requirement engineer with common
knowledge of formal methods to accurately specify the expected timing behaviors of target systems.

To alleviate this problem, various CCSL synthesis methods have been proposed to facilitate CCSL specification starting from
scratch or incomplete templates. Generally, existing CCSL synthesis methods can be classified into two categories, i.e., constraint
solving-based methods [27], and reinforcement learning-based methods [26]. However, both kinds of synthesis methods are
based on the assumption that only sample behaviors (i.e., timing traces) of target systems can be obtained during the requirements
modeling stage. It is hard for these approaches to guarantee the safety properties of timing behaviors of synthesized CCSL
specifications, which are essential for safety-critical systems. Moreover, CCSL specifications are not suitable to be directly
used for constructing requirements models. This is because a typical CCSL specification involves numerous logical clock-based
timing constraints, where each constraint only indicates the relation between two events. Compared with traditional model-
based design for requirements, such constraints are too counter-intuitive to describe the overall system behaviors, since they
cannot describe functional requirements (e.g., control flow and data flow) of systems. In other words, the CCSL constraints
can only be considered as the implementation-level formalism to detail the timing relations between system events.

Inspired by the concept of synthesis-based engineering [28], in this paper we propose a novel and effective timing behav-
ior synthesis method for requirements models, where the system functional behavior model part and safe timing behavior
requirements can be modeled separately. Given an incomplete requirements model S , a set of expected timing behaviors τ of
the target system, and a set of safe timing properties P in the form of safely-LTL formulas, our synthesis method can figure
out a complete version of S (i.e., S ′) by the incremental elaboration of timing behaviors of S in a correct-by-construction
manner such that S ′ |= τ∧ P, indicating that both τ and P are all satisfied by S ′ in every situation. Note that in our approach,
requirements engineers only need to focus on “what should the requirements models do” (i.e., the construction of S ) rather
than on “how must the requirements models achieve P”. Unlike formal verification-based methods, our synthesis approach can
produce a complete requirements model automatically satisfying both τ and P in a single iteration. Therefore, verification is
no longer needed as S ′ is correct-by-construction. This paper makes following three major contributions:
• We introduce a novel timing behavior synthesis framework by using CCSL as the underlying Intermediate Representation

(IR), where both functional behavior models and timing behavior requirements can be uniformly encoded into CCSL
constraints.

• We propose an efficient safely-LTL formulas to CCSL constraints encoding method that can not only apply safety
requirements of timing behaviors on requirements model synthesis but also generate concise CCSL constraints to accelerate
the synthesis process.

• We improve the state-of-the-art CCSL synthesis engines to support flexible CCSL synthesis under the guidance of both
expected timing behaviors and counterexamples.

Comprehensive experimental results on two non-trivial case studies (i.e., traffic signal control and high-speed train control)
show the effectiveness and efficiency of our proposed method in automatically deriving requirements models.

The rest of this paper is organized as follows. Section II introduces the related work of requirements model synthesis
and CCSL-based synthesis. Section III presents the preliminaries and notations used in the CCSL-based requirements model
synthesis. Section IV details our automated timing behavior synthesis method for requirements models using CCSL. Section V
presents the experimental results. Finally, Section VI concludes the paper.

II. RelatedWork

Due to the merits of improved design quality and reduced efforts and costs, the concept of synthesis-based engineering [28]
has gained more and more attention in different activities (e.g., designing, programming, and testing) and components (e.g.,
environment, specifications, programs) of the software engineering development process, especially the embedded control
systems [29], [30]. For example, Letier and Heaven [31] introduced deontic input output automata and present a formal
framework for automated specification synthesis that is suitable in a requirements engineering context. Prabhu et al. [32]
proposed a method for finding maximal and non-vacuous specifications, where the maximality allows for more choices of
undefined procedure implementations and non-vacuity ensures the reachability of safety assertions. Li et al. [33] introduced
the first framework named FlashRegex that can generate anti-ReDoS regexes by either synthesizing or repairing from given
examples. Wang et al. [34] developed a novel method ARepair, which combines both mutation testing and program synthesis
to provide an effective solution for repairing Alloy models. Based on efficient model checking and SMT solving, Ceska
et al. [35] presented a counterexample-guided inductive synthesis (CEGIS) method to automatically synthesize finite-state
probabilistic programs. In [36], Finkbeiner et al. developed the requirement synthesis tool RESY, which can automatically
compute environment assumptions for compositional model checking. Gao et al. [37] developed a SKETCH-based compiler
named Chipmunk, which formulates switch machine code generation as a program synthesis problem. Obergfell et al. [38]
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investigated the synergy between design space exploration and simulation to enable the deployment configuration synthesis
for automotive service-oriented architectures. Gerasimou et al. [39] presented a search-based approach named EvoChecker to
synthesize the Pareto-optimal set of probabilistic models associated with the QoS requirements, which can support the selection
of suitable system architecture and configuration. Although the above methods are promising in synthesizing different software
artifacts, few of them considered the timing behaviors of systems.

As an effective means to accurately figure out the interaction between software artifacts and their surrounding physical
environment, reactive synthesis enables the design of correct-by-construction reactive systems from their temporal logic
specifications [4]. For example, based on fluent LTL, D’Ippolito et al. [40] presented a novel technique for synthesizing
behavior models that works for an expressive subset of liveness properties and conforms to the foundational requirements
engineering World/Machine model. Seshia and Subramanyan [41] presented a new system named UCLID5 for formal modeling,
verification, and synthesis, which can model heterogeneous computational systems involving hardware, software, networking,
and physical processes. Katis et al. [42] presented a novel Skolem extraction algorithm to enable the synthesis of witnesses
with random behavior for various kinds of reactive systems (e.g., robot motion planning). Maoz and Ringert [43] presented a
formal specification language named Spectra that is specifically tailored for use in the context of reactive synthesis. Meanwhile,
in [44] they investigated 55 LTL specification patterns expressed in the GR(1) fragment of LTL (Linear Temporal Logic), and
presented a translation of the LTL specification patterns to the GR(1) form for efficient reactive synthesis. In [45], Tadewos et
al. developed a novel divide-and-conquer method for online Behavior Tree (BT) synthesis that can guide an autonomous agent
to accomplish a series of missions expressed in Fragmented-Linear Temporal Logic (F-LTL). Although LTL-based reactive
synthesis has been widely investigated, few of these works support timing behavior synthesis for UML-like requirements
models. Moreover, due to high computational complexity, it is impractical to conduct reactive synthesis directly from LTL
specifications.

Along with the increasing complexity of real-time embedded systems, CCSL becomes popular in the modeling [25], [46],
analysis [47] and verification [21], [24], [48], [49] of timing behaviors of safety-critical software, e.g., automotive software [50],
aerial control systems [7], and railway control systems [51]. However, most of the existing CCSL-based timing requirements
analysis and verification methods assume CCSL specifications are complete and ready for processing, which is not always
true in practice. To enable the automated generation of CCSL specifications, various CCSL synthesis methods have been
investigated. For example, Hu et al. [27] tried to convert the CCSL synthesis process into a SKETCH problem, where the
incomplete parts of CCSL specifications can be automatically figured out by underlying SAT/SMT solvers. Moreover, Hu et
al. [26] treated the CCSL synthesis problem as a hole filling problem and proposed an efficient reinforcement learning-based
heuristic, which can quickly form a complete CCSL specification under the help of various deductive techniques. Although
these methods are promising in facilitating the CCSL specification generation, most of them are based on limited observations
of system timing behaviors, while the safety properties of timing behaviors are neglected. Moreover, most of the existing CCSL
synthesis methods focus on the generation of formal CCSL constraints rather than requirements models in semi-formal formats
(e.g., MARTE, SysML). In other words, none of the existing CCSL synthesis methods can be directly used for the purpose
of requirements model generation. To the best of our knowledge, our work is the first attempt that adopts CCSL as the IR to
perform the synthesis of requirements models, whose timing behaviors satisfy the properties specified in safely-LTL formulas.

III. Preliminaries
In this section, we will detail the concepts, notations, and methods used in our safe timing behavior synthesis method.

A. Clock Constraint Specification Language

As a domain-specific specification language, CCSL adopts logical clocks to specify timing constraints of event orders.
Definition 3.1 (Logical Clocks): A logical clock c is a predicate over natural numbers. For any i ∈ N+, c(i) indicates that if

c is true at step i, c will tick at that step. Otherwise, c will idle at step i.
There are two types of logical clocks in CCSL, i.e., atomic clocks and expression clocks, where an atomic clock indicates

a physical event in systems and an expression clock denotes an event involving existing clocks with certain relation. Table I
presents all the operators defined in CCSL and their meanings. Generally, the operators can be classified into two categories
based on relations between clocks. The operators in Ob = {=,≺,⪯,⊆, #} denote binary relations between two clocks, while the
operators in Od = {+, ∗,∧,∨} compose a new clock using existing clocks. Note that due to the space limitation, we do not
give the formal definitions of such operators here. Please refer to [20] for more details.

CCSL specifications can be used to formalize the timing behaviors of various real-time embedded systems. Typically, a
CCSL specification consists of a set of CCSL constraints, where each constraint is in one of the following forms:

c1 ? c2, where ? ∈ Ob (1)

ce ≜ c1 ? c2, where ? ∈ Od (2)

ce ≜ c $ d (on c2), where d ∈ N+ (3)

ce ≜ c ∝ p, where p ∈ N+ (4)
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TABLE I
CCSL Operators and TheirMeanings

Operator Syntax Meanings
Causality c1 ≼ c2 Clock c1 always occurs greater than or equal to clock c2.
Coincidence c1 = c2 Clock c1 always occurs equal to clock c2.
Exclusion c1 # c2 Clock c1 and clock c2 will never occur simultaneously.
Precedence c1 ≺ c2 Clock c1 always occurs strictly more than clock c2.
Subclock c1 ⊆ c2 Whenever c1 occurs, it causes clock c2 to occur.
Delay c1 ≜ c2 $ d Clock c1 is delayed by clock c2 with d time units.
DelayFor c1 ≜ c2 $ d on c3 Clock c1 is delayed by clock c2 with c3 occurring d times.
Infimum c1 ≜ c2 ∧ c3 Clock c1 is the fastest clock but slower than clocks c2, c3.
Intersection c1 ≜ c2 ∗ c3 Whenever both clocks c2 and c3 occurs, clock c1 occurs.
Periodicity c1 ≜ c2 ∝ p Clock c1 periodically occurs with clock c2 every p times.
Supremum c1 ≜ c2 ∨ c3 Clock c1 is the slowest clock but faster than clocks c2, c3.
Union c1 ≜ c2 + c3 Whenever either clock c2 or c3 occurs, clock c1 occurs.

For example, the constraint put ≺ fetch specifies that the fetch operation on buffers must always follow the put operation, i.e.,
put must always occur strictly more than fetch. In CCSL, we define a schedule δ to describe the specific behavior of all the
logical clocks.

Definition 3.2 (Schedule): Assuming that C is the set of logical clocks of a given CCSL specification, a schedule is a total
function δ : N+ → 2C such that a clock c ∈ C ticks at step i ∈ N+ if and only if c ∈ δ(i) and δ(i) , ∅.

Note that a CCSL specification defines all the feasible schedules that conform to all its constraints. In CCSL, schedules are
partially reflected by system traces, where a trace is a sequence of system events logged at their occurring time. We say that
the CCSL specification admits a trace if the trace conforms to all its constraints.

B. CCSL Specification Synthesis

At the early stage of real-time embedded system design, due to various kinds of uncertain factors, requirements engineers
often fail to write a full CCSL specification with all the timing information fixed. In this case, they usually leave such
uncertainties as holes (indicated by the notation “??”) in constraints, leading to incomplete specifications. Essentially, such
holes are placeholders for either binary operators or clocks. An incomplete CCSL specification is the union of a set of regular
CCSL constraints and a set of constraints with holes. For CCSL specification synthesis, it is required that an incomplete CCSL
constraint contains only one hole for either a clock or an operator [26].

The CCSL specification synthesis is to automatically figure out contents for all the holes within incomplete CCSL constraints
based on provided information (e.g., execution traces of systems). Given an incomplete CCSL specification S and a set of
expected system traces T , the CCSL synthesis problem [27], [26] is to figure out a complete CCSL specification S ′ with all the
holes filled, such that all the completed constraints in S ′ admit all the traces in T . Note that, so far, most CCSL specification
synthesis methods are based on limited observations and expectations of system execution traces. Few of them support the
synthesis under safety constraints.

C. Schedulability Analysis using MyCCSL

For a given set of complete CCSL constraints, designers have to tackle one fundamental issue known as schedulability, which
decides whether there exists a schedule satisfying all the specified constraints. If the set of CCSL constraints is not schedulable,
there should be some semantic conflicts among these constraints. To address such schedulability problem, MyCCSL [47], [52]
is proposed as an efficient SMT-based schedulability analysis tool for CCSL. By taking a CCSL specification as the input,
MyCCSL can check whether there exist schedules satisfying all its CCSL constraints within a limited bound (i.e., the number
of steps). If the CCSL specification is schedulable, it means that there exists at least one feasible execution trace on which
the occurrence of events strictly follows the constraints. Otherwise, it indicates that there are conflicts in the constraints,
preventing all the events from occurring and resulting in some system deadlock. Meanwhile, MyCCSL is capable of verifying
CCSL constraints against system properties in the form of LTL. By encoding both the CCSL constraints M and negated LTL-
based properties P into SMT formulas, MyCCSL can check whether M satisfies P. If not, a counterexample will be generated,
indicating an execution trace where the occurrence of events satisfies M but violates P.

D. LTL and Safely-LTL

As a formalism for specifying and verifying timing behaviors of reactive systems, LTL is defined as follows.
Definition 3.3 (LTL): Let P be a set of atomic propositions, and a ∈ P be an atomic proposition. Let X and U be two

temporal operators, representing “Next” and “Until”, respectively. The syntax of a linear temporal logic formula Φ is in the
following format:

Φ ::= ⊤ | a | ¬Φ | Φ1 ∧ Φ2 | XΦ | Φ1UΦ2. (5)
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Based on the semantics of logical and temporal operators in (5), we can derive the following operators: i) operator ∨ meaning
“or”, i.e., Φ1 ∨ Φ2 ≡ ¬(¬Φ1 ∧ ¬Φ2); ii) operator → meaning “imply”, i.e., Φ1 → Φ2 ≡ ¬Φ1 ∨ Φ2; iii) operator F meaning
“Eventually”, i.e., FΦ ≡ ⊤UΦ; and iv) operator G meaning “Always”, i.e., GΦ ≡ ¬F¬Φ. An LTL trace ρ in the form of
“ρ[1], ρ[2], . . .” is a sequence of propositional interpretations, where ρ[n] ∈ 2P(n > 0). Note that, since we use LTL to specify
the safety properties of timing behaviors of systems modeled by CCSL implicitly, in this paper each atomic proposition of
LTL corresponds to one atomic clock in CCSL indicating a specific event. Given a trace ρ and an LTL formula Φ, we use
ρ, i |= Φ to denote that Φ is true on ρ at step i. In this paper, we only use the safely-LTL for specifying the safety properties
of timing behaviors of systems, which is a safety fragment of LTL defined as follows.

Definition 3.4 (Safely-LTL): An LTL formula Φ is a safely-LTL formula iff it does not contain an occurrence of F or U
under an even number of the negation operator, i.e., “¬”.

Safely-LTL Encoder

LTL2BA
Encoder

BA2CCSL
Encoder

Constraint Parser Behavior Parser

CCSL Synthesizer

Counter-
example

Requirements
Model
(Complete)

Safely-LTL Guided Safe Timing Behavior Synthesizer

Expected
Behaviors

CCSL
Constraints
(Incomplete)

SafelyLTL
Formulas

SATUNSAT
Schedulability
Validator
(MyCCSL)

Safely-LTL Simplifier
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Patterns

Encoding
Rules

RL-based Synthesis Engine

Candidate
Choose

Counterexample
Check & Evaluate

Reward
Evaluate

Solution
Evaluate

Model Update

Textual Requirements Incomplete Requirements Model
& Textual Samples

Fig. 1. Workflow of our synthesis approach

IV. Our Approach

To reduce the design complexity of timing behavior modeling of requirements models, we propose a novel synthesis method
by resorting to CCSL, which enables the separation between the functional behavior modeling and timing behavior modeling
of requirements models. Our goal is to help requirement engineers without the background of formal timing modeling to
accurately and quickly construct requirements models satisfying specified safe timing requirements. Note that the concept of
“incomplete” in our apporach means that some parts of the requirement models cannot be determined before synthesis. In
other words, the requirement models have holes.

Figure 1 presents an overview of the workflow of our approach, which has three inputs: i) textual timing requirements
specifying safety timing properties, ii) incomplete requirements models with unknown timing behaviors, and iii) textual samples
specifying the expected timing behaviors of target systems. Since there exists a wide spectrum of methods and tools (e.g.,
ARSENAL [12]) that can extract LTL formulas from textual requirements, we do not detail how the safely-LTL formulas
are derived here. Based on our proposed encoding rules and patterns, a complex safely-LTL formula can be decomposed
into multiple simplified sub-formulas, where partial sub-formulas will be directly converted into CCSL constraints and the
other sub-formulas will be transformed into Boolean Automata (BA) for CCSL constraint generation using LTL2BA [53] and
BA2CCSL [46] encoders. Based on the existing tools (e.g., RE4CPS [54]), our approach can transform incomplete requirements
models into their CCSL counterparts with holes.

Inspired by the state-of-the-art Reinforcement Learning (RL)-based CCSL synthesis engine named CCSLRLSynthesizer [55],
we propose a novel RL-based synthesis approach. By combining the generated incomplete CCSL constraints from requirements
models and the CCSL constraints from safely-LTL formulas, our approach can automatically figure out the unknown timing-
related information of incomplete requirements models under the guidance of provided expected timing behaviors. Note that
the CCSL constraints being completed by our RL-based CCSL synthesis engine may not be the desired ones to generate
requirements models. This is mainly because the lengths of expected timing behaviors from textual requirements are limited,
while the real timing behaviors of target systems are infinitely long. Therefore, our approach resorts to MyCCSL to validate
the schedulability of the generated CCSL constraints. If the constraints cannot pass the validation, it means that the timing
behaviors of synthesized CCSL constraints do not satisfy the specified safely-LTL formulas. In this case, our approach will
use the synthesis result as a counterexample and feed it to the CCSL synthesizer for the next round of synthesis. The whole
synthesis process will terminate if either the synthesis result succeeds in the validation or the synthesis reaches a timeout. For
the former case, the complete version of the input incomplete requirements model will be automatically generated based on
the synthesized CCSL constraints. Note that our approach uses CCSL as the IR for modeling and synthesis purposes, which
is not touched by the requirements engineers. The following subsections will detail the key parts of our approach.
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A. Safely-LTL-to-CCSL Encoding
As a safety fragment of LTL, safely-LTL [56] has been considered a promising way to model the safety properties of systems.

Since safely-LTL can be automatically translated into CCSL constraints based on Boolean automata [46], our approach adopts
it to specify the safe timing behaviors of expected requirements models. However, Boolean automata-based CCSL translation
usually generates a large number of redundant clocks and constraints, since each automaton state needs to be modeled with
one extra atomic clock while each automaton transition involves multiple CCSL constraints during the translation. As a result,
the CCSL synthesis and validation time can be extremely long. To reduce such time, we present various safely-LTL-to-CCSL
encoding rules and patterns as follows, which can significantly reduce the number of redundant clocks and CCSL constraints
for a large set of safely-LTL formulas.

1) Encoding Rules: Assume that ϕ, ϕ1, and ϕ2 are all propositional logic expressions in the following formats:

p ::= a | ¬p | p ∧ p | p ∨ p | p→ p (6)

where a is an atomic proposition. During the safely-LTL-to-CCSL encoding, a propositional logic expression ϕ in some safely-
LTL formula can be represented by a logical clock c in CCSL, indicating that the occurrences of timing behaviors satisfy ϕ in
each step. If c ticks at step i, it means that the timing behavior satisfies ϕ at this step. To specify a safety property for system
timing behaviors, one can use a safely-LTL formula in the form of G(¬ϕ), which asserts that the behavior ϕ cannot happen in
the target system. Definition 4.1 presents the satisfaction relations between the timing behaviors of target requirements models
(represented by CCSL implicitly) and the specified safely-LTL-based timing requirements.

Definition 4.1 (Satisfaction of Safely-LTL Formulas): Let δ be a schedule of the CCSL specification S , and G(¬ϕ) be a
safely-LTL formula. The satisfaction δ |= G(¬ϕ) holds iff for any i ∈ N+ the propositional logic expression ¬ϕ is always true
for the clock occurrences in δ(i). The satisfaction S |= G(¬ϕ) holds iff δ |= G(¬ϕ) for any schedule δ of S .

To facilitate safely-LTL-to-CCSL encoding, we construct a global clock glb, which ticks if any clock in the system ticks.
Assuming that C is the set of all system clocks, we define glb ≜

∑
clk∈C clk, where C is the set of all clocks in the target system

and
∑

clk∈C clk denotes the CCSL union of all the clocks in C. Note that based on glb, we can uniform the representations of
CCSL schedules and safely-LTL traces for the purpose of timing behavior modeling. In other words, for any schedule δ of a
CCSL specification S , we can have a counterpart safely-LTL trace for G(¬ϕ) with the same form.

Rule 1: For the encoding of G(¬ϕ), we use a logical clock c to denote the expression ¬ϕ. By using only one CCSL constraint
(i.e., glb=c), we can encode the propositional logic expression ¬ϕ in G(¬ϕ) to its CCSL counterpart, i.e., c.

During the encoding, for each propositional logic expression ϕ, we propose a recursive encoding function f (ϕ) to convert
ϕ into CCSL constraints using the following rules.

Rule 2: If ϕ is in the form of an atomic proposition a ∈ P, we define f (a) := ca
1, where the atomic clock ca denotes whether

system timing behaviors satisfy a in every step (i.e., ∀i ∈ N+. ρ, i |= a iff ca ∈ δ(i)) assuming that ρ and δ are any safely-LTL
trace and its corresponding CCSL schedule, respectively.

Rule 3: If the propositional logic expression is in the form of ¬ϕ, we construct a new atomic clock cϕ̄ to denote whether
timing behaviors satisfying ¬ϕ in every step, i.e., δ, where ∀i ∈ N+. ρ, i |= ¬ϕ iff cϕ̄ ∈ δ(i). Besides the introduction to a new
clock cϕ̄, The calculation of f (¬ϕ) involves three new CCSL constraints and one more encoding function calculation for f (ϕ),
i.e.,

cϕ # cϕ̄, tmp ≜ cϕ + cϕ̄, glb = tmp, f (ϕ) := cϕ,

where cϕ is a clock denoting the behavior of ϕ.
Since ϕ and ¬ϕ cannot be satisfied at the same step, cϕ and cϕ̄ cannot tick at the same step. Therefore, there is a CCSL

exclusion relation between cϕ and cϕ̄, which means that in any step either cϕ or cϕ̄ must tick. The tmp is a union clock of
cϕ and cϕ̄, which coincides with the global clock glb. Note that to figure out f (¬ϕ), we need to calculate f (ϕ) in a recursive
manner. The correctness of rule 3 can be proved as follows.
Proof According to the definition of cϕ in rule 2, we have

∀i ∈ N+. ρ, i |= ϕ←→ cϕ ∈ δ(i). (7)

Based on the definition of cϕ # cϕ̄, we have

∀i ∈ N+. cϕ < δ(i) ∨ cϕ̄ < δ(i). (8)

According to the definition of tmp ≜ cϕ + cϕ̄, we have

∀i ∈ N+.tmp ∈ δ(i)←→ cϕ ∈ δ(i) ∨ cϕ̄ ∈ δ(i). (9)

According to the definitions of glb and glb = tmp, we have

∀i ∈ N+. glb ∈ δ(i),
∀i ∈ N+. tmp ∈ δ(i)←→ glb ∈ δ(i).

(10)

1Here, the notation “:=” indicates that ca is the clock generated for f (a).
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From Equations 9 and 10, we can get
∀i ∈ N+. cϕ ∈ δ(i) ∨ cϕ̄ ∈ δ(i), (11)

and from Equations 8 and 11, we can get

∀i ∈ N+.(cϕ̄ ∈ δ(i) ∧ cϕ < δ(i)) ∨ (cϕ̄ < δ(i) ∧ cϕ ∈ δ(i)). (12)

From Equations 7 and 12, we can conclude that

∀i ∈ N+. ρ, i |= ¬ϕ←→ cϕ̄ ∈ δ(i). (13)

□
Rule 4: If the propositional logic expression ϕ is in the form of ϕ1 ∧ ϕ2, we need to construct a clock c∧ to denote whether

timing behaviors satisfy the formula ϕ1 ∧ ϕ2 in every step. The calculation of f (ϕ1 ∧ ϕ2) involves one new CCSL constraint
and two more calculations for both f (ϕ1) and f (ϕ2), respectively, i.e.,

c∧ ≜ cϕ1 ∗ cϕ2 , f (ϕ1) := cϕ1 , f (ϕ2) := cϕ2 ,

where cϕ1 and cϕ2 are clocks to denote the behavior of formula ϕ1 and ϕ2, respectively.
Rule 5: If the propositional logic expression ϕ is in the form of ϕ1 ∨ ϕ2, we need to construct a clock c∨ to denote whether

timing behaviors satisfy the formula ϕ1 ∨ ϕ2 in every step. Calculating f (ϕ1 ∨ ϕ2) introduces one new CCSL constraint and
two calculations for f (ϕ1) and f (ϕ2), respectively, i.e.,

c∨ ≜ cϕ1 + cϕ2 , f (ϕ1) := cϕ1 , f (ϕ2) := cϕ2 ,

Note that, since the proposition ϕ1 → ϕ2 can be transformed into ¬ϕ1 ∨ ϕ2, f (ϕ1 → ϕ2) can be calculated using rule 4.
Rule 6: For the Next operator X, to calculate f (Xϕ), we need to construct a clock cXϕ to denote that timing behaviors satisfy

the formula Xϕ in every step. Calculating f (Xϕ) introduces 7 new CCSL constraints and one more calculation for f (ϕ), i.e.,

e1 ≜ cXϕ $ 1 on glb, e1 ⊆ cϕ, e′ ≜ cXϕ + cX̄ϕ, e′ = glb,

cXϕ # cX̄ϕ, e2 ≜ cX̄ϕ $ 1 on glb, e2 # cϕ, f (ϕ) := cϕ,

where the expression clock e1 ticks one step after cXϕ.
Since Xϕ means that ϕ is true in next step, when e1 ticks, cϕ ticks in the same step. Note that, since cϕ may tick in the first

step, the relation between e1 and cϕ is subclock rather than coincidence. To ensure that cXϕ covers all the steps that satisfy Xϕ,
we define cX̄ϕ as the negated clock of cXϕ and make the next step of cX̄ϕ and cϕ exclusive. The correctness of rule 6 can be
proved as follows.
Proof According to the definition of e1 ≜ cXϕ $ 1 on glb and e1 ⊆ cϕ, we have

∀i ∈ N+. e1 ∈ δ(i + 1)←→ cXϕ ∈ δ(i), (14)

∀i ∈ N+. e1 ∈ δ(i) −→ cϕ ∈ δ(i). (15)

Based on the definitions of both e′ ≜ cXϕ + cX̄ϕ and e′ = glb as well as rule 2, we can get

∀i ∈ N+. (cX̄ϕ ∈ δ(i) ∧ cXϕ < δ(i)) ∨ (cX̄ϕ < δ(i) ∧ cXϕ ∈ δ(i)). (16)

According to the definitions of e2 ≜ cX̄ϕ $ 1 on glb and e2 # cϕ, we can get

∀i ∈ N+. e2 ∈ δ(i + 1)←→ cX̄ϕ ∈ δ(i), (17)

∀i ∈ N+. e2 < δ(i) ∨ cϕ < δ(i). (18)

From Equations 14 and 15, we can get
∀i ∈ N+. cXϕ ∈ δ(i) −→ cϕ ∈ δ(i + 1). (19)

From Equations 16, 17, and 18, we have

∀i ∈ N+. cϕ ∈ δ(i + 1) −→ cXϕ ∈ δ(i). (20)

From Equations 19 and 20, we can conclude

∀i ∈ N+. ρ, i + 1 |= ϕ←→ ρ, i |= Xϕ. (21)

□
Note that our approach does not support the encoding function for safely-LTL formulas with operators F and U, which need

to be translated to CCSL constraints based on Boolean automata.
Example: To illustrate how to encode a complex safely-LTL formula in the form of G(a → b) to its CCSL counterpart,

Figure 2 show the major calculation steps for the encoding. By using our encoding rules, the safely-LTL generates six CCSL
constraints, where glb denotes the union of all the clocks. Since this example has two clocks, i.e., ca and cb, we can get
glb ≜ ca + cb.
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Rule 1

Rule 5

Rule 3

Fig. 2. An example of encoding G(a→ b)

2) Encoding Patterns: Compared with Boolean automata-based methods, the encoding rules proposed in Section IV-A1 can
substantially reduce the number of generated CCSL constraints. However, these rules cannot be directly applied to safely-LTL
formulas with operators F and U. Moreover, since the encoding rules are purely based on the syntax of safely-LTL formulas
rather than their semantics, they still can lead to a large quantity of redundant CCSL constraints. To reduce the number of
derived CCSL constraints as much as possible, we present four encoding patterns, which can be used to further optimize our
rule-based encoding method.

Pattern 1: Let G(Φ1 ∧Φ2) be a safely-LTL formula involving two safely-LTL sub-formulas, i.e., Φ1 and Φ2. Based on the
semantics of operator G, we can get G(Φ1 ∧Φ2) ≡ G(Φ1) ∧G(Φ2) iff Φ1 and Φ2 are independent. It means that the encoding
of G(Φ1 ∧ Φ2) equals to the encoding of G(Φ1) and G(Φ2) in a separate manner. Let Encoderccsl(Φ) be a encoding function
that can encode an arbitrary safely-LTL formula Φ to its CCSL counterpart. Based on the decomposition, the first encoding
pattern is as follows:

Φ1 ∧ Φ2 ≡ Encoderccsl(Φ1) ∪ Encoderccsl(Φ2)
G(Φ1 ∧ Φ2) ≡ Encoderccsl(G(Φ1)) ∪ Encoderccsl(G(Φ2))

Let us take the encoding of G(Φ1 ∧ Φ2) as an example. Assume that G(Φ1) does not consists of operators F and U, while
G(Φ2) has. By adopting the decomposition in pattern 1, we can encode G(Φ1) using our proposed rules and convert G(Φ2) using
Boolean automata-based methods [46]. In this way, compared with encoding based on Boolean automata only, the number of
generated CCSL constraints using pattern 1 can be drastically reduced.

Note that even for the case where both G(Φ1) and G(Φ2) involve operators F or U, pattern 1 can also benefit the encoding to
reduce the number of generated CCSL constraints by using the Boolean automata-based method. Figure 3 presents an example
for the safely-LTL formula G((a → Gb) ∧ (c → Gd)), which can be decomposed into two sub-formulas, i.e., G(a → Gb)
and G(c → Gd). Without using pattern 1, the Boolean automaton generated for G((a → Gb) ∧ (c → Gd)) has 4 states and 9
transitions, leading to 45 CCSL constraints. However, by using pattern 1, the encoding for the Boolean automata of G(a→ Gb)
and G(c→ Gd) only generates 30 CCSL constraints.

𝑏
𝑎

¬𝑎

𝑑
𝑐

¬𝑐

𝑏 ∧ ¬𝑐
𝑎 ∧ ¬𝑐

¬𝑎 ∧¬𝑐

¬𝑎 ∧ 𝑐

¬𝑎 ∧ 𝑑 𝑏 ∧ 𝑑
𝑎 ∧ 𝑑

𝑏 ∧ 𝑐𝑎 ∧ 𝑐

𝐺((𝑎 → 𝐺𝑏) ∧ (𝑐 → 𝐺𝑑))

𝐺(𝑎 → 𝐺𝑏)

𝐺(𝑐 → 𝐺𝑑)

Fig. 3. An example of safely-LTL formula decomposition

When dealing with safely-LTL formulas in the form of G(ϕ), where ϕ is a propositional logic expression, we can use the
following three encoding patterns to further reduce the number of generated CCSL constraints by resorting to the semantic
equivalence relations between CCSL constraints. Note that the following patterns are not golden ones, where designers can
fully exploit other semantic relations between CCSL notations to further reduce the number of generated CCSL constraints.

Pattern 2: If a safely-LTL formula is in the form of G(¬(ϕ1 ∧ ϕ2)), where ϕ1 and ϕ2 are propositional logic expressions,
we can encode the formula using the pattern:

cϕ1 #cϕ2 , f (ϕ1) := cϕ1 , f (ϕ2) := cϕ2 .

As an example for the safely-LTL formula G(¬(a ∨ b) ∧ ¬c), we can encode it into CCSL constraints “e#c, e = a + b”. By
using this pattern, we do not need to construct the global clock or the negated clock for the CCSL constraint “a + b”.

Pattern 3: If a formula is in the form of G(ϕ1 → ϕ2), where ϕ1 and ϕ2 are propositional logic expressions, we can encode
the formula using the pattern:

cϕ1 ⊆ cϕ2 , f (ϕ1) := cϕ1 , f (ϕ2) := cϕ2 .
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Since the safely-LTL formula ϕ1 → ϕ2 equals to ¬ϕ1 ∨ ϕ2, this pattern does not require to construct the global clock or the
negated clock of cϕ1 .

Pattern 4: If a safely-LTL formula is in the form of G((ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1)), where ϕ1 and ϕ2 are propositional logic
expressions, we can encode the formula using the pattern:

cϕ1 = cϕ2 , f (ϕ1) := cϕ1 , f (ϕ2) := cϕ2 .

Someone may find that the formula G((ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1)) can also be encoded based on patterns 1 and 3. Note that, by
using pattern 4 the encoder only generates one Coincidence rule. However, by using the combination of patterns 1 and 3 the
encoder will generate two Subclock rules. Since the validation cost of one Coincidence rule is typically less than that of the
two Subclock rules, we suggest to use pattern 4 to encode the above safely-LTL formula in practice.

Example: For the safely-LTL formula G((a → b) ∧ ((¬b ∧ ¬d) ∨ ¬c)), we can firstly use pattern 1 to decompose it to two
sub-formulas, i.e., G(a→ b) and G((¬b ∧ ¬d) ∨ ¬c). For sub-formula G(a→ b), by using pattern 3, we can obtain the CCSL
constraint “ca ⊆ cb”. For sub-formula G((¬b∧¬d)∨¬c), by using pattern 2, we can get CCSL constraints “e ≜ cb+ cd, e # cc”.
Finally, by using our proposed encoding rules and patterns, we can encode the safely-LTL formula into three CCSL constraints.
However, if none of the patterns are applied, we need to generate fourteen CCSL constraints base on our proposed encoding
rules.

B. Safe Timing Behavior Synthesis

Inspired by the state-of-the-art CCSL synthesizer CCSLRLSynthesizer [26], [55], we propose a novel counterexample-guided
CCSL synthesizer to generate requirements models with desired timing behaviors quickly. Our approach encodes the given
incomplete CCSL specification as an RL model and uses expected timing traces with limited sizes to figure out an optimal
solution. Since the synthesized results may not be the desired ones, our approach resorts to MyCCS L [52], which can validate
the synthesis results by checking their schedulability under the given safely-LTL formulas. In an incremental way, if the
validation fails, our approach will use the failed synthesis result as a counterexample and feed it into our synthesizer for a
new round of synthesis. The synthesis process iterates until a complete and schedulable CCSL specification is found or the
timeout triggers.

1) Counterexample Guided CCSL Synthesis: Reward plays an important role in determining the quality as well as the
convergence speed of RL-based synthesis methods. Unlike CCSLRLSynthesizer, our RL-based CCSL synthesis adopts a
novel reward evaluating mechanism by taking counterexamples into account, where a counterexample represents a set of
unschedulable CCSL constraints. Note that the counterexamples here can come from different resources, e.g., the schedulability
validator, textual requirements, and requirements engineers. At the end of each RL search in CCSLRLSynthesizer, the synthesis
engine evaluates the rewards for each selected candidate, and fills all the incomplete constraints based on the selected
candidates. Different from CCSLRLSynthesizer, our approach first checks whether the selected candidates match any recorded
counterexamples. If yes, it will apply penalties on the candidates’ rewards. Otherwise, our approach will conduct the same
reward evaluation as that of CCSLRLSynthesizer.

Algorithm 1: Counterexample Guided Synthesis
Input: i) S , incomplete CCSL constraints; ii) T , expected timing traces; iii) S c, counterexamples.
Output: A set of complete CCSL constraints.

1 SynthesisEngine(S ,T ,S c) begin
2 πθ → Init(S ,T );
3 for i→ 1 to k do
4 S ′ ← CandidateChoose(πθ,T );
5 Lr → [];
6 if ConterexampleCheck(S ′,S c) then
7 Lr → ConterexampleEvaluate(S ′,S c);
8 else
9 Lr → RewardEvaluate(S ′,T ,S c);

10 end
11 πθ → ModelUpdate(S ′,Lr,πθ);
12 end
13 Spec ← S olutionEvaluator(S , πθ);
14 return Spec;
15 end

Algorithm 1 details the implementation of our CCSL synthesis engine. Line 2 constructs an initial RL model based on the
CCSL constraints S and expected traces T , where S is generated from the given incomplete requirements model and specified
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safely-LTL formulas. Lines 3-12 conduct k rounds of RL training involving three major steps: i) searching for solutions
admitting all the given expected traces; ii) calculating rewards for each solution; and iii) updating the RL model. In line 4, the
function CandidateChoose() selects candidates to fill the holes in S such that the filled constraints can admit all the expected
traces in T . The selection strategy is the same as [26]. In line 5, we use the list Lr to store the reward of each candidate. In
line 6, the function CounterexampleCheck() checks whether the filled specification S ′ matches some counterexample in S c.
If yes, in line 7 the function CounterexampleEvaluate() will apply penalties (by default the value is -0.01) on the rewards of
candidates in S ′ that match some counterexamples in S c. Otherwise, in line 9 the function RewardEvaluator() will calculate the
reward of each candidate based on the expected traces in T , which is same as CCSLRLSynthesizer. Therefore, the weights of
candidates that lead to counterexamples in S c can be reduced. In this way, our approach can effectively prevent the RL-based
synthesis from selecting unschedulable candidates. Line 11 updates model πθ based on the reward information in Lr. After k
rounds of RL training, line 13 completes S using the trained RL model. Finally, line 14 returns the filled CCSL constraints.

2) CCSL Schedulability Validation: We adopt an SMT-based CCSL validator (i.e., MyCCSL) to check the schedulability
of synthesized CCSL constraints. In our approach, a failed synthesized solution means that it cannot satisfy the given safety
timing properties specified in safely-LTL formulas. This is because the RL-based synthesis process is guided by expected
timing traces with limited sizes rather than unlimited ones. As shown in Section IV-B1, the synthesized solutions that failed
in the validation can be fed back to the RL-based synthesis as counterexamples to prune the unfruitful search space. Note
that, due to inherent conflicts between the given requirements models and specified safety timing requirements, the validation
process may always fail before timeout. In this case, requirements engineers need to figure out the roots of such conflicts based
on the accumulated counterexamples.

3) Our Safe Timing Behavior Synthesis Method: Algorithm 2 presents our safe timing synthesis algorithm in detail. In line
2, based on the rules and patterns proposed in Section IV-A, the function SafelyLTLEncoder encodes safely-LTL formulas in
Fltl into CCSL constraints. Line 3 combines S ltl with the CCSL constraints derived from the incomplete requirements model
RM. Line 4 uses the synthesis engine implemented in Algorithm 1 to complete S under the guidance of T . If such a complete
version exists but does not pass the MyCCSL validation, it means that a counterexample is found. In this case, lines 6-7 will
iteratively search for a feasible solution by using the synthesis method presented in Algorithm 1. If a solution is obtained, line
9 will return the elaborated requirements model based on the synthesis result.

Algorithm 2: Safe Timing Behavior Synthesis
Input: i) RM, an incomplete requirements model; ii) Fltl, a set of safely-LTL formulas; iii) T , a set of expected

timing traces; iv) S c, a set of counterexamples.
Output: A synthesized requirements model.

1 SafeLTLSynthesizer(RM,Fltl,T ,S c) begin
2 S ltl ← S a f elyLT LEncoder(Fltl);
3 S ← RMEncoder(RM) ∪ S ltl;
4 Spec ← S ynthesisEngine(S ,T, S c);
5 while Spec , NULL ∧ MyCCS L(S pec) = UNSAT do
6 S c ← S c∪Spec;
7 Spec ← S ynthesisEnginee(S ,T, S c);
8 end
9 return RMDecoder(Spec);

10 end

V. Experiments

To demonstrate the effectiveness of our CCSL synthesis method, we investigated two case studies, whose requirements models
are built on top of two kinds of the most popular UML/MARTE models, i.e., statemachine diagrams and sequence diagrams.
We developed the safely-LTL-to-CCSL encoder using the JAVA programming language, and implemented the counterexample-
guided CCSL synthesis engine using the programming language Python. We adopted the open-source tool MyCCSL [52] to
perform the schedulability validation of synthesized results. All the experiments were conducted on a laptop with Intel i9
2.4GHz CPU and 32GB memory.

A. Case I: Traffic Light Control System

The first case study is about a traffic light system to regulate traffic flow at a road intersection, which involves two traffic
lights controlling the North-South lanes and East-West lanes, respectively. Here, each traffic light has three LED signals with
green, yellow, and red colors, respectively. Note that at a time only one color is allowed to be shown by a traffic light, and
the colors are shown following an order of green, yellow, and red in each iteration.
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Fig. 4. An example of traffic light system design

Figure 4(a) presents a UML statemachine diagram for the traffic light. It consists of three states, i.e., g, y, and r, indicating
the states for green, yellow, and red colors, respectively, and t is a transfer signal to control transitions between states. Once
the traffic light receives a transfer signal t, it will change its current state immediately. Based on the above description of the
timing behaviors of traffic lights, we can derive the following properties:

P-I A traffic light shall never turn on two or more of its LEDs at the same time.
P-II A traffic light must change its current state immediately after receiving a transfer signal t.

P-III Without receiving any transfer signal t, a traffic light should not change its current state.
The three properties can be formalized using the following safely-LTL formulas:

G(¬(g ∧ r) ∧ ¬(g ∧ y) ∧ ¬(r ∧ y)) (P-I)
G(((g ∧ t)→ Xy) ∧ ((y ∧ t)→ Xr) ∧ ((r ∧ t)→ Xg)) (P-II)
G(((g ∧ ¬t)→ Xg) ∧ ((y ∧ ¬t)→ Xy) ∧ ((r ∧ ¬t)→ Xr)) (P-III)

Figure 4(b) presents the CCSL constraints for a traffic light, which are generated from both the statemachine diagram shown
in Figure 4(a) and the specified properties I-III. These constraints can be used as the CCSL template of a traffic light to model
its timing behaviors. Figure 4(c) shows the design of the traffic light system, which includes the E-W (East-West) traffic light,
the N-S (North-South) traffic light, and a controller. Here, we use the controller to conduct the synchronization between the
two traffic lights, where we use the clocks t_ew and t_ns to denote the transfer signals for the E-W traffic light and N-S traffic
light, respectively.

Since traffic involves numerous vehicles, traffic signal control is a safety-critical system, which requires that vehicles in
different directions cannot collide with each other. In other words, it is not allowed that E-W and N-S traffic can move
simultaneously. To impose this constraint, we construct the following safety property:

P-IV: The N-S traffic light and the E-W traffic light cannot be in the state of green light or yellow light simultaneously. This
property is formalized as the following safely-LTL formula:

G(¬((g_ns ∨ y_ns) ∧ (g_ew ∨ y_ew))).

To regulate the intersection traffic in an efficient manner, a traffic light system needs to allow one traffic movement at any
time. In other words, if one direction of the intersection is blocked, the other direction of the intersection should flow. To
achieve this goal, we design the following property:

P-V: If the N-S traffic light is red, the E-W traffic light cannot turn red simultaneously, and vice versa. This property is
formalized using the following safely-LTL formula:

G((r_ns→ ¬r_ew) ∧ (r_ew→ ¬r_ns)).

Based on the above safety properties, requirement engineers need to design a controller to regulate the intersection traffic
via transfer signals. Since safely-LTL formulas of P-IV and P-V can be directly encoded into CCSL constraints, requirement
engineers only need to figure out the synchronization implementation for t_ew and t_ns defined in statemachines. The annotation
@syn_i in Figure 4(c) indicates that the associated transition in the current statemachine needs to be synchronized with a
transition in the other state machine, where i is the synchronization index. The annotation @syn_? indicates that the counterpart
transition for synchronization is unknown, where the synchronization index “?” needs to be figured out by the synthesizer. As
shown in Figure 4(c), when a traffic light turns from red to green or from yellow to red, the traffic light of the other direction
also needs to change accordingly at the same time. In Figure 4(c), the notations @syn_1 and @syn_2 in the left statemachine
are used to enable the synchronization between two traffic lights. However, in the right statemachine such synchronization
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information is unknown. As shown in Figure 4(c), the CCSL constraints of the controller are generated from two properties
(i.e., P-IV and P-V) and two incomplete synchronizations (i.e., S yn1 and S yn2), where the incomplete synchronizations are
encoded into CCSL constraints as follows:

er2g ≜ t_ew ∗ r_ew, er2g = ?? ,

ey2r ≜ t_ew ∗ y_ew, ey2r = ?? .

For both the incomplete requirements model shown in Figure 4(c) and specified safely-LTL properties, we generated 11
atomic clocks and 61 CCSL constraints (31 expression constraints and 30 relation constraints) by using our proposed encoding
rules and patterns. We set the number of RL training rounds to 500 and set the maximum length of the traces that can be
checked by the schedulability validator to 100. To guide the synthesis, we generated 5 timing traces with a length of 50 each,
which describe the behaviors of different traffic scenarios. Figure 5 shows the synthesis result, where the filled parts are in red,
denoting that the transition from ns_r to ns_g is involved in S yn2 and the transition from ns_y to ns_r is involved in S yn1. The
whole synthesis process costs a total of 15.40s, including 2.79s for the synthesis and 12.61s for the schedulability validation.
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Fig. 5. Synthesized CCSL constraints for case 1

To validate the behaviors of synthesized CCSL constraints in Figure 5, we simulated the synthesized requirements model
for ten times using the CCSL simulator TimeS quare [25], where Figure 6 presents the timing diagram of one simulation. Due
to the limited space, this figure only presents the results within 48 ticks for the green lights, yellow lights, and red lights of
both E-W traffic light and N-S traffic light. From this figure, we can observe that the synthesized requirements model satisfies
both the given safety timing properties (i.e., P-I-P-V) and five expected timing behaviors (i.e., timing traces).

𝑔_𝑒𝑤

𝑦_𝑒𝑤

𝑟_𝑒𝑤

𝑦_𝑛𝑠

𝑔_𝑛𝑠

𝑟_𝑛𝑠

Fig. 6. Validation of synthesized results for case 1

B. Case II: WSP Mode Switching System

In the second case study, we investigated timing behavior synthesis for the requirements model of the Wayside Signal
Protection (WSP) mode switching component within a train control system. Under WSP mode, the Vehicle On-Board Controller
(VOBC) monitors both the speed and direction of a train in real-time, and detects the information on the wayside annunciator
to prevent the train from speeding.

As shown in Figure 7, the case study is modeled in a UML sequence diagram by our industrial collaborator Casco Signal
Ltd., showing the interactions between all the entities involved in WSP mode switching. In this requirements model, once a
driver presses the WSP mode switching button, the VOBC will check whether it is in a healthy state (message 2). Then, the
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1 : Change
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13 : EmergencyBreak

14 : RemainRMF

15 : SendCommand
16 : ReportProblem

 par

 par

 alt

 alt

Model::Collaboration1::Interaction1::SequenceDiagram1

??

Order???

Fig. 7. Sequence diagram of WSP mode switching

VOBC will retrieve the status of the cab (messages 3 and 4) and the speed of the train (messages 5 and 6). Moreover, VOBC
needs to figure out the position (messages 7 and 8) and command TD (messages 9 and 10) of the center controller. After that,
if the train status is normal, VOBC will switch the mode and make a change on TOD (message 11). Otherwise, VOBC will
activate an emergency brake (messages 12, 13, and 14) and report the problem to both ATS (message 16) and TOD (message
15).

By using the tools presented in [57], [54], the sequence diagram-based requirements model can be encoded to CCSL
constraints automatically. Note that this sequence diagram is incomplete, where the type of the first fragment is unknown and
the order of messages 15 and 16 is undetermined. The uncertain part of the first fragment can be encoded as incomplete CCSL
constraints as follows:

FBegin ≜ VOBC_CheckCab_snd ?? VOBC_CheckS tationary_snd

FEnd ≜ VOBC_GetCab_rev ?? VOBC_GetS tationary_rev,

where the expression clock FBegin and FEnd denote the beginning and the end of a sequence diagram fragment, respectively.
The type of this fragment depends on the expression operator type of FBegin and FEnd. Generally, the undetermined order of
two messages can be encoded using a CCSL constraint in the form of “msg1_snd??msg2_snd”. Therefore, the undetermined
order of messages 15 and 16 is encoded as follows:

VOBC_ReportProblem_snd ?? VOBC_S endCommand_snd.

TABLE II
Comparison between Safely-LTL EncodingMethods

Safely-LTL Bound BA [46] w/o Pattern w/ Pattern
C. # Time (s) C. # Time (s) C. # Time (s)

G(a→ b) 100 9 6.85 6 0.77 1 0.4
500 232 52.94 6.24

G(¬a ∨ ¬b) 100 12 7.86 9 0.97 1 0.4
500 373.9 67.1 1.95

G((¬a ∧ ¬b)→ 100 18 19.29 15 10.62 4 0.87
(c ∨ (¬d ∧ ¬e))) 500 1359.4 352.7 93.87

G((a→ b)∧ 100 10 9.15 7 2.92 2 0.69
(a→ c)) 500 643.32 96.5 13.06

G((a→ b)∧ 100 15 9.86 12 4.33 2 0.65
(b→ c)) 500 663.14 199.6 8.62

G((a→ (b→ 100 19 18.84 16 3.78 3 0.65
(c→ d)))) 500 1186.5 209 43.49

G((a→ b) ∧ (a ∨ c) 100 21 14.48 18 2.73 8 2.29
∧(b→ (c ∧ d))) 500 1448.4 371.41 69.38
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Note that the sequence diagram does not have selection conditions for alt fragments. According to the design manual of
VOBC provided by Casco Signal Ltd., there are five preconditions for the WSP mode switching: i) the VOBC is healthy; ii)
the train is stationary; iii) only one cab is active; iv) the position and orientation are established; and v) the command TD is
determined. As shown in Figure 7, VOBC can send massage 11 if and only if these five preconditions are all satisfied. This
requirement can be formalized as following properties:

P-I VOBC can switch to the WSP mode and send message Change to TOD only when the five preconditions holds, i.e., the
VOBC is health (VOBC.health = true), the train is stationary (stationary = true), only one of the two cabs Cab1 and Cab2 is
active ((Cab1∨Cab2)∧¬(Cab1∧Cab2)), the position and the orientation are established (pos_status = true∧ori_status = true),
and the command TD is determined (comm_T D_status = true). This property can be formalized using the following safely-LTL
formula:

G(VOBC_Change_snd → (VOBC.health ∧ stationary

∧((Cab1 ∨Cab2) ∧ ¬(Cab1 ∧Cab2)) ∧ pos_status ∧ ori_status

∧comm_T D_status)).

P-II If any precondition is not satisfied, VOBC will send a message to the other branch in the alt fragment. In this case, VOBC
will send the message “12:CutOff” or “13:EmergencyBreak”. This property can be formalized as the following safely-LTL
formula:

G((VOBC_CutO f f _snd ∨ VOBC_EmergencyBreak_snd)→
¬(VOBC.health ∧ stationary ∧ ((Cab1 ∨Cab2) ∧ ¬(Cab1

∧Cab2)) ∧ pos_status ∧ ori_status ∧ comm_T D_status))).

If the train status is abnormal, the mode switching will fail and VOBC needs to take emergency measures and report the
problem. In this case, if the train is not stationary, VOBC must perform an emergent brake to stop the train. Otherwise, VOBC
will immediately terminate the WSP switching. This requirement can be formalized using the properties as follows:

P-III If the train is stationary (stationary = true), VOBC will send the message “12:CutOff”. This property can be formalized
as the following safely-LTL formula:

G(VOBC_CutO f f _snd → stationary).

P-IV If the train is not stationary (stationary = f alse), VOBC will send the message “13:EmergencyBreak”. This property

can be formalized as the following safely-LTL formula:

G(VOBC_EmergencyBreak_snd → ¬stationary).

In this case study, we use all the specified safely-LTL formulas (P-I to P-IV) to model the conditions of branch selection.
From both the requirements model and the given safely-LTL formulas, this design generated 30 atomic clocks and 55 CCSL
constraints (28 expression constraints and 27 relation constraints) in total by using our proposed encoding rules and patterns.
For RL-based synthesis, we set the number of RL training rounds to 500, and set the maximum length of the traces that can
be checked by the schedulability validator to 100. From both the design manual and engineers from Casco, we figured out
5 system timing traces with a length of 50 each to guide the timing behavior synthesis. To achieve a complete requirements
model, our synthesis method costs 5372.78s, including 2.52s for CCSL synthesis and 5370.26s for the schedulability validation.
The synthesis result is:

FBegin ≜ VOBC_CheckCab_snd ∨ VOBC_CheckS tationary_snd

FEnd ≜ VOBC_GetCab_rev ∧ VOBC_GetS tationary_rev

VOBC_ReportProblem_snd ≺ VOBC_S endCommand_snd.

From this result, we can fill the unknown fragment with par, and determine that message 16 is sent before message 15.
We checked the completed requirements model with the engineers in Casco, and received the acknowledgment of synthesis
correctness.

C. Comparison between Encoding Methods

Table II shows the comparison results of different safely-LTL encoding methods using seven widely used safely-LTL formulas.
Note that in this experiment we focus on the encoding for safely-LTL formulas without taking functional behavior models
into account. Since the schedulability validation time accounts for up to 99.9% (in case study II) of the overall requirements
model synthesis time, here we only investigated the validation time for each safely-LTL formula with a specific bound by
using MyCCSL [52]. Column 1 presents the seven safely-LTL formulas. Column 2 shows the maximum bound settings for
MyCCSL. Column 3 has two subcolumns denoting the number of generated CCSL constraints and the validation time by using

14



the Boolean automata-based method, respectively. Here, we adopted the tool LTL2BA to convert the safely-LTL formulas into
Boolean automata, and then used the method presented in [46] to encode the Boolean automata into CCSL constraints. Similarly,
columns 4-5 present the results without and with using our proposed encoding patterns and encoding rules, respectively. From
Table II, we can find that our pattern-based method generates the fewest number of CCSL constraints, which leads to the
smallest validation time. As an example for the second safely-LTL formula, when the validation bound is 500, Boolean
automata-based method generates 12 CCSL constraints costing 373.9 seconds, while our pattern-based encoding method only
generates 1 CCSL constraint costing 1.95 seconds. Note that our proposed patterns can be combined to deal with the majority
of commonly used safely-LTL formulas. Especially, by using pattern 1, we can decompose corresponding complex formulas
in a divide-and-conquer manner. In the future, we plan to optimize our approach by investigating more effective and efficient
patterns.

VI. Conclusion

Although CCSL has been acknowledged as an effective way to describe timing behaviors of safety-critical systems, it cannot
be easily used by requirement engineers to form requirements models due to its complex syntax and semantics. To facilitate
the requirements model generation without knowing preliminary CCSL knowledge, this paper presents a novel safe timing
behavior synthesis method for requirement models. Based on our proposed safely-LTL-to-CCSL encoding rules and patterns,
our approach can automatically transform both incomplete requirements models and corresponding safely-LTL-based timing
properties into a set of CCSL constraints with holes. Guided by sampled timing behaviors, our approach can efficiently figure
out the complete version of CCSL constraints, which can be used to construct the full requirements models satisfying both the
given samples and safety timing properties. Comprehensive experimental results of two case studies show that our pattern-based
safely-LTL-to-CCSL encoding method can derive fewer CCSL constraints compared with traditional automata-based methods,
leading to significantly less CCSL synthesis and validation time. Moreover, the timing behaviors of generated requirements
models by using our approach can indeed satisfy the specified safety properties.
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