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Handling Non-Visible Referents in Situated Visualizations

Ambre Assor , Arnaud Prouzeau , Martin Hachet , Pierre Dragicevic

Abstract—Situated visualizations are a type of visualization where data is presented next to its physical referent (i.e., the physical
object, space, or person it refers to), often using augmented-reality displays. While situated visualizations can be beneficial in various
contexts and have received research attention, they are typically designed with the assumption that the physical referent is visible.
However, in practice, a physical referent may be obscured by another object, such as a wall, or may be outside the user’s visual field. In
this paper, we propose a conceptual framework and a design space to help researchers and user interface designers handle non-visible
referents in situated visualizations. We first provide an overview of techniques proposed in the past for dealing with non-visible objects
in the areas of 3D user interfaces, 3D visualization, and mixed reality. From this overview, we derive a design space that applies to
situated visualizations and employ it to examine various trade-offs, challenges, and opportunities for future research in this area.

Index Terms—Taxonomy, Models, Frameworks, Theory ; Mobile, AR/VR/Immersive, Specialized Input/Display Hardware

1 INTRODUCTION

Situated visualizations are data visualizations that are displayed close
to the data’s physical referent, i.e., the object, space or person the data
is about [96]. Compared to ordinary computer-supported visualizations,
situated visualizations let users explore data in-context, which can
facilitate sense-making and decision making [88].

Consider for example a search-and-rescue scenario similar to the
one envisioned by Willett et al. [96], where a fire team needs to rescue
people from a burning house. Imagine the firefighters are equipped with
augmented reality (AR) displays which show them data about the house
(e.g., location of emergency exits), the fire (e.g., temperature and CO2
level in different rooms), and people (e.g., location of victims and their
vitals). All this data is directly overlaid on the physical objects it refers
to (e.g., rooms, victims). The firefighters would be able to use this
data in combination with perceptual cues informing them about their
surroundings (e.g., did parts of the house collapse? Do victims appear
distressed or wounded?). A situated information visualization system
like this would likely help the fire team reach faster and more reliable
decisions than if they had to examine the data on separate displays.

Although this scenario is hypothetical, AR-based situated visual-
izations have been demonstrated in various areas such as building
maintenance [74], urban planning [93], and botany [94], and we will
likely see more and more of them. However, designing effective situ-
ated visualizations needs a good understanding of their design space.
This space is vast and complex and despite recent advances in explor-
ing and understanding it [19, 74, 88, 96], large areas remain poorly
understood. In particular, previous work has almost always considered
situated visualizations where the physical referent is in sight. However,
in the real world, objects are often hidden or out of sight, and thus we
cannot always assume that physical referents are visible.

Back to the search-and-rescue scenario, victims may be invisible
to the rescue team because they are in another room, occluded by
fragments, flames or smoke. Yet they may need assistance, so knowing
that they exist, where they are, and what information is available about
them is important for the rescue team. The same applies to elements
of the environment such as emergency exits. However, it is unclear
how to visualize information about hidden physical referents like these
and what interaction techniques to use. Since most previous situated
visualization systems have been designed with visible referents in mind,
they cannot provide us with much guidance for such questions.
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We fill this gap by laying out a conceptual framework consisting of a
terminology, a typology of techniques, and a design space for handling
non-visible physical referents in situated visualizations. Although
visual occlusion has been rarely discussed in the literature on situated
visualizations, it is a known problem in the areas of 3D UIs and 3D
visualization [29], as well as in AR and VR [37]. We survey the
techniques proposed in these research areas, and classify them into
eight families. We then use those families and previously published
conceptual frameworks to build a design space. We illustrate the use
of our conceptual framework in three application areas, discuss design
trade-offs, limitations, and suggest several directions for future work.

2 BACKGROUND

2.1 Related Work
In this section we discuss related work, including work on situated
visualizations and 3D occlusion management.

Situated visualizations. A situated visualization is a data represen-
tation located close to the data’s physical referent(s), meaning close to
the space, object, or person the data is about [96]. Situated visualiza-
tions are thus data visualizations that are integrated (or appear to be
integrated, in the case of augmented-reality displays) into the physical
environment in a meaningful way. For example, a visualization of data
about a house for sale is not situated if it shown on a desktop computer,
but becomes situated if it is shown next to – or inside – the house.

Various techniques exist for displaying and situating data visualiza-
tions into the physical world. One of the simplest approaches is to place
regular computer displays close to physical referents [96]. Alternatively,
physical data representations (also called data physicalizations [53])
can be used instead of regular displays, and placed next to referents
(e.g., placing a robotic plant next to garbage bins to convey data about
recycling behavior [49]). The most common approach, however, is
to use augmented reality (AR) to display visualizations in a way that
makes them appear to be close to their physical referents or overlaid on
top of them. AR-based situated visualizations have been explored in
various domains such as health (e.g., to show vital information about a
patient during a surgery [6]), or aviation (e.g., to display flight informa-
tion directly in front of the pilot [38]). We will mostly focus on such
types of situated visualizations in this paper.

Most situated visualizations are designed for the specific case where
the user can simultaneously see the visualization and the physical
referent. However, as explained by Ens et al. [31], one of the main
challenges of situated visualization is that the data is often displayed in
real-world environments that cannot be fully controlled, with cluttered
spaces and constantly moving objects and people. As a consequence,
in many scenarios there is a high chance that the physical referent is
not visible while the user needs information about it.

Taxonomies of occlusion management. As in the physical world,
occlusion is a major concern in virtual worlds and in 3D user interfaces
and visualizations. As a result, various techniques have been proposed
for handling occlusion, either by moving the user’s point of view, or
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by altering the rendering, position or shape of the occluding objects.
Elmqvist and Tzigas [29] proposed a taxonomy of occlusion manage-
ment techniques in 3D visualizations. They classify techniques in terms
of their purpose, the arrangement of the visualization, and the user’s sta-
tus (active/passive). Examples of techniques include x-ray vision (i.e.,
making occluding content transparent) and multiple views. The paper
discusses a few examples of AR visualizations but they are not situated,
and therefore the paper does not discuss how to handle the occlusion
of physical referents. More recently, Macedo and Apolinario [37] sur-
veyed AR techniques for handling objects that are physically hidden
in real environments. In particular, they reviewed existing x-ray vision
techniques that overlay hidden objects in front of occluding surfaces
as if the user could see through them. Much of their paper focuses
on how to fine-tune the rendering techniques to make the x-ray vision
experience as believable as possible. The paper does not discuss data
visualization. We borrow from this previous work to discuss how to
handle non-visible physical referents in situated visualizations.

Situated visualization frameworks addressing non-visible refer-
ents. Closer to our own work, two conceptual frameworks have been
recently published that address specific aspects of handling non-visible
referents in situated visualizations. Lin et al. [61] reviewed labeling
techniques to support visual search for situated visualizations where
physical referents are out-of-view. We build on this survey and cover
labeling approaches, but we also cover a range of other techniques
for addressing non-visible referents, including techniques that convey
information about referents in a way that does not require people to find
them. Another closely related contribution is the work on ProxSituated
Visualizations [77], which focuses on the use of proxies for physical
referents – i.e., virtual representations that replicate physical referents.
The paper extends Willett et al.’s [96] model to account for proxies, and
observes that a visualization can be considered situated if it is close
to a proxy, even if the physical referent is far away – a situation we
will often encounter in this paper. Again, this paper focuses on specific
techniques for handling non-visible referents. We do not build on this
work as this is parallel work, but we will contrast their design space
with ours in detail in subsection 5.2. Despite these two prior conceptual
frameworks, to our knowledge, no research has offered a broad and
comprehensive survey of different ways non-visible physical referents
can be handled in situated visualizations. This paper fills this gap by
taking inspiration from the many occlusion management techniques
proposed for VR, AR, and 3D user interfaces, and generalizing them to
situated visualizations to build a comprehensive conceptual framework.

We now describe two short scenarios we will use throughout this
paper, in order to illustrate our conceptual framework. The first sce-
nario elaborates over the fire rescue example we mentioned in the
introduction, while the second scenario covers a more casual situation.

Scenario 1. Alice is part of a firefighter team. Just before dinner
time, the team receives a fire alert involving a nearby house. They
know from the caller that the household consists of two parents, two
children and an elder, and that one parent and the firstborn are out of
the house and on their way to the incident. Soon, the fire truck speeds
on the road and inside, the team prepares for the operation: they check
the house layout on a 2D map, focusing especially on fire exits. They
call the safe parent to gather more information and then assign each
other tasks. Alice is in charge of rescuing the younger child, and she
identified in the map that his bedroom is on the second floor. The
parent confirmed that the child is sleeping in his bedroom because the
room is equipped with a video baby phone connected to his smartphone.
Some of Alice’s teammates have been assigned the rescue of the other
family members, while others are in charge of extinguishing the fire.
Two members are in charge of staying near the truck to coordinate the
whole operation, give instructions and monitor information such as the
amount of water left and the vitals of the team members captured in
real time by wearable physiological sensors. Once the team arrives, the
rescue operation goes relatively smoothly aside from a few unexpected
events. For safety reasons, the rescue team first enters the basement
and cuts the electricity. From there, they use stairs to reach the rest of
the house. They manage to save everyone but not without difficulty
due to the obscurity, the presence of heavy smoke and the important
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Fig. 1: Diagram summarizing the key terminology introduced in Section
2.3. The pictures refer to Scenario 1, where a firefighter needs to evaluate
the state of the victim hidden behind a wall.

number of rooms making it hard to see anything.
Scenario 2. Jessie gets home where her husband Max has been

waiting for her. These days, they are trying to change their cooking and
shopping habits in order to waste less. They took the habit to regularly
log their groceries and the meals they prepare in a phone app. Tonight,
Max is thinking about what he is going to prepare for dinner. He opens
the fridge and sees that the bottom drawer is full with vegetables and
fruits, and that the leeks must be used soon. Max opens the cooking
book and chooses a leek pie. He leaves the book open on the counter
and looks at the ingredients which are all listed with small illustrations
along with the cooking instructions. He goes back-and-forth between
the kitchen worktop and the counter to read the different steps. He
realizes two items are missing: one they thought they had but forgot
to buy, and another one which has expired. However, they are not
essential and Max decides to continue. He puts the pie in the oven,
starts to wash the dishes, and after a while he smells a slight burnt odor.
He turns around and sees it is high time to take the leek pie out of the
oven. Fortunately, the pie turned out pretty good at the end.

These two scenarios are very different but they both involve situa-
tions where people are engaged in tasks that require access to informa-
tion about objects in the physical environment, and these objects may
be hidden from sight. This information may be something that can be
directly seen as long as the object is visible (e.g., whether a vegetable
is ripe), or something that needs to be conveyed by a visualization (e.g.,
the firefighters’ vitals) In this article, we are interested in cases where
data is visualized, and where seeing objects in the environment may
provide complementary information [96].

2.2 Basic Terminology
In this section we introduce the basic terminology that underlies our
conceptual framework, and which will be useful for describing the
design space. Figure 1 gives a visual overview of our terminology.

An object of interest is an entity about which the user wants to
learn. For example, in Scenario 1, a person to rescue, an emergency
exit, or another firefighter can all be objects of interest for a firefighter.
In Scenario 2, an object of interest can be a grocery item necessary for
the recipe. Whether an object is of interest depends on the user’s task
and intent, which can change over time. However, we will be using the
term “object of interest” liberally, to refer to objects that are currently
of interest but also to objects that are expected to become of interest
at some point in time. Note that an object of interest can be a physical
referent, but it is a more general term as it does not indicate that any
data visualization is attached to the object.

A representation of an object of interest is a visual depiction that
stands for this object. It can reproduce the object’s visual appearance or
not. For example, in Scenario 1, the image of the child that appears on



the parent’s smartphone is a relatively detailed and faithful representa-
tion of the actual child. In contrast, elements depicted on the house map
like emergency exit icons are purely symbolic representations. The
drawings of the ingredients in the cooking book from Scenario 2 are an
intermediary example: while the drawings approximate the appearance
of the actual ingredients, they are generic drawings which do not show
for example whether the actual leeks in the fridge are overripe. This
notion of representation faithfulness will be further discussed in the
design space section.

Data is information about an object of interest that is not necessarily
conveyed by its visual appearance. For example, in our Scenario 1, in-
formation like the composition of the household, the firefighters’ vitals,
or the amount of water left is information that exists but that cannot be
accessed through mere visual inspection. In Scenario 2, examples of
data include the ingredients’ expiry date, the list and quantity of ingredi-
ents in a recipe, or the history of Jessie and Max’s meals. The location
of an object of interest is also data. Data can be conveyed through data
visualizations. Following previous terminology [96], whenever data
is visualized about an object of interest, the data’s physical referent is
this object of interest. In addition, when the visualization is near (or
appears to be near) the object of interest, it is situated.

We refer to an object of interest as non-visible if it is visually im-
perceptible by the user at a given time. For example, in Scenario 1,
while Alice is in the basement, the child located in the second floor is
non-visible. In Scenario 2, most cooking ingredients are non-visible
unless the fridge and kitchen cupboards are opened. We identify three
main reasons why an object of interest may be non-visible:

1. Following previous terminology [62], an object is out-of-view if
it is not within in the user’s visual field but can be seen if the observer
turns their head. For example, in Scenario 2, the pie in the oven is
out-of-view while Max is washing the dishes.

2. An object is occluded if its sight is blocked by another object.
For example, in Scenario 1, the child is occluded by walls. We more
specifically refer to an object as hidden if it is in the user’s vicinity but
occluded from all reachable locations and viewpoints. For example, in
Scenario 2, as long as the fridge’s door is closed, there is no viewpoint
from which Max can see the food it contains.

3. An object is illegible if none of its useful details is visible to the
user, for reasons other than being out-of-view or occluded. For example,
the object can be too small, too far, moving too fast, or insufficiently
illuminated. In Scenario 2, the cooking book is too far for Max to be
able to read it, forcing him to move back-and-forth between the book
and the kitchen worktop.

3 HANDLING NON-VISIBLE OBJECTS IN IMMERSIVE ENVI-
RONMENTS: A SURVEY

Although there has been little work on handling non-visible referents in
situated visualizations, there as been a substantial body of research in
VR and AR on techniques for handling non-visible objects of interest.
In this section, we present a survey of such techniques and classify
them into eight categories. This survey will inform the design space
we lay out in the next section.

3.1 Methodology and Scope

In order to collect possibly relevant papers, we conducted multiple
keyword searches on several scientific search engines: Google scholar,
Scopus, ACM DL and IEEE Xplore. Our search terms consisted of
occlusion, off-view, distant, hidden, and awareness combined with
either augmented reality, mixed reality, or immersive. In addition, we
added papers cited in the 2008 taxonomy of 3D occlusion management
techniques from Elmqvist and Tsigas [29].

In order to keep the size and complexity of the survey and of the
resulting design space within reasonable limits, we iterated over a set of
criteria to restrict the scope of our survey. We converged towards three
major criteria; For a paper to be included, the technique it presents had
to meet the following requirements:

1. Visual only. The technique needs to use visual representations.
Techniques that increase the user’s awareness about non-visible objects

of interest through non-visual channels (e.g., haptic or auditory) were
not included in this survey.

2. Object-aware. The technique requires that an object of interest
is defined. Techniques that are object-agnostic – e.g., techniques that
broaden the field of view or magnify vision – were not included. This
choice is consistent with our focus on situated visualizations, where the
notion of object of interest is central (objects of interest are physical
referents, i.e., objects about which data is visualized).

3. No movement required. The technique should be usable from
any location in space. Techniques that do not provide information about
the object of interest but instead help the user access it by locomotion
or body movements were excluded.

We ended up with a total of 107 papers, which we divided into eight
families of techniques. We give an overview of the eight families here.
The full list of papers is available as supplementary material.

3.2 Worlds-In-Miniature

Fig. 2: A world-in-miniature showing a scaled-down version of the phys-
ical room where the user is located, overlaid in their visual field using
augmented reality [11].

A World-In-Miniature (or WIM) is a virtual scaled-down replica
of the environment the user is in, embedded within the users’ view of
their immediate surroundings. The scaled-down environment is often
virtual. Figure 2 shows an example of a WIM of a real environment (the
laboratory room the user stands in), displayed in AR. The purpose of a
WIM is to help users discover and learn about the environment around
them, including parts that may be occluded, out-of-view or illegible.

WIMs have been used in various domains, including for medical
imaging [25], building exploration for tourist guides or situated urban
planning [87], air traffic visualization [28], US Forest Service’s forest
inventory data visualization [71], and interacting with smart home and
IoT appliances [2, 79]. In both AR and VR, WIMs have been mainly
explored for supporting navigation [72], but they can also be used to
get information about hidden objects of interest.

WIMs are more or less faithful depictions of the full-scale environ-
ment, depending on the implementation. In VR, WIMs can be exact
copies. In AR, WIMs are typically simplified versions of the real scene
(e.g., Figure 2), but some WIMs are photorealistic copies [16] (here, a
minimap).

For a WIM to be usable, it is important that it can be freely manipu-
lated. Although the first implementations only allowed users to move
their head closer of further away from the WIM [10], further imple-
mentations allowed them to grab the WIM and rotate it [3], and even
re-scale it [27]. Direct manipulation of elements inside the WIM has
also been explored – for example, one application allows users to move
furniture in a virtual room by moving their replica inside the WIM [15].
In another application showing building consumption in a university
campus, users can get additional info about buildings by grabbing them
within the WIM [32]. Some variations of WIMs even address occlusion
problems with the WIM itself, for example by allowing users to make
walls transparent [90], or to select non-visible regions of interest [3].



Fig. 3: A virtual twin of a smart factory shown in augmented reality,
allowing the user to see the state the factory in real-time and remote-
control it [59].

3.3 Virtual Twins
A virtual twin1 is a dynamic 3D model that conveys the visual ap-
pearance as well as the key properties (e.g., state, features, physical
measurements) of a physical system or object. Figure 3 shows an
example of the virtual twin of an illegible factory.

Conceptually, a virtual twin is similar to a WIM, except it replicates
an object instead of a spatial environment, and it focuses on replicating
its key properties. Although a virtual twin can faithfully convey the
visual appearance of the object of interest [86], often the focus is on
conveying its important properties and associated data.Virtual twins
have been suggested for a range of applications, including for surgery
[60], radiology [82], assembly tutoring [75] and for sharing content
during teleconferencing [57]. They can help support maintenance [59],
learning [75], and collaboration [57] tasks.

3.4 Physical Replica

Fig. 4: Tangible interface for visualizing the energy consumption of a
university [32].

A physical replica is a physical representation of an object of interest.
As an example, Figure 4 shows a tangible model of a campus augmented
with energy consumption data. The model is installed in a room within
the campus itself, and thus it allows users to get an overview of the
whole campus, which is out-of-view for the most part.

Physical replica are conceptually similar to WIMs and to virtual
twins, except they are physical. A benefit of physical replicas is that
they can be designed to be easy to grab and manipulate, as in the Up-
lift system [32] (Figure 4). However, accurate and dynamic physical
replicas are difficult to build. As a consequence, the purpose of most
physical replicas that have been developed so far is not to convey de-
tailed and faithful information about the object of interest, but rather to
serve as support surfaces on which to display digital information about
the object, or as tangible controllers for navigating this information.
Examples include the Tangible Globe [78] which users can use as an
input device to browse information about the Earth, the head probe
from Hinckley et al. [47] which users can use to control a virtual cutting

1There are many definitions of virtual and digital twin in the literature. Here
we consider that a virtual twin is a digital twin with a 3D visual representation.

plane on a separate screen, or the humanoid puppet Teegi which has a
display integrated showing EEG data [39].

3.5 Telepresence Systems

Fig. 5: Example of a telexistence/telepresence system. User A on the
left sees a virtual representation of the persons B and C they want to
interact with. The user can also remotely control a robot as if they were
physically in the same location [85].

Telepresence or telexistence broadly refers to techniques that give the
user the impression of being in a different physical location, typically
by providing an immersive view of the remote environment or object,
and/or by allowing users to directly interact with it from a first-person
perspective [80, 85]. Figure 5 shows a system allowing a user to see
and interact with remote people as if the user was in the same room.

Telepresence systems sometimes let users physical interact with
remote objects of interest using physical actuators or robots – for ex-
ample, physically operating a remote cockpit through a robot [84]. In
many systems focusing on social telepresence, the objects of interest
are other people, who are rendered virtually as if they were near the
end user [80]. Often these representations do not resemble the people
themselves, but research has started to explore automatic 3D recon-
struction [40, 65]. Alternatively the representation of remote people
can be physical, like in the case of mutual telexistence systems where
remote users are represented by robots [58]. Overall, telepresence
covers situations of teleconferencing [65], visualization sharing at a
distance [92], tutoring [89]. School and Healthcare have been also
identified as promising application areas [58].

3.6 X-Ray Vision
X-ray vision techniques emulate the fictional superhuman ability to see
through occluding surfaces [70, 95].

Applications of x-ray vision range from visualizing the heat distribu-
tion of buildings [8] to assisting underground exploration [34]. A range
of rendering techniques have been proposed to emulate x-ray vision in
augmented reality (for reviews, see [63, 70]). In x-ray vision systems,
objects of interest may be reconstructed based on 3D models [29, 56]
or on video images, for example as captured by a drone [33]. Although
most implementations of x-ray vision do not focus on interaction as-
pects, two systems have been proposed that use a torch metaphor to
specify the region to reveal: one allows users to explore virtual annota-
tions left in different rooms of a workspace [20], while the other one
allows users to control home appliances such as lights and TVs even
when they are in other rooms [41]. Explosion diagrams are closely
related to x-ray vision, but they displace occluding surfaces instead of
removing them or rendering them transparent [29, 56].

3.7 Out-Of-View Pointing
Out-of-view pointing techniques give information about the presence
and location of an object of interest that is outside the user’s field of
view, typically by indicating the object’s direction on the edge of the
display. Figure 6 shows an example in AR.



Fig. 6: Out-of-view pointing in SidebARs [81]. On the top right, arrows
point toward locations of fire companies.

Out-of-view pointing techniques were originally developed for reg-
ular computer displays [9, 17, 46], and later adapted to VR [23, 44]
and AR [43, 45] displays. Some of the techniques augment the display
hardware itself, e.g., with LEDs [64]. In the vast majority of the cases,
no information is given about the object of interest apart from its exis-
tence and its approximate location. Most techniques only give direction
clues [44, 45] while others also convey the distance of the object of
interest [54]. A few applications show data visualizations about the
object of interest for notifications [51], for fire companies [81] (figure
6) or in order to discover a city [36]. But in general, the amount of
information shown with this technique is limited.

3.8 Labelling

Fig. 7: The stereo panorama of the Luxor Temple was provided by Tom
DeFanti, Greg Wickham, and Adel Saad, with stereo rendering by Dick
Ainsworth for AR labelling [76].

Labelling in AR applications consists of displaying additional textual
information about objects of interest, which can be visible or not [62].
Figure 7 shows an AR application that displays information boxes
linked to the physical objects they belong to.

Labels are often displayed near the objects they refer to, and some-
times visual links are drawn between the labels and the objects to
highlight their association [1]. In order to position the labels at the
right place, a specific layout tracking or processing system is often
used [42] along with an adequate view management system [10] [42].
Recent work has introduced the use of labels in the specific case of
out-of-view objects, and highlighted their benefits [62]. In terms of
interaction, the user generally does not have explicit control over the
position of the labels. However, in order to make sure the labels are
visible and readable, their position is often automatically adjusted to
the position and orientation of the users’ head [62]. Although labels
can sometimes provide rich information as in Figure 7, in most cases,
labels only show very basic information about objects of interest. This
makes them similar to out-of-view pointing techniques.

3.9 Virtual Mirrors
A virtual mirror is a virtual tool that behaves like a physical mirror, i.e.,
it reflects nearby objects. Figure 8 shows an example.

Users can generally manipulate a virtual mirror as they would ma-
nipulate any real mirror [13]. The mirror’s surface shows the simulated
reflected image that allows the user to see non-visible content, such
as hidden faces of objects of interest or objects outside one’s field of

Fig. 8: Example of a virtual mirror used to see the hidden side of a
spine [12].

view. A variation of the virtual mirror are physical mirrors whose
image is digitally-generated and therefore virtual. For example, in the
Mind-Mirror project [66], users are equipped with an AR display and a
real mirror, and can see their own electroencephalography data through
the real mirror. One of the major benefits of mirror-based techniques is
that the mirror metaphor is very familiar to most users.

4 DESIGN SPACE

To lay out possible techniques that can handle non-visible referents
in situated visualizations, we describe 14 design dimensions broken
down into three categories, depending on whether they are relative
to the representation, to the visualization, or to the general situated
visualization system (see Table 1 for an overview).

We will reuse the two scenarios introduced in Section 2.1 to illus-
trate the different values the dimensions can take. In contrast to the
initial scenarios, we will assume that Alice and Max are now equipped
with lightweight AR head-up displays. We will ignore technological
limitations and implementation issues – for example, if Alice uses
X-ray vision to see behind a wall, we will not specify how the hidden
environment is visually reconstructed: it could be from an array of
surveillance cameras, from drones equipped with depth sensors, etc.

4.1 Process
This design space is the product of several (about 15) meetings between
the co-authors on the topic of handling hidden referents in situated
visualizations, and an analysis of the literature. Our first meetings were
dedicated to identifying different types of non-visibility, from which
we derived the typology reported in Section 2.2. In the next meetings,
we fleshed out a design space of occlusion management techniques,
starting with the dimensions from Elmqvist et al.’s taxonomy of 3D
occlusion management for visualization [29]. We kept iterating on our
design space in the subsequent meetings, and informed our discussions
by examining other related design spaces and taxonomies from the
literature (see Section 5.2 for details). We identified aspects from these
conceptual frameworks that were missing or under-discussed to be
able to cover situated visualization systems – for example, the need to
distinguish between the representation of the physical referent and the
visualization, the notions of spatial and temporal indirection, and the
use of mixed-reality displays. The survey of techniques from section 3
was developed in parallel to our design space, and the two informed
each other. In particular, we used the families of techniques to identify
missing dimensions from our design space, and we used our design
space to refine the definitions of our families of techniques. Finally,
once our set of dimensions was stabilized, we generated three use cases
to test and illustrate our design space (reported in subsection 5.1).

4.2 Category: General
The dimensions in this category capture general characteristics of the
situated visualization system that do not specifically apply to the repre-
sentation of the physical referent or to its visualization.

Non-visibility support: Refers to the types of non-visible physical
referents that are supported by the situated visualization system (see
subsection 2.2 for our terminology on the subject). In contrast to the
other dimensions, the values here are not mutually exclusive.



Table 1: Summary of all 14 design space dimensions. The dimensions are splitted into the three categories of Column 1. Their name appears
Column 2, followed by a synthetized descriptions of each Column 3 and the different values they can take Column 4.

Category Dimension Description Values

General

Non-visibility support The types of non-visible physical referents that are supported. Out-of-view Occluded Illegible
Interactivity The extent to which the user can interact with the representation or the visualization. Low Medium High
Interaction realism The extent to which the interaction techniques are reality-based. Low Medium High
Actionability The extent to which the user can act on the non-visible physical referent. Low Medium High

Representation

Representation fidelity The level of detail with which the physical referent is represented. Low Medium High
Representation refresh rate How often the representation of the referent is updated to reflect the real referent. Low Medium High
Surroundings inclusion How much of the environment around the referent is included in the representation. Low Medium High
Representation medium Whether the representation of the physical referent is digital or physical. Digital Mixed Physical
Representation integration To what extent the representation appears to be integrated in the user’s environment. Low Medium High

Visualization

Location information The amount of information shown about the physical referent’s location. Low Medium High
Visualization richness The amount of data visualized about the physical referent. Low Medium High
Visualization refresh rate How often the visualizations are updated to reflect data about the physical referent. Low Medium High
Visualization medium Whether the visualizations are digital or physical. Digital Mixed Physical
Visualization integration To what extent the visualizations appear to be integrated in the user’s environment. Low Medium High

- Out-of-view: The technique allows the user to see information about
physical referents that are outside their field of view. Example: In
Scenario 1, Alice stands in front of the door of the bedroom where
the child is stranded, thinking about what to do next. Meanwhile, she
talks to her partner behind her. Even though she is not facing him, a
virtual rearview mirror allows her to see him.

- Occluded: The technique allows the user to see information about
occluded referents. Example: Alice can see the child and information
about her through the bedroom door using an X-ray vision display.

- Illegible: The technique allows the user to see information about
illegible referents. Example: Alice zooms into the child’s face to see
if she is still conscious.
Interactivity: The extent to which the situated visualization system

allows the user to interact with – or reconfigure – the representation of
the physical referent or the data visualization (see again Figure 1 for our
terminology). A technique like World-In-Miniature is typically interac-
tive, because users can rotate and rescale the representations. However,
the same technique can have very different levels of interactivity.
- Low: The representation and the visualization are non-interactive.

Example: In Scenario 1, Alice searches for the stranded child. She
sees a video of the child with basic information about her vitals and
an arrow pointing to her direction, but there is no control to change
the camera settings or get further details about the child’s state.

- Medium: The user can interact with the representation or the visu-
alization to a limited degree. Example: Alice can turn the camera
image and the visualization on or off.

- High: The representation and the visualization are highly interactive.
Example: Alice can finely tune the camera image and the arrow
representation, and explore many different types of data dimensions
and visualizations for the vitals.
Interaction realism: The extent to which the interaction techniques

are reality-based, i.e., “increase the realism of interface objects and
allow users to interact even more directly with them—using actions
that correspond to daily practices within the non-digital world” [52]. In
the literature on immersive analytics, such interactions are also called
embodied [26]. Examples of reality-based interactions are virtual
mirrors, as they are used in a very similar way to real mirrors.
- Low: The interactions are not reality-based. Example: Alice is

looking for the child’s bedroom. She opens a virtual menu and
selects an option that displays a 3D arrow pointing at the bedroom.
Once in front of the bedroom door, she uses another menu to activate
an X-ray display that reveals the interior of the room. She then
activates visualizations of the room’s temperature and air quality, and
of the child’s vitals.

- Medium: The interactions are weakly reality-based or combine ele-
ments that are reality-based and others that are not.

- High: The interactions are reality-based. Example: Alice looks
around, which activates the 3D arrow. Once she sees the door, she
grabs a physical controller and uses it like a torch to activate the
X-ray display (as in [41]). The closer she moves to the door, the more
detailed information she gets about the room and the child.

Actionability: The extent to which the user can act on the non-
visible physical referent. For example, IoT and smart home applications
can give users control over lights or home appliances (e.g., [41]), and
thus they support actionability. In contrast, techniques such as out-of-
view pointing and labelling rarely support actionability.
- Low: The situated visualization system does not let the user act on

the physical referent. Example: in Scenario 2, while Max washes
the dishes, his heads-up display shows a heatmap visualization of the
pie’s temperature. The visualization indicates that the pie is about to
burn, but Max has to walk to the oven to turn it off.

- Medium: The technique supports basic actions on the physical ref-
erent such as flipping electronic states on and off, and other actions
typically supported by remote controllers. Example: Max has an
option to turn the oven off without having to walk to the oven.

- High: The technique allows rich manipulation of the physical ref-
erent, which include mechanical actions. Maximum actionability is
achieved when the user can manipulate the object as if they were
standing in front of it. Example: Max can open the oven’s door and
pull the oven rack out from a distance.

4.3 Category: Representation

The dimensions here capture characteristics of the representation of the
physical referent.

Representation fidelity: Refers to the level of detail with which the
physical referent is represented. It can go from a simple symbol to a
highly-detailed model of the physical referent.
- Low: The representation of the physical referent is either non-existent

or does not convey information on the visual appearance of the
referent (i.e., it is a symbol [55]). Example: Alice sees a “plus”
symbol indicating the location of the child behind the wall.

- Medium: The representation conveys some elements of the visual
appearance of the physical referent (i.e., it is a simple icon [55]).
Example: Alice sees the icon of a girl standing for the child.

- High: The representation is detailed and matches the visual appear-
ance of the physical referent reasonably well. Examples: Alice sees
a photo or a 3D model of the child.
Representation refresh rate: How often the representation of the

physical referent is updated to reflect the real referent.
- Low: The representation of the physical referent is generated once

and never updated. Example: in Scenario 2, Max asks the situated
visualization system to show him the fruits and vegetables he bought
a week ago at the market. The system shows him photos of the
produce taken before they were put in the fridge, which tells about
their number, type and size, but not whether they are about to go bad.

- Medium: The representation of the physical referent is occasionally
updated. Example: Max asks the situated visualization system to
show him the interior of the fridge. The system takes a photo every
morning, and shows him the last one. Max can see the fruits and
vegetables, and which of them should be eaten soon. However, he
does not see that Alice ate all the remaining grapes just an hour ago.



- High: The representation of the referent is updated in real time.
Example: Max sees a real-time video of the interior of the fridge.
Surroundings inclusion: How much of the physical environment

surrounding the referent is included in the representation.
- Low: The surroundings of the physical referent are not represented.

Example: Thanks to the x-ray feature, Alice sees the child through
the bedroom door, but only the child is represented. She cannot see
whether there are hazardous elements around the child.

- Medium: Several elements of the physical referent’s surroundings
are included in the representation. Example: The x-ray feature is
able to capture and render the entire bedroom, but Alice can only see
the portion that is visible through the virtual hole in the door.

- High: The representation includes a large part of the referent’s sur-
roundings. Example: Alice switches from the x-ray representation to
a world-in-miniature replica of the bedroom, where she can see the
child as well as all details of her physical environment.
Representation medium: Whether the representation of the physi-

cal referent is digital or physical. It can go from completely digital to
completely physical, or can be anywhere in-between [53, 67].
- Digital: The representation is a computer-generated image that is

immaterial. Example: While the truck is speeding to the house on
fire, the firefighting team downloads a floor plan of the house from a
central database, and video-projects it on the truck’s floor.

- Mixed: The representation combines physical with digital elements.
Example: The firefighting team uploads a floor plan of the house on
a shape display, i.e., a device with motorized pins [53]. The shape
displays morphs into a coarse physical replica of the house’s floors.
Other details (doors, fire exits, etc.) are video-projected.

- Physical: The representation is purely physical. Example: a high-
resolution shape display whose pins can change color morphs into a
detailed physical replica of the house’s floors.
Representation integration: The extent to which the representation

appears to be integrated in the user’s physical environment. If the
representation is physical (see above), its integration with the physical
world is necessarily high. If it is digital, it depends on the visual
metaphors and rendering techniques used to display it. One key factor
is whether the representation is egocentric (it follows the user) or
exocentric (it is attached to the physical referent or its environment).
- Low: The representation of the referent does not appear integrated

in the physical environment at all, and it is very clear that this repre-
sentation is a virtual image. Example: Alice sees a 3D model of the
child floating in the air.

- Medium: There is some sense that the representation is integrated in
the physical environment, but this integration is not fully believable.
Example: Alice sees the child through the door but it is clear that
the representation has been added, because of imperfections of the
AR rendering, and because it is not possible to see through physical
objects in reality.

- High: The representation appears to be an integral part of the physical
environment. Example: The situated visualization system renders a
perfect full-size replica of the child’s bedroom in front of Alice, as if
the door and the walls have been completely removed.

4.4 Category: Visualization

The dimensions in this category capture the characteristics of the visu-
alizations of data about the physical referent.

Location information: The extent to which the situated visualiza-
tion system visualizes information to help the user know where the
referent is located. This dimension can be low or high depending on
how precise and complete the information is.
- Low: The situated visualization system gives no information about

the location of the physical referent. Example: Max needs to assem-
ble the ingredients listed in the cook book. The system shows him
the ingredients he currently has but not where to find them.

- Medium: The system gives hints about the location of the physical
referent: for example, its distance or its direction. Example: The
system adds an arrow next to each ingredient listed in the cookbook,
that tells Max in which direction to go to find the ingredient.

- High: The systems gives enough information to be able to quickly
find the physical referent. Example: a combination of arrows, la-
bels and x-ray representations tell Max exactly where to find each
ingredient.
Visualization richness: The amount of information shown about

the physical referent. It can range from low (e.g., as in simple labelling
systems) to high (e.g., as in many virtual twins). This dimension is anal-
ogous to representation fidelity, except representation fidelity is about
the visual appearance of the physical referent, whereas visualization
richness is about its associated data. In addition, there is an upper limit
to representation fidelity, but no such limit for visualization richness.
- Low: The situated visualization system shows minimal information,

such as the name or the location (see before) of the physical refer-
ent. Example: Alice sees a label next to the child behind the door,
indicating her name and age.

- Medium: The system visualizes some data about the physical referent.
Example: next to the child, the system displays her body temperature,
breathing rate and heart rate.

- High: The system visualizes lots of data about the physical referent,
allowing the user to perform analytical tasks. Example: Alice sees
detailed health data about the child, allowing Alice to estimate how
much time is left before the child starts suffocating.
Visualization refresh rate: How often the visualization is updated

to reflect data about the physical referent. Refresh rate can be low
either because the visualization is not updated frequently enough, or
because the data is not updated or transmitted frequently enough. This
dimension is analogous to the representation refresh rate, but applied
to the referent’s data.
- Low: The data is collected and visualized once, and never updated.

Example: Alice sees a visualization of the planned trajectories of all
her firefighting partners, but does not see their current location or any
new information collected since they entered the house.

- Medium: The data and its visualizations are occasionally updated.
- High: The data and its visualizations are updated in real time. Exam-

ple: Alice sees the real-time location of her partners, which she can
compare with the trajectories to see who deviates from the plan.
Visualization medium: Whether the visualizations are digital or

physical. This dimension is analogous to the representation medium,
but applied to the visualizations.
- Digital: The visualizations are computer-generated images that are

immaterial. Example: In their truck, the firefighting team video-
projects a floor plan of the house on the truck’s floor, together with
visualizations of temperature and air quality data.

- Mixed: The visualizations combine physical with digital elements.
Example: A shape display morphs into a physical replica of the house
floors, and temperature and air quality data are video-projected on
top of this replica.

- Physical: The visualizations are purely physical. Example: on the
shape display, the walls and doors on the scale model change their
texture and color to reflect temperature and air quality data.
Visualization integration: The extent to which the visualizations

appear to be integrated in the user’s physical environment. This di-
mension is analogous to the representation integration, but applied to
the visualizations. It is generally more difficult for visualizations to
be perceived as highly integrated, because visualizations tend to use
abstract encodings that do not resemble objects in the real world [21].
- Low: The visualizations do not appear integrated in the physical

environment at all. Example: While facing the bedroom door, Alice
sees data about the air quality inside, as 2D charts floating in the air.

- Medium: There is some sense that the visualizations are integrated in
the physical environment, but this integration is not fully believable.
Example: With her x-ray vision, Alice sees situated volumetric
visualizations of air quality data through the door, but it is clear that
those visualizations are not part of the physical world.

- High: The visualizations appear to be part of the physical envi-
ronment. Example: the situated visualization system replicates the
interior of the bedroom perfectly and at full scale, giving the illu-
sion that walls and doors have been removed. Smoke of different
colors can be seen in different areas of the bedroom, to convey high



concentrations of invisible but harmful gases and particles.

5 DISCUSSION

In this section, we illustrate the use of our design space in different
application areas, discuss trade-offs and limitations and propose several
directions for future work.

5.1 Use Cases and Design Trade-Offs
To illustrate the different concepts from our framework (terms high-
lighted in bold), we discuss three examples of application areas for
situated visualizations. For each of them, we cite an existing research
prototype from the visualization literature, and discuss different ways
in which this prototype could handle non-visible referents.

1. Building Management. Some buildings like factories and power
plants contain many sensors producing large quantities of data [74].
Technicians need to understand this data to be able to deal with failures
or optimize the building’s behaviour (e.g., its energy consumption).
It can be useful to have AR systems that can position data visualiza-
tions directly near their physical referents, but often the referents are
non-visible. Consider an air conditioning system: objects of interests
may include air handling units, air return fans, dampers, pipes and
vents. Most of these are non-visible due to occlusion: they are either
behind walls, in the ceiling or in the floor. Suppose we want to 1) help
technicians diagnose air conditioning problems from anywhere in the
building, 2) help them locate and fix the problem once they are in the
room. For task 1), the AR system could use a virtual twin, as in the
Corsican Twin [74], which uses virtual twins for building management.
In such a case, it is important to provide as much useful information as
possible about objects of interest, which could imply supporting a high
representation fidelity, a high visualization richness, and surround-
ings inclusion. Now if we turn to task 2), surroundings inclusion is
much less important, since the technicians can now see the physical
environment. However, choosing a technique with high integration
like x-ray vision is desirable, as technicians may need to quickly test
and fix broken equipment. While equipment repair often requires phys-
ical presence, other building maintenance tasks can be done through
the remote control of electrical and mechanical equipment. In these
cases, integrating remote control features directly in the situated vi-
sualization system itself can help support actionability. Furthermore,
the system could let users control remote objects of interest directly
through their representation, as if they were actually manipulating the
objects themselves, and thus support high interaction realism.

2. Studying Plants. Situated visualizations can help study plants:
for example, Virtual Vouchers [94] is a mobile AR system that helps
botanists recognize and study plant species using a large dataset consist-
ing of photographs of dead leaves called vouchers. Now, commercial
mobile apps (e.g., https://plantnet.org) can automatically rec-
ognize plants and display information about them. In all such cases,
the objects of interest are plants, and AR can be used to display data
about those plants through visualizations, next to the plant themselves.
Examples of data include geo-temporal records of the species [94],
or the place and time the same species was identified. While current
apps assume users are always facing the plant they want to learn about,
there are possible scenarios where the plants of interest cannot be seen;
For example, a botanist, a forest conservationist, or a nature enthusiast
may want to go to a location known for the presence of a rare plant
species, or may go on a hike and wish to learn about interesting plants
nearby. In such cases, a situated visualization may use a geographical
database of plant species distributions [18] or individual specimens [14],
and show data about plants that are in proximity but cannot be seen.
The system could additionally help users orient themselves using tech-
niques with high representation integration and low surroundings
inclusion (e.g., off-view pointing techniques or labels) or techniques
making the opposite trade-off (e.g., worlds-in-miniature). For plants,
which do not change rapidly, the use of a high representation refresh
rate or visualization refresh rate is not necessary. Having a high
representation fidelity may be useful however, but is very difficult
to do technically, unless the geographical database of plant species is
regularly updated by volunteers taking photos or scans of plants.

3. Caregiving. Situated visualizations can be used to assist care-
givers, nurses, and doctors by providing them with information about
patients in a medical facility or a care home. For example, Situated
Glyphs [91] provide caregivers with situated medical information about
patients, such as records of their recent incidents (e.g., a fall) or their
schedule (e.g., lunchtime, recreational activities, family visitation). In
this context, the objects of interest are the patients, and the patients
may be non-visible if they are in a different room than the caregiver.
Yet caregivers may still need to access the data, especially for moni-
toring purposes or in a presence of a suspected emergency. Despite all
their advantages, situated physical displays like Situated Glyphs have
a poor non-visibility support. Medical facilities often have control
rooms for monitoring patient vitals, but when caregivers are neither
in the control room nor in the patient’s room (e.g., they are moving
between patients), they lose access to the information. Therefore, an
alternative could be to equip caregivers with lightweight AR displays
where they could see both a representation of the patients and visual-
izations conveying important information about them. In the context of
caregiving, a high visualization refresh rate is important for patients
under intensive care or who are at a risk of accident. If keeping an
overview of all patients at all times is a desirable option, then the system
would need to use a low visualization richness to prevent clutter, and
offer the user the option to increase visualization richness for specific
patients of interest. In this case, having a high representation fidelity
as well as a high representation refresh rate could potentially convey
important qualitative information that complements the quantitative
information captured by sensors.

5.2 Link to Other Conceptual Frameworks
In this section, we discuss the differences and similarities between our
terminology and design space, and other conceptual frameworks.

Non-visibility support. In the ProxSituated Visualization paper
[77] we already mentioned in Section 2.1, the authors relate the visi-
bility of the referent to spatial indirection, i.e., the extent to which the
physical referent is far from the visualization and the user. Our termi-
nology on non-visibility (Section 2.2) is more precise and considers
whether the physical referent can actually be seen irrespective of spatial
indirection, and if not, why. Our non-visibility support dimension also
relates to the scope dimension of Willett et al.’s [95] visualization-as-
superpower framework: the more the kinds of non-visibility supported,
the larger the scope of the situated visualization system.

Interactivity and interaction realism. Those dimensions were ini-
tially inspired by the interaction model dimension in Elmqvist’s [29]
taxonomy of 3D occlusion management for visualization. Like their
taxonomy, our dimensions aim to capture how the user interacts with
the system: are they active or passive, what kind of gestures do they
use, are they in control? We first reused Elmqvist’s active/passive
dimension. However, in XR environments, users are rarely completely
passive – we capture this with our interactivity dimension, which lies on
a continuum. This dimension also maps to the degree of control dimen-
sion in Willett et al.’s [95] visualization-as-superpower framework. In
addition to the level of interactivity, users can be active in very different
ways; In XR research, interactions that go beyond classical interaction
styles are often qualified as embodied [26] or reality-based [52]. The
two terms are similar but the former emphasizes the use of the body,
while the latter emphasizes interactions that are close to real-world
actions. We chose the latter term for our dimension interaction realism,
because we found that it made it easier to classify techniques.

Actionability. In contrast with Elmqvist’s model, we make the
distinction between interacting with visualizations (interactivity) and
interacting with physical referents (actionability). A similar distinction
is made in Thomas et al.’s [88] characterization of situated visualiza-
tions, which distinguishes between three levels of interaction: altering
the visualization pipeline, directly altering the visualization’s physical
presentation, and directly altering the visualization’s physical referent.
Actionability also relates to the notion of pragmatic superpower in
Willett et al.’s [95] visualization-as-superpower framework.

Representation fidelity and representation / visualization me-
dium. These three dimensions were initially inspired by a design
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space of worlds-in-miniature introduced by Danyluk and al. [27], and
in particular by its abstraction dimension. The ProxSituated frame-
work [77], despite having been developed independently from ours, also
includes the related dimension of representation form and in particular
tangibility, which maps to our representation / visualization medium
dimensions. The dimensions in our category visualization were also
broadly inspired by Ens and al.’s [31] paper on Grand Challenges
in Immersive Analytics, in which they discuss data representation in
immersive situated visualizations.

Surroundings inclusion. This dimension maps to the concept of
environment in the ProxSituated visualization framework [77].

Visualization richness. This dimension maps to the information
richness dimension in Willett et al.’s [95] visualization-as-superpower
framework, and the notion of information bandwidth discussed in
Ens and al.’s [31] Grand Challenges paper. It is also close to the
semantic relevance dimension in the taxonomy of annotation in outdoor
augmented reality [97], and the concept of value in Lin et al.’s [62]
taxonomy of labelling techniques.

Representation / visualization refresh rate. These dimensions
relate to the notion of temporal indirection in the embedded representa-
tion [96] and the ProxSituated [77] frameworks, and to the notion of
temporal relevance in the visualization-as-superpower framework [95].

Visualization integration. This dimension relates to the distinction
between situated and embedded visualization in the embedded repre-
sentation framework [96]: embedded visualizations are higher on the
integration dimension than non-embedded situated visualizations.

Dimensions values. The choice to use three values (low, medium,
high) in most of our dimensions was inspired by the design space of
anthropographics by Morais and colleagues [69].

5.3 Descriptive and Generative Power
Our conceptual framework (terminology, typology of techniques, and
design space) can help describe and compare situated visualization
systems in terms of their support for non-visible referents – includ-
ing the extent of this support, and how this support is achieved. We
successfully applied our design space to characterize the few existing
situated visualization systems we know of that have some support for
non-visible referents (see table in supplementary material). The Gen-
eral and Representation categories of our design space (see Table 1)
can also be used to characterize the mixed-reality systems we surveyed
in section 3, which support non-visible objects of interest but generally
include no data visualization. We however envision that our conceptual
framework will be most useful in the hands of designers of new situated
visualizations, to help them choose what types of non-visible refer-
ents they want to support and how. This ability to guide the design of
new situated visualizations confers to our framework some generative
power, which we illustrated through use cases in subsection 5.1. Our
framework is probably less suited for designing novel techniques for
handling hidden referents, although it provides an overview of existing
techniques that can help identify gaps. Future work could involve a
validation of the framework’s descriptive power, for example by asking
designers to prototype situated visualizations with and without our
framework.

5.4 Techniques not Discussed
In Section 3, we defined a scope for our survey and our design space,
which helped us keep our framework simple but inevitably led us to
exclude potentially interesting techniques. We discuss them here, by
revisiting our three main criteria for inclusion we listed in Section 3.

1. Visual only. We only considered the use of visual techniques to
handle non-visible objects of interest. Although we are not aware of
non-visual techniques in the context of situated visualisation, Prouzeau
et al. [73] proposed to use vibrotactile feedback to manage occlusion
and overplotting in immersive 3D scatterplots. Their technique encodes
occluded information (e.g., the local density of points) with the strength
of vibration of a VR controller. Their study suggested that the use of
haptic feedback is beneficial compared to a classic visual technique (in
that case, a cutting plane) in cases where the scene is already visually
complex. Nonetheless, the paper also showed that the haptic channel

has a limited bandwidth compared to the visual channel. The use of non-
visual channels, such as haptic and audio, deserve to be investigated to
convey limited amounts of information about non-visible referents in
situated visualizations, especially when the scenes are visually cluttered.
Future work in this area would need to investigate how to link this non-
visual information to the physical referents.

2. Object-aware. We assumed the existence of an object of interest
that the system knows about, and we therefore excluded all object-
agnostic approaches. Nevertheless, object-agnostic approaches could
still be helpful in dealing with non-visible referents in situated visual-
izations. For example, an x-ray vision technique that is object-agnostic
and renders anything that is occluded could still help users see potential
physical referents or their physical surroundings, even though it may
not be able to link visualizations to their physical referents. Similarly,
a situated visualization system could display feeds of video cameras
placed in hidden areas where physical referents are likely to be situated,
such as areas under surveillance [7], places where maintenance tasks
are being carried out [98], or the parts of a body that are undergoing
surgery [50]. Among object-agnostic techniques, some techniques exist
that widen the user’s field of view, sometimes providing a 360° field
of view [5]. Some of these techniques combine wide-angle views with
regular views [35, 68]. All such techniques can help users see physical
referents, although again, they cannot help them find referents or relate
them with their corresponding visualizations.

3. No movement required. We only considered systems allow-
ing users to see information about non-visible referents from where
they stand, and therefore excluded systems requiring them to move.
Such systems could nevertheless facilitate the use of situated visual-
izations where physical referents are not always in view. For example,
tour planning techniques can show users how to get to a specific loca-
tion [4, 22, 24, 30], and could potentially guide them to a non-visible
physical referent; once the user is there, the referent stops being non-
visible. The out-of-view pointing techniques we discussed in subsec-
tion 3.7 sometimes serve the same function, but we included them
nonetheless because the arrow does give immediate information about
the physical referent (its location), albeit very limited information. At-
tention guiding techniques are similar to tour planning, except they do
not involve locomotion – only posture changes [83]. Another approach
is to directly move the user to the non-visible object of interest. This
is possible in virtual worlds using teleportation techniques (e.g., [48]),
but such motions are virtual. In situated visualization systems, actually
teleporting users is not possible, but autonomous vehicles could in
principle be used to physically bring users closer to physical referents
of interest.

6 CONCLUSION

We proposed a conceptual framework to help researchers and user inter-
face designers think about how to handle non-visible physical referents
in situated visualizations. This framework consists of 1) a terminology,
2) a typology of techniques, 3) a design space. Our framework reflects
the diversity of mixed-reality techniques that can be used to address a
variety of situations in which physical referents are not visible. It also
highlights areas that remains unexplored and opportunities for future
research. However, our framework is far from capturing all aspects
relevant to the design of situated visualizations that can handle hidden
referents, nor does it cover all possible designs. There are many consid-
erations that go into the design of such interactive systems, and a single
design space cannot possibly capture them all. However, we believe
our conceptual framework is a useful starting point for discussion and
reflection. In particular, we hope that our terms and concepts will make
it easier for researchers and practitioners to think and discuss about the
issue of non-visible physical referents in situated visualizations, and
that they will be extended to cover broader cases. On a general level,
we hope that this work will open interesting discussions and inspire
more research about this neglected topic, and more broadly, about the
question of how to take into account the complexity of physical-world
constraints when designing situated visualizations.
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