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Abstract: This work deals with the problem of finite-time homogeneous observer design for
linear systems. Compared to other works, the stability conditions and parameters tuning are
formulated using linear matrix inequalities being less conservative. The proposed results are
based on the homogeneity property and Implicit Lyapunov Function method. The results are
supported with simulation examples.
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1. INTRODUCTION

The problem of nonlinear observer design remains to be
active research domain (e.g., Afri et al., 2017; Lopez-
Ramirez et al., 2018; Andrieu et al., 2009; Angulo et al.,
2013; Andrieu et al., 2008, etc.). State estimation with
time constraints (e.g., finite/fixed-time observers) is highly
demanded specially for fast control systems, for control
processes strongly restricted by time and for fault detec-
tion. Also, finite-time estimation is a simple way to realize
the separation principle, when the problems of observer
and control design can be considered and analyzed inde-
pendently.

This paper is devoted to the well-known problem of finite-
time observer design for the linear system

ẋ = Ax, y = Cx, x ∈ Rn,

A =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .

...
0 0 0 · · · 1
0 0 0 · · · 0

 , C = [1 0 · · · 0]
(1)

with the following homogeneous observer (Davila et al.,
2005; Perruquetti et al., 2008)

˙̂x = Ax̂+ diag{li}ni=1


|x̂1 − y|1+µsign(x̂1 − y)
|x̂1 − y|1+2µsign(x̂1 − y)

...
|x̂1 − y|1+nµsign(x̂1 − y)

 , (2)

where µ ∈ (−1/n, 0), and the gains li ∈ R for i = 1, ..., n
to be determined. Many studies have been devoted to the
analysis of such and similar (for example, sliding-mode
observers with µ = −1/n) observers. However, the existing
results have drawbacks, the main of which are listed below:

• most of the results are valid only for sufficiently small
µ, i.e., for the case the observer (2) is close to the
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standard Luenberger observer (see, e.g., Perruquetti
et al., 2008);

• the proposed stability conditions of the observation
error system (observer parameters tuning) are too
conservative (including distributed-parameter linear
matrix inequalities (LMIs) in Lopez-Ramirez et al.,
2018);

• some results are presented only for a particular n
(e.g., finite-time differentiators Davila et al., 2005;
Angulo et al., 2013);

• some works do not provide the settling time estima-
tion (e.g., results based on homogeneous approxima-
tions).

Compared to other results, in this paper the stability con-
ditions and parameters tuning are formulated being less
conservative. The proposed conditions are based on the
use of homogeneity property and the Implicit Lyapunov
Function (ILF) method.

The structure of this paper is as follows. Notations used in
the work are introduced in Section 2. Section 3 considers
preliminaries used in the paper. The results on finite-
time observer design are presented in Section 4. Finally,
conclusions are given in Section 5.

2. NOTATION

Through the paper the following notation will be used:

• R+ = {x ∈ R : x > 0}, where R is the field of real
numbers;

• Rn denotes the n dimensional Euclidean space with
vector norm ∥ · ∥;

• The symbol 1,m is used to denote a sequence of
integers 1, ...,m;

• The order relation P > 0 (< 0; ≥ 0; ≤ 0) for
P ∈ Rn×n means that P is symmetric and positive
(negative) definite (semidefinite);

• λi(A) denotes i
th eigenvalue of a matrix A ∈ Rn×n;

• The set of (nonnegative) diagonal matrices with di-
mension n× n is defined by (Dn

+) Dn;



• diag{λi}ni=1 is a diagonal matrix with elements λi,
i = 1, n;

• Om×n denotes zero matrix with dimension m× n;
• In ∈ Rn×n is the identity matrix;

• es(i) =

0 · · · 0
ith︷︸︸︷
1 0 · · · 0︸ ︷︷ ︸

s components


T

∈ Rs, s ≥ 1, is a

vector of the canonical basis of Rs.

3. PRELIMINARIES

3.1 Finite-time stability

Let us consider the system

ẋ(t) = f(x(t)), x(0) = x0, t ≥ 0, (3)

where x(t) ∈ Rn is the state vector, f : Rn → Rn is a
nonlinear continuous vector field and f(0) = 0.

Definition 1 (Bhat and Bernstein, 2000; Orlov,
2004) The origin of (3) is said to be globally finite-time
stable if it is globally uniformly asymptotically stable and
there exists a locally bounded function T : Rn → [0,+∞)
such that any solution x(t, x0) of the system (3) for all
x0 ∈ Rn satisfies x(t, x0) = 0,∀t ≥ T (x0). The function T
is called a settling-time estimate.

The following theorem presents the ILF method for finite-
time stability analysis.

Theorem 1 (Polyakov et al., 2015) If there exists a
continuous function

Q : R+ × Rn → R
(V, x) 7→ Q(V, x)

such that
C1) Q is continuously differentiable outside the origin;
C2) for any x ∈ Rn\{0} there exist V − ∈ R+ and
V + ∈ R+:

Q(V −, x) < 0 < Q(V +, x); (4)

C3) for Ω = {(V, x) ∈ Rn+1 : Q(V, x) = 0}
lim
x→0

(V,x)∈Ω

V = 0+, lim
V→0+

(V,x)∈Ω

∥x∥ =0, lim
∥x∥→∞
(V,x)∈Ω

V=+∞;

C4) the inequality

−∞ <
∂Q(V, x)

∂V
< 0

holds for ∀V ∈ R+ and ∀x ∈ Rn\{0};
C5) the inequality

∂Q(V, x)

∂x
f(x) ≤ σV 1−µ ∂Q(V, x)

∂V

holds ∀(V, x) ∈ Ω, where 0 < µ ≤ 1 and σ ∈ R+ are some
constants.
Then the origin of the system (3) is globally finite-time
stable with the following settling time estimate

T (x0) ≤
V µ
0

σµ
,

where V0 ∈ R+ : Q(V0, x0) = 0.

3.2 Homogeneity

The homogeneity is a symmetry property of an object with
respect to a group of dilations (Zubov, 1958; Polyakov,
2020; Kawski, 1991). A map d : R → Rn×n is called a
linear dilation, where d(s) = eGds, and the anti-Hurwitz
matrix Gd is called the generator of dilation.

Definition 2 (Kawski, 1991) A vector field f : Rn →
Rn (a function g : Rn → R) is said to be d-homogeneous
of degree ν ∈ R if

f(d(s)x) = eνsd(s)f(x), ∀x ∈ Rn \ {0}, ∀s ∈ R.
(resp. g(d(s)x) = eνsg(x), ∀x ∈ Rn \ {0}, ∀s ∈ R.)

(5)
The system ẋ = f(x) is called d-homogeneous if f(x) is
d-homogeneous.

In the case when the matrix Gd is diagonal, the type of
homogeneity is called weighted.

Note that the homogeneity property implies robustness
to external perturbations, measurement noise and time-
delays (see, for example, Bernuau et al., 2013; Efimov and
Polyakov, 2021).

3.3 Stability analysis of homogeneous systems with sector
nonlinearities

Consider the system:

ẋ(t) = A0x(t) +

M∑
j=1

Ajf
j(Ux(t)), t ≥ 0, (6)

where x(t) ∈ Rn is the state vector,

f j(Ux) = [f j1 (e
T
n (1)Ux) . . . f

j
n(e

T
n (n)Ux)]

T , j = 1,M

are continuous functions ensuring existence of solutions of
the system (6) in forward time, f j(0) = 0, U and Ak for
k = 0,M are the matrices with dimensions Rn×n.

It is assumed that the system (6) satisfies the following
properties:

Assumption 1 For any i = 1, n, j = 1,M :

sf ji (s) > 0 ∀s ∈ R \ {0}. (7)

Assumption 2 The system (6) is d-homogeneous of
degree µ < 0 with the generator Gd, i.e.

d(s)

(
A0x+

M∑
j=1

Ajf
j(Ux)

)

= e−sµ

(
A0d(s)x+

M∑
j=1

Ajf
j(Ud(s)x)

)
, ∀s ∈ R, ∀x ∈ Rn;

(8)

and there exists ρ ∈ {1, ...,M} such that f j(Ux) =
e−sµd(s)−1f j(Ud(s)x) are homogeneous of degree µ for
j = 1, ρ.

Assumption 3 Each row of the matrix U is a left
eigenvector of Gd, i.e., e

T
n (i)U = ui(Gd) for i = 1, n.

After proper re-indexing and decomposition of a nonlinear
system dynamics the sector condition (7) and homogeneity
property imply that:



• for any i = 1, n, j = 1, ζ the nonlinearities f ji have
unbounded integrals, i.e.,

lim
s→±∞

∫ s

0

f ji (σ)dσ = +∞, (9)

where ζ ≥ ρ;
• due to negative homogeneity degree µ for any i = 1, n,
j = 1, ρ:

sf ji (s) > ψj
i s

2 ∀s ∈ [si, si] \ {0}, (10)

where ψj
i ∈ R+ and −∞ < si < 0 < si < +∞.

Define Ψj = diag{ψj
i }ni=1 ∈ Dn

+, j = 1, ρ and denote
ui = ui(Gd) for compactness. Define I ∈ Rn×n : Ii,j ={
sign(uiu

T
j ), if uj ,ui are parallel

0, otherwise
for i, j = 1, n.

Introduce an ILF candidate in the form

Q(V, x) = xTdT (− lnV )Pd(− lnV )x

+2

M∑
j=1

n∑
i=1

Λj
i

∫ uid(− lnV )x

0

f ji (s)ds− χ,
(11)

where Λj = diag{Λj
i}ni=1 ∈ Dn

+, P ∈ Rn×n is a symmetric
positive semi-definite matrix, and χ ∈ R+.

Theorem 2 (Zimenko et al., 2021) Let Assumptions
1, 2, 3 be satisfied. Let α, ι1, ι2 ∈ R+ be chosen such that
the LMI system

P ≥ 0; Γ > 0; ι1P + UT

ζ∑
j=1

ΛjU > 0; (12a)

PGd +GT
dP ≥ 0; (12b)

UT
M∑
j=1

ΛjU + ι2(PGd +GT
dP ) > 0; (12c)

Q1 +Q3 + αQ2 ≤ 0, (12d)

is feasible for some P = PT ∈ Rn×n; Λj ∈ Dn
+, j = 1,M ,

0 ≤ Ξ = ΞT ∈ R(M+1)n×(M+1)n, where for X = P +∑ρ
j=1 U

TΛjΨjU and Ã0 = A0 +
∑ρ

j=1AjΨ
jU

Q1 =


XÃ0+Ã

T
0 X XA1+Ã

T
0 UTΛ1 ··· XAM+ÃT

0 UTΛM

Λ1UÃ0+A
T
1 X Λ1UA1+A

T
1 UTΛ1 ··· Λ1UAM+AT

1 UTΛM

...
...

. . .
...

ΛMUÃ0+A
T
MX ΛMUA1+A

T
MUTΛ1 ··· ΛMUAM+AT

MUTΛM

;

Q2 =


XGd +GT

dX UTΛ1H · · · UTΛMH

HΛ1U
...

HΛMU

OMn×Mn

 ;

Q3 = Ξ+


Υ0,0 UTΥ0,1 ··· UTΥ0,M

Υ0,1U Υ1,1 ··· Υ1,M

...
...

...
...

Υ0,MU ΥT
1,M ··· ΥM,M

 ,
H = diag{λi(Gd)}ni=1, Υ0,0 = On×n, Υ0,i ∈ Dn

+, Υi,i =

ΥT
i,i ∈ Rn×n,

Υi,j ∈ Rn×n : eTn (η)Υi,jen(l)

≥0, if eTn (η)Ien(l)=1
≤0, if eTn (η)Ien(l)=−1
=0, otherwise

for i = 1,M , j = i,M , η, l = 1, n.

Then the origin is globally finite-time stable and

T (x0) ≤ −V
−µ
0

αµ
,

where Q(V0, x0) = 0 for

χ < n min
i∈1,n

{s2i , s2i }λmin(X)∥U∥−2.

As shown in the following section, the error equation
for the observer (2) can be represented in the form (6).
However, in this case the LMI system from Theorem 2 for
n ≥ 3 is unfeasible. The present paper extends the result
of Theorem 2 for stability analysis of the observation error
in (2) for any n ≥ 1.

4. MAIN RESULT

Consider the problem of state estimation for the system (1)
with the observer in the form (2).

For e = x̂− x the error system takes the form

ė = Ae+diag{li}ni=1


|e1|1+µsign(e1)
|e1|1+2µsign(e1)

...
|e1|1+nµsign(e1)

, e(0) = e0. (13)

Note that the system (13) is homogeneous of degree µ < 0
withGd = diag{1+(i−1)µ}ni=1, i.e., the system is weighted
homogeneous.

Note that a qualitative robustness analysis for such ob-
server based on the homogeneity property is provided
by Lopez-Ramirez et al., 2018 (the observer is Input-to-
State Stable with respect to exogenous disturbances and
measurement noises). Thus, in this paper we consider the
disturbance free case.

Remark 1 For A0 = A, M = 1, A1 = diag{li}ni=1, d ≡ 0,

U =

 1 0 · · · 0
1 0 · · · 0
· · · · · · · · · · · ·
1 0 · · · 0

,

f1(Ue) =


|e1|1+µsign(e1)
|e1|1+2µsign(e1)

...
|e1|1+nµsign(e1)

 (14)

the system (13) corresponds to (6), i.e.,

ė = Ae+A1f
1(Ue). (15)

However, for the system (15) the LMIs (12) are not feasible
for n ≥ 3, i.e., Theorem 2 is not applicable for stability
analysis of (15). Compensation of this drawback is the
main result of this paper.

Denote f̂i(s) = f1i (s) − s, i = 1, n and f̂(s) =

[f̂1(s), ..., f̂n(s)]
T . Note that according to (14) we have

0 ≤ f̂i(s) ≤ f̂i+1(s) for any s ∈ [0, 1], i = 1, n− 1. Then,
taking it into account, define the matrices Υ0,1 ∈ Dn,
Υ1,1 = ΥT

1,1 ∈ Rn×n such that s
On−1×n

f̂(s)

T[
On×n UTΥ0,1

Υ0,1U Υ1,1

] s
On−1×n

f̂(s)

 ≥ 0, ∀s ∈ [0, 1],

(16)



i.e., some elements eTn (η1)Υi,jen(η2), η1, η2 ∈ 1, n of the
matrices Υi,j , i ∈ 0, 1, j = 1 can be selected to be negative
if there are positive elements of Υl,q, l, q ∈ 0, 1 that

correspond to multiplication of terms f̂η3
(s) and f̂η4

(s),
η3, η4 ∈ 1, n with the same multipliers, where

f̂η3
(s)f̂η4

(s) ≥ f̂η1
(s)f̂η2

(s);

and the sum of these elements is greater or equal than
the sum of absolute values of negative counterparts that
correspond to terms with slower dynamics. For example,

for n = 3 the matrix
[

On×n UTΥ0,1

Υ0,1U Υ1,1

]
can take the form

[
On×n UTΥ0,1

Υ0,1U Υ1,1

]
=


0 0 0 ξ1 ξ2 ξ3
0 0 0 0 0 0
0 0 0 0 0 0
ξ1 0 0 −2(ξ2+ξ3+ξ5+ξ6) ξ5 ξ6
ξ2 0 0 ξ5 −2ξ4 ξ4
ξ3 0 0 ξ6 ξ4 0

,
ξi ≥ 0, i = 1, 6,

where the following inequalities f̂i(s) ≤ f̂i+1(s) for i = 1, 2

and sf̂j(s) ≥ [f̂1(s)]
2 for j = 2, 3 are taken into account.

In line with (11), let us introduce an ILF candidate in the

form V ∈ R+ : Q̃(V, e) = 0, where

Q̃(V, e) = eTdT (− lnV )Pd(− lnV )e

+2

n∑
i=1

Λi

2 + iµ
|V −1e1|2+iµ − χ,

(17)

0 ≤ P ∈ Rn×n, Λ ∈ Dn
+, χ ∈ R+.

Now we are ready to present our main results.

Theorem 3 Let α, ι1, ι2,∈ R+ and βi ≥ 0, i ∈ 1, n be
chosen such that the LMI system

P ≥ P̃ ≥ 0; (18a)

ι1P + UTΛU > 0; (18b)

PGd +GT
dP ≥ 0; (18c)

UTΛU + ι2(PGd +GT
dP ) > 0; (18d)

Q1 +Q3 +Q4 + αQ2 ≤ 0, (18e)

is feasible for P̃ ,Λ ∈ Dn
+, P,Ξ ≥ 0, where for Ã0 = A0 +

A1U , A1 = diag{li}ni=1, P̃1 = λ1(P̃ ) and X = P +UTΛU :

Q1 =

[
XÃ0 + ÃT

0X XA1 + ÃT
0 U

TΛ

ΛUÃ0 +A1X ΛUA1 +A1U
TΛ

]
,

Q2 =

[
XGd +GT

dX UTΛGd

GdΛU On×n

]
,

Q3 = Ξ+

[
On×n UTΥ0,1

Υ0,1U Υ1,1

]
,

Q4 =

[
Q41 On×n

On×n Q42

]
,

Q41 =

n∑
i=1

−βiiµ
(

1

1 + iµ

)1+ 1
iµ
(
P − 1 + iµ

2
RP̃

)
,

Q42 = −

P̃1 + 2

n∑
j=1

Λj

2 + jµ

 diag {βi}ni=1 .

and Υ0,1 ∈ Dn
+, Υ1,1 = ΥT

1,1 ∈ Rn×n are in accordance
with (16). Then the observer (2) provides finite-time con-
vergence of the observation error and

T (e0) ≤ −V
−µ
0

αµ
,

where V0 ∈ R+ : Q̃(V0, e0) = 0 for χ = P̃1 + 2
∑n

i=1
Λi

2+iµ .

By Implicit Function Theorem (Courant and John, 2000)
we have

V̇ = −
(

∂Q̃

∂V

)−1
∂Q̃

∂x
ė

= 2V

(
eTd(− lnV )(PGd +GdP )d(− lnV )e

+2u

n∑
i=1

Λiλi(Gd)V
−1e1f

1
i (uV

−1e1)

)−1

×

[
eTd(− lnV )Xd(− lnV )ė+

n∑
i=1

Λif̂i(uV
−1e1)uV

−1ė1

]
= 2V 1+µ

(
eTd(− lnV )(XGd +GT

dX)d(− lnV )e

+ 2eTd(− lnV )UTΛGdf̂(Ud(− lnV )e)
)−1

×
[
eTd(− lnV )XÃ0d(− lnV )e

+ eTd(− lnV )XA1f̂(Ud(− lnV )e)

+ V −µėTd(− lnV )UTΛf̂(Ud(− lnV )e)
]

= 2V 1+µ
(
yTQ2y

)−1 [
eTd(− lnV )XÃ0d(− lnV )e

+ eTd(− lnV )XA1f̂(Ud(− lnV )e)

+eTd(− lnV )ÃT
0 UTΛf̂(Ud(− lnV )e)

+ f̂(Ud(− lnV )e)TA1U
TΛf̂(Ud(− lnV )e)

]
= V 1+µ yTQ1y

yTQ2y
,

(19)

where

y =

[
d(− lnV )e

f̂(Ud(− lnV )e)

]
,

and according to Remark 1, the matrix Q1 is not negative
definite. The main technical step that allowed us to extend
the result of Theorem 2 to the system (15) with n ≥ 3 is
the use of the inequality

[f̂i (Ud(− lnV )e)]2

≤
−iµ

(
1

1+iµ

)1+ 1
iµ u2

P̃1+2u2
∑n

i=1
Λi

2+iµ

eTdT (−lnV )

(
P−

1+iµ

2
RP̃

)
d(−lnV )e.

(20)

Indeed, using Q4 based on (20) (i.e., yTQ4y ≥ 0 hold), one
can obtain inQ1+Q3+Q4 a stable matrix in the lower right
quadrant (due to the form of the matrix U the lower right
quadrant Q1 + Q3 has non-negative eigenvalues), while
the positive definite matrix Q41 is added to the upper

left quadrant. Since −iµ
(

1
1+iµ

)1+ 1
iµ → 0 as µ → 0 (i.e.,

the undesirable effect of the matrix Q41 decreases as |µ|
decreases) the inequality (18d) is feasible for sufficiently
small |µ|. As shown in the following example, the sys-
tem (18) may be feasible for µ close to the limit value
−1/n.

Example 1 Consider the 3rd order system (1) and
the observer (2) with µ = −0.3. Let us choose A1 =[−0.5 0 0

0 −0.3 0
0 0 −0.025

]
(the matrix Ã0 is Hurwitz). The

system (18) is feasible with α = 0.005, β1 = 0, β2 = 0.06,
β3 = 0.03 and



Q3 =


0 0 0 14.7643 6.4945 3.2112
0 0 0 0 0 0
0 0 0 0 0 0

14.7643 0 0 −189.9629 68.2185 17.0571
6.4945 0 0 68.2185 −24.3751 12.1875
3.2112 0 0 17.0571 12.1875 0

 .
The results of simulation are shown in Fig. 1.

Fig. 1. Simulation plot of e

Remark 2 Note that the term 2
∑n

i=1
Λi

2+iµ (uV
−1e1)

2+iµ

in (17) allows to weaken inequalities. Indeed, for Example
1, where Λ = 0 (in this case ILF takes the same form as
considered by Lopez-Ramirez et al., 2018), the system (18)
is feasible only for µ ≈ −0.1.

To accelerate the convergence rate one can refer to the
following result.

Theorem 4 (Accelerated convergence) Let all con-
ditions of Theorem 3 be satisfied. Then the observer

˙̂x=A0x̂+ diag{li}ni=1diag{u
iµ}ni=1


|x̂1 − y|1+µsign(x̂1 − y)

|x̂1 − y|1+2µsign(x̂1 − y)
...

|x̂1 − y|1+nµsign(x̂1 − y)

,
(21)

provides finite-time convergence of the observation error
to 0 for any u ∈ R+. Moreover, a smaller u ∈ R+ implies
a faster convergence.

Example 2 Consider the observer (21), where A1 is the
same as in Example 1. The results of simulation with
accelerated convergence are shown in Fig. 2.

Fig. 2. Simulation plot of ln ∥e∥

5. CONCLUSIONS

This paper is devoted to stability analysis and parame-
ters tuning for the finite-time homogeneous observer (2).
Compared to other works, the stability conditions and pa-
rameters tuning are less conservative. The obtained results
are based on the use of homogeneity property and the ILF
method. Extension for MIMO systems can be considered
as an important problem for further research.
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