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Abstract. The provision and dissemination of Open Data is a flourish-
ing concept, which is highly recognized and established in the govern-
ment and public administrations domains. Typically, the actual data is
served as static file downloads, such as CSV or PDF, and the established
software solutions for Open Data are mostly designed to manage this
kind of data. However, the rising popularity of the Internet of things
and smart devices in the public and private domain leads to an increase
of available real-time data, like public transportation schedules, weather
forecasts, or power grid data. Such timely and extensive data cannot be
used to its full potential when published in a static, file-based fashion.
Therefore, we designed and developed Ronda - an open source platform
for gathering, processing and publishing real-time Open Data based on
industry-proven and established big data and data processing tools. Our
solution easily enables Open Data publishers to provide real-time inter-
faces for heterogeneous data sources, fostering more sophisticated and
advanced Open Data use cases. We have evaluated our work through a
practical application in a production environment.

Keywords: Open Data · Big Data · Real-time.

1 Introduction

The ongoing digitization leads to a growing availability of real-time or very
frequently updated data sources. This process is supported by the increasing
adoption of smart devices and the growth of the Internet of things. Many of
these original data sources are strongly connected to public organizations and
administrations, such as urban, energy, transportation, or environment data.
Therefore, plenty of such data will be and is supposed to be available as Open
Data. This requires to facilitate the technical means and processes to enable
the publication of real-time Open Data. Popular open source solutions for Open
Data, such as CKAN3, are mainly designed to serve static metadata and file
downloads, usually containing aggregated information over a past period of time.
However, the timely and raw provision of data is one central requirement in

? Corresponding author
3 https://ckan.org/ (accessed March 2021)
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Open Data [1], which cannot be satisfied with the current solutions. Especially
the demand in volume and velocity cannot be handled by plain file downloads.
From a technical point of view this creates an intersection between aspects of
Open Data and big data. Among other things the field of big data provides
concepts and tools to handle data, which cannot be managed by traditional
methods. [1] Therefore, our general hypothesis is that, established open source
big data technologies and practices constitute a proper foundation for enabling
Open Data portals and ecosystems to consume, process and provide (near) real-
time data.

The focus of our work is the architectural design and implementation of a
reusable and extendable big data platform which can hold Open Data collected
from heterogeneous data sources. The platform is capable of dynamically ana-
lyzing, processing and, if needed, anonymizing the incoming data, which can be
supplied as streams or batches. To achieve this, big data methods and architec-
tures are analyzed and selected. Our core contributions are:

(1) We designed a comprehensive architecture for retrieving, processing and pro-
viding real-time Open Data based on open source software, well-known in-
dustry standards, and established big data architecture paradigms.

(2) We developed a fully working prototype to harvest and disseminate real-
time data in the context of a production smart city project. Our solution is
available as open source and can be easily applied and extended in various
Open Data domains.

(3) Our architecture and prototype can serve as a blueprint for similar real-time
Open Data projects, demonstrating a path for the next generation Open
Data portals, which act as real-time data hubs, instead of simple file servers.

The remaining part of this paper is structured as follows: Section 2 reviews
related work in the field of Open Data and big data. Section 3 presents the
requirements for real-time Open Data, which are transformed into a system
design in Section 4. Section 5 presents the implementation and evaluates our
approach. In Section 6 we draw our conclusions and discuss our findings.

2 Related Work

Our work covers the fields of big data, i.e. real-time data streams, and (linked)
open (government) data along with related standards and technologies. Charal-
abidis et al. [1] survey the domain of Open Data and describe differences and
similarities to government data, big data and linked data. Government agencies
have a long history of publishing their data as open government data and Open
Data portals have adopted linked data principles and serve linked open data on
a large scale [11,12]. This makes linked open government data an established
part of data published on the Web.

Governments or companies operating in the public sector already produce
real-time data such as traffic, transport or weather data [7]. This data is often
not directly accessible, but used in public use cases, e.g. billboards, displays or
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web applications, or require registration to access it. There exist a variety of dif-
ferent solutions for building Open Data portals. Some of them, such as CKAN are
open source, while others, such as OpenDataSoft4 are closed source [3]. CKAN
provides real-time data features through an extension. At the time of writing,
this extension was not updated since 2014. OpenDataSoft provides the possibil-
ity to push real-time data to previously uploaded datasets or schedule updates
for them. These datasets can be exported by users or visualized in graphs, tables
or maps. The open government data platform OGoov allows the communication
with different data sources via its Real Time Open Data module5. Among other
sources, it offers an integration to the publish/subscribe endpoint of the FI-
WARE Orion Context Broker6 and allows exposing real-time snapshots as well
as historical views of that data. Lutchman et al. [15] describe an architecture for
a real-time Open Data portal. Data providers register their data streams to the
portal’s REST endpoints and periodically push data to the server. Data con-
sumers access the data via dedicated REST endpoints and specify the rate with
which updates are received. All of the solutions described above rely on the data
publisher pushing data to an existing endpoint. To the best of our knowledge,
there exists no open source solution, which registers to existing (real-time) data
streams and relies on big data technologies.

The WebSocket7 protocol is standardized by the IETF as RFC 6455 and
allows for bidirectional communication between two applications over TCP. The
protocol sequence consists of an opening handshake followed by a bidirectional
message exchange. WebSockets are primarily targeted at web applications that
need two-way communication without opening multiple HTTP sessions. MQTT8

is a lightweight publish/subscribe message transport protocol designed for com-
munication in constrained environments such as Internet of things or machine
to machine communication. The light-weight nature and low packet overhead
compared to HTTP makes it especially suited to be used in environments where
space or bandwidth limitations apply.

Big data technologies distinguish between stream and batch processing. In
batch processing, data is stored in non-volatile memory before it is processed.
This has the advantage that a big amount of data can be processed. In con-
trast, stream processing uses volatile memory before processing and therefore
achieves better performance in time aspects. Yet, only a small amount of data
can be grouped for processing. [16] Two of the most popular big data analysis
frameworks are Apache Spark9 and Apache Flink10. They both support batch
and stream processing. Using batch processing on datasets, Spark achieves bet-
ter results in terms of processing time [18]. Comparing stream performance,

4 https://www.opendatasoft.com (accessed March 2021)
5 https://www.ogoov.com/en/rtod/ (accessed March 2021)
6 https://fiware-orion.readthedocs.io/en/master/ (accessed March 2021)
7 https://tools.ietf.org/html/rfc6455 (accessed March 2021)
8 https://mqtt.org/ (accessed March 2021)
9 https://spark.apache.org/

10 https://flink.apache.org/
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https://fiware-orion.readthedocs.io/en/master/
https://tools.ietf.org/html/rfc6455
https://mqtt.org/
https://spark.apache.org/
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Flink performs better regarding latency [9,10], while Sparks streaming features
show better results in terms of throughput [2]. Hadoop Distributed File System
(HDFS) and Apache Cassandra are both commonly used in combination with
big data analysis frameworks. While Cassandra acts as a distributed database
with its querying language (CQL) [4], HDFS is a distributed file system. Cas-
sandra performs better on highly time-based, structured data, whereas HDFS
is used for big files and unstructured data [8,5]. Messaging systems provide the
means to manage and organize data feeds between applications in a distributed
system [13]. Two of the most common messaging systems are Apache Kafka
and RabbitMQ. Both use the publish/subscribe pattern to distribute messages
and offer scalability using clusters. [6] Kafka focuses on concurrency and fault-
tolerance, and can be used as a persistence unit, and to store long term messages
without compromising performance. This makes it a good fit for connecting
various batch and streaming services. RabbitMQ uses a lightweight, disk-less
approach, which makes it a particular fit for embedded systems. [6]

3 Requirements for a Real-Time Open Data Platform

In the following, we describe six high-level requirements of our real-time Open
Data platform. They are derived from practical functional and non-functional
requirements, and form the basis of our work. They are inspired by established
Open Data methodologies, and cover the entire process from acquisition, pro-
cessing and provision of the data.
(1) Compliance with Open Data standards and best practices: The
publication of data has to follow established Open Data standards and best
practices. This includes the application of the DCAT-AP [17] specification for
creating metadata and the facility to publish the metadata on existing Open
Data portal solutions. Historic aggregations have to be available in an open and
machine-readable format, such as CSV or JSON.
(2) Throughput and scalability: Ronda has to support a sufficient through-
put, which at least fits to typical Open Data access loads. This holds true for
data acquisition, processing and provision.
(3) Support for different data sources: Open Data is mostly generated from
raw data, which is provided by various types of interfaces and in a plethora of
data formats. Hence, Ronda needs to support this variety through expandable
and custom connectors and transform it into harmonized representations.
(4) Support for data processing and analysis: In many cases, the raw
data needs to be processed, aggregated and cleaned before publishing. Espe-
cially, if the raw data includes sensitive or personal information, an appropriate
preprocessing is indispensable to comply with regulations and privacy policies.
Therefore, Ronda needs to support arbitrary and flexible data processing and
analysis.
(5) Real-time access: The entire data processing has to be performed in real-
time, hence, the data has to be available to the user almost immediately (within
seconds) after its retrieval from the original source. A suitable protocol for the
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machine-readable user interface is required. This constraint does not cover the
actual timeliness of the source data, which is out of control for our solution.
(6) Historic and aggregated access: The collected data should be preserved
to allow for a retrieval of historic information. Hence, the real-time data needs
to be aggregated over configurable time periods and bundled into downloadable
static batches. This makes the data available for non real-time use and creates
a transparent log of the data.

4 Designing a Real-Time Open Data Platform

Based on the high-level requirements and the related work in big data, we present
the design and technological base of our solution. It is designed to be operated
alongside an Open Data portal. Hence, it does not provide the typical functional-
ities of an Open Data portal, but extends them. The foundation of our design is
the so-called lambda architecture, which combines the advantages of batch and
stream processing techniques and consists of three layers: a batch layer, a speed
layer and a serving layer [14]. This supports the requirement to offer both, real-
time and historical data. Incoming data is fed to the batch and speed layer. The
batch layer appends all incoming data to an immutable master and computes
batch views by analyzing the incoming data. This allows the analysis of historic,
not time-critical data and especially improves the analysis for big datasets. The
speed layer analyzes only the most recent data and provides the real-time capa-
bilities. In order to realize this architecture the solutions Spark, HDFS and Kafka
are selected as core technologies. As indicated in Section 2 Spark serves as batch
and speed layer, and provides efficient and scalable analysis and manipulation
functionalities for big datasets. HDFS is used as the persistence system, since it
works well with unstructured and big data and is integrated into Spark’s core
library. It is provided via Apache Hadoop and acts as serving layer for batch
data. Kafka acts as the principal messaging bus to serve data from and to Spark
and can easily be connected to it through an official library. In addition, it of-
fers an additional layer of persistence, which improves the fault-tolerance of the
system (see Section 2) and operates as the serving layer for real-time data.

In order to achieve a clear separation of concerns, simple extensibility, and
developer friendliness, the system is divided into five modules. Each module
fulfills a distinct task within the data processing chain and in combination with
Spark, Kafka and HDFS they depict the lambda architecture. In the following,
they are described. Figure 1 illustrates the entire design.

The harvesting module constitutes the connection to external data sources
and main entry point for the data processing. It is responsible for retrieving
data from external interfaces, transforming it to an internal representation and
injecting it into the Kafka messaging bus. The module offers a flexible extension
mechanism to support a broad variety of interface standards. Each data source
is mapped to a distinct topic (aka a kind of category) in Kafka.

The processing module offers arbitrary and extensive features to alter
the source data in real-time. Hence, aggregation, modification, normalization
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Fig. 1. Architecture Overview

and cleaning tasks are executed here. This also covers any privacy preserving
alterations, such as anonymization or data removal. The result of the processing
is again stored in a Kafka topic, applying a pre-defined data structure.

The storage module is responsible for periodically batching and storing the
real-time data. The resulting datasets are chronologically organized and saved in
structured data formats, such as CSV and JSON. Frequency, size and resolution
of the batches can be individually configured.

The connector module represents the public interface of the system, by
giving access to the real-time and historic data. Real-time access is provided via
the popular and versatile WebSocket protocol. Whereas the static historic data
is served via HTTP, supporting content negotiation and query parameters to
serve the data in different serialization formats and granularities. The connector
module directly subscribes to the topics in Kafka, which allows for real-time
forwarding of the data to the client.

The scheduler module functions as a job scheduling system for reoccurring
tasks. It is mainly used to connect the system to Open Data portals. Therefore,
it can be configured to periodically create metadata (e.g. DCAT-AP-compliant)
about available real-time and historic data. In addition, it can be applied for
other periodic tasks, such as triggering Spark applications.
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5 Evaluation

Based on our design we implemented Ronda as a fully working prototype and
evaluated it in two stages: (1) We verified the functional requirements in a real-
world production use case, and (2) conducted a comprehensive performance as-
sessment in order to evaluate functionality and scalability.

5.1 Implementation

The practical realization of our design includes the deployment and configuration
of the underlying big data tools, and the implementation of the five modules.
The harvesting, connector and scheduler modules are custom implementations
based on the event-driven and non-blocking Java framework Vert.x11. This high-
performance framework supports the requirement for scalability and has a strong
concept for concurrency and modularization (called Verticles). Moreover, it acts
as the main web server to provide the WebSocket and HTTP interfaces. The
processing and storage modules are naturally implemented as Spark applica-
tions, since they are executed as distributed Spark jobs. The entire system is
containerized with Docker and can be easily deployed. In addition, it has sup-
port for Kubernetes orchestration12. In general, all modules communicate with
each other via the Kafka messaging bus. For each data source a separate topic
is created, which is used throughout the entire processing chain for a particular
source. This horizontal separation for each data source is also represented in each
module. For instance the harvesting module is split into distinct submodules for
each data source. Furthermore, a common library is available to all modules,
providing shared functionalities, such as topic descriptions. The scheduler mod-
ule makes extensive use of the Quartz scheduling library13. The implementation
is available as open source14, which supports a broad application in the Open
Data domain.

5.2 Smart City Use Case

The solution was tested within the research project QuarZ15, which aims to
enable the development of new and innovative smart services for urban districts.
The software is being developed for and tested in an urban district in the city of
Rüsselsheim am Main that encompasses about 100 homes. As part of the project,
households and the surrounding outdoor area were equipped with various sensors
and smart devices. The households were provided with smart meters, collecting
data about power, gas and water consumption in real-time. Additionally smart
home components were offered to all households. In the vicinity, outdoor sensors,

11 https://vertx.io/
12 https://kubernetes.io/
13 http://www.quartz-scheduler.org/
14 https://gitlab.com/piveau/piveau-ronda
15 https://www.quartier-der-zukunft.de/ (only available in Gernman)

https://vertx.io/
https://kubernetes.io/
http://www.quartz-scheduler.org/
https://gitlab.com/piveau/piveau-ronda
https://www.quartier-der-zukunft.de/
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collecting temperature, humidity, solar radiation and noise levels were setup.
Residents also got access to an electric rental car.

The aim of the project is to collect the generated data into a central data
hub. Smart services can then make use of that data while strictly considering
the data sovereignty of the individual resident. The central data hub includes an
internal storage, as well as an Open Data portal. The internal data hub stores
data, emitted by the various sensors and provides the smart services with the
desired data. The Open Data portal harvests and integrates traditional Open
Data of the region, but in addition publishes real-time data generated in the
district for public use. For the latter the internal real-time data streams are
retrieved, processed, anonymized, and finally published. We successfully used
Ronda for that purpose, by processing data about the power, gas and water
consumption of each household, which generates new data points every couple
of seconds. In the future, aggregated usage data of the smart home components,
the electric rental car and other sources will be integrated too. Based on this
data, residents and other interested parties are enabled to create derived services
or simply compare their resource consumption with the public.

5.3 Performance Evaluation

We conducted a thorough load test in order to evaluate the performance of Ronda
under typical hardware requirements. Therefore, the system was deployed on a
Kubernetes cluster. The cluster uses Intel Xeon processors of type E5520 with
a base frequency of 2.27 GHz. Table 1 shows the resource consumption for each
component.

Table 1: System Deployment

Component Instances RAM Peek CPU Volume
HDFS Namenode 1 0.8 GB 14 milliCPU 128 GB
HDFS Datanode 4 1.2 GB 11 milliCPU 32 GB

Zookeeper 3 0.5 GB 11 milliCPU -
Kafka 3 3.5 GB 100 milliCPU 16 GB

Spark Manager 1 0.5 GB 1 milliCPU -
Spark Worker 3 4.3 GB 22 milliCPU -

Processing 1 2.4 GB 180 milliCPU -
Storage 1 1.5 GB 8 milliCPU -

Connector 5 1 GB 8 milliCPU -
Harvesting 1 1 GB 6 milliCPU -
Scheduler 1 0.5 GB 2 milliCPU -

PostgreSQL 2 0.05 GB 25 milliCPU 5 GB

For HDFS, one name node and four data nodes are deployed as pods on
Kubernetes. For Kafka, three Apache Zookeeper instances are required and three
Kafka instances are deployed. Zookeeper is a service to provide coordination
between the implemented Kafka instances and is mandatory for using Kafka.
Spark uses one cluster manager in standalone mode and three worker nodes.
The harvesting, processing, storage and scheduler modules are each using one
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pod. In addition to the Kubernetes cluster deployment, Apache JMeter16 was
installed on a separate client system and used to execute the load tests. Two test
plans were created within Apache JMeter to measure the performance for both,
the user and the data provider view. Suitable test data was programmatically
mocked with JavaFaker17 to create a provider data source. To the best of our
knowledge, there does not exist a baseline about expected loads and frequencies
on real-time Open Data in the literature. Therefore, we applied the general use
statistics of the European Data Portal (EDP) as a rough baseline. The EDP
is one of the biggest Open Data portals in the world and in 2018 an average
of 1.300 visitors per day was measured [11]. We liberally assume that around
10% of these users will constantly subscribe to a real-time data stream, leading
to a threshold of 100 simultaneous requests. Furthermore, we assume a high
frequency of incoming data of four values per second.

(1) Data user view: The user test plan executed 100 simultaneous HTTP
and WebSocket requests for the collected test data. HTTP requests were made
on the collected historic test data after two hours of collecting and WebSocket
requests were made on the test data source. WebSocket connections remained
open as long as no data arrived, afterwards the connections were closed and the
time was measured. For HTTP requests, the time was measured after receiving
a successful response. The results in table 2 show an average response time of
around 1000 ms and a maximum response time of around 2100 ms, whereas 99%
of requests are under 2000 ms. Hence, the system is capable of handling 100
simultaneous WebSocket requests. The HTTP response time was around 1000
ms with 99% under 1929ms.

Table 2: Results of Simultaneous Requests Test

Request Samples AVG 95% 99% Min Max Throughput
HTTP 1000 1091 ms 1759 ms 1929 ms 153 ms 2190 ms 48,24159

Websocket 1000 1354 ms 1734 ms 1953 ms 66 ms 2139 ms 49,63518

(2) Data provider view: The test data source sends messages every 250ms.
Four messages per second and 240 messages per minute should be received if
the system can process every sent message quickly enough. For this test, the
connected WebSocket client counted the messages over a period of 10 minutes.
The results are displayed in table 3. After 600 seconds all expected 2400 messages
are received by the client. This results in a throughput of four messages per
second (240 messages per minute).

Ronda is capable of processing the expected 100 simultaneous requests for
real-time as well as batch data. Furthermore, the system is capable to support
240 messages from data providers per minute, which is sufficient for typical use
cases. However, the evaluation was performed on a specific set of hardware and
the underlying architecture scales easily, to ensure the support for much higher
amounts of data.

16 https://jmeter.apache.org/
17 http://dius.github.io/java-faker/

https://jmeter.apache.org/
http://dius.github.io/java-faker/
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Table 3: Results of Processed Message Test

Request Estimated Time Messages Throughput
Websocket 600 s 2400 4

6 Conclusions, Discussion and Future Work

In this paper we have presented Ronda, an open source solution for gathering,
processing and publishing real-time Open Data. We have shown that established
and industry-proven big data and data processing solutions constitute a proper
foundation to enable Open Data publishers to provide and manage real-time
interfaces for heterogeneous data sources. Established solutions, such as CKAN,
focus on the provision of static file downloads and have little support for real-time
data and respective interfaces. Yet, the increased availability of smart devices
leads to a rising relevance to provide real-time Open Data, such as weather
reports, public transport data, or energy consumption information. Ronda is in-
spired by the big data lambda architecture and Apache Spark, Kafka and HDFS
are used as technological basis. The solution is divided into five highly extend-
able modules: harvesting, processing, storage, connector, and scheduler. Those
modules allow integrating and managing arbitrary real-time sources for Open
Data portals and supports the scheduled provision of corresponding metadata.
We applied Ronda in a production smart city use case, where residential power,
gas and water consumption data is processed, anonymized and published via a
DCAT-AP-compliant Open Data portal. In addition, we conducted a thorough
performance evaluation under average hardware requirements. It demonstrated
that Ronda can cope with up to 100 simultaneous data consumers for real-time
and historic data, while allowing the data providers to push 240 messages per
minute. This is sufficient with regard to typical volume, velocity and veracity
in the Open Data domain. Therefore, we have shown, that our solution is in
compliance with existing Open Data standards, offers sufficient throughput and
scalability, supports a variety of data sources, is capable of data processing and
analysis, and offers real-time and historic data interfaces.

We are confident, that the Open Data domain will highly benefit from the
increasing availability of real-time data sources, since they enable more advanced
use cases and business models. Applications and derived products can deliver an
advanced experience and functionality over traditional static data. For instance
real-time public transportation or traffic applications. Yet, timeliness plays a
crucial role, since in many cases the data quickly loses value over time. This
clearly shows the relevance to extend the technological foundations of Open
Data portals with big data artefacts and establish it as a standard for future
implementations. The maturity and capabilities of these industry-proven tools
allow a quick transformation of the Open Data domain towards the next level:
Open Data portals become powerful data hubs, instead of merely collections
of outdated static files. In addition, they provide a variety of features out-of-
the-box, such as excellent scalabilty, community support, and a rich extension
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ecosystem. Beyond that, big data tools constitute a solid basis for even more
progressive Open Data applications, such as machine learning or artificial intel-
ligence to further refine the datasets and/or derive additional insights. However,
big data tools are complex software artefacts, which add a new level of complex-
ity to Open Data, and currently require more hardware and especially human
resources to be implemented and maintained. A joint effort of Open Data de-
velopers and publishers is required to establish a common baseline and software
recommendations. Ronda can act as a first enabler and starting point for that
effort, since it already considers the requirements for real-time Open Data.

In the future, we are planning to extend Ronda with various features and
expand our production use case. The actual data streams will be enriched with
semantic details, which will increase reusability further. As a showcase, we will
provide a data visualization tool, which allows to monitor the real-time data
without any detailed technical knowledge. Finally, we aim to further analyze the
economic, organizational and social implications of real-time Open Data.
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