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#### Abstract

The aim of this work is to construct and analyze a discretization process that preserves exponential stability at the discrete level for a wave propagation problem with boundary damping when a high-order spectral finite element approximation is used. The main idea is to add a stabilizing term to the wave equation that damps the spurious oscillatory components of the solutions. This term is based on a discrete multiplier analysis that ensures the exponential stability of the semi-discrete problem at any order without compromising the approximation properties. Possible applications of this work concern the solution of boundary control problems or data assimilation problems whose efficiency is based on an exponential stability property of an underlying discrete error system.


## 1 Introduction

The aim of this paper is to demonstrate uniform exponential stability of a discrete approximation of a one-dimensional wave propagation problem with boundary damping. More precisely, the asymptotic exponential stability is uniform with respect to the time and space discretizationd. This question typically arises when analyzing boundary control problems [13], data assimilation problems with boundary data [33] or absorbing boundary conditions [23].

Obtaining exponential stability results - by observability condition in some favorable cases - is a rather difficult task at the continuous level and has been extensively studied [16] with various techniques, typically multiplier techniques [1, 6, 18], Carleman estimates [24], spectral approaches [5, 20], or microlocal analyzes [4]. However, discretizing the dynamics so that the stability properties are preserved at the discrete level poses an additional difficulty, as spurious high frequencies are not attenuated when relying on the natural discretization of the stabilization terms $[8,16,32,34]$. Several strategies - either for finite element or finite difference discretizations - have been proposed in the literature to overcome this problem, namely artificial viscosity [21], Fourier techniques [11, 12, 15], Tikhonov regularization [2], multigrid finite difference methods [14] or mixed finite element methods [17] and their extension for non-uniform meshes [27, 28].

When dealing with the high-performance simulation of wave propagation problems, high-order finite elements are now considered necessary. Among high-order finite elements strategies, the high-order spectral finite elements method is widely used since it provides mass-lumping at any order on quadrangles or hexahedra meshes, see for instance [10, 26, 29]. However, the discretization strategies that stabilize spurious high frequencies cannot be easily extended to such high-order discretizations without losing the advantages of the high-order spectral finite elements
method, namely convergence order or efficiency.
As a first step towards advanced settings (2D or 3D), in this paper we address the problem of constructing a space-time approximation of a one-dimensional wave-like system with uniform boundary damping using high-order spectral finite elements. The proposed numerical scheme preserves the exponential stability of the problem as well as the convergence order of the method and its efficiency.

We follow a strategy related to the articifial viscosity method, as we incorporate additional stabilization terms - see for example [35]- into the discretization process. These additional terms are constructed in such a way that the classical multiplier analysis - used to prove the exponential stability at the continuous level - can be carried out at the discrete level, hence achieving uniform stabilization with respect to the discretization parameters. Moreover, the stabilization terms are carefully designed to preserve the consistency order. Finally, our result can extend the discretization result for observers proposed in [31] to high-order schemes, which states that using boundary data, one can obtain discretization schemes that do not suffer from the asymptotic time drift of the error.

This work is structured as follows. In Section 2 the motivations for this work are explained in more detail, in particular we focus on spurious waves and their effects on the loss of exponential decay of the energy and on the eigenvalues of the system. In Section 3 we present the continuous setting and the method to prove exponential stability. In Section 4 we prove the uniform exponential stability in $h$ for the semi-discrete problem by first building a general abstract framework and then applying it to our considered case. In Section 5 we describe an application to a data assimilation problem. Then, in Section 6, we present the fully discretized framework using an implicit scheme in time, extending the proof of exponential stability to this particular space-time discretization. The numerical results are presented in Section 7, which is divided into two parts. First, we present an eigenvalue analysis to observe the effects of the proposed stabilization term. In a second step, we introduce an explicit scheme for the time discretization. Using this scheme, we show the property that the additional viscosity terms do not affect the efficiency of the method as well as its high-order accuracy.

## 2 Main contributions

### 2.1 Problem setting

Let $\Omega=(0,1)$, we study a homogenous wave equation formulated as a first-order system

$$
\begin{cases}\partial_{t} u(x, t)+\partial_{x} v(x, t)=0, & (x, t) \in \Omega \times(0, T),  \tag{1}\\ \partial_{t} v(x, t)+\partial_{x} u(x, t)=0, & (x, t) \in \Omega \times(0, T) .\end{cases}
$$

The following boundary conditions are used: Neumann atint $x=0$ and a Robin condition at $x=1$ with parameter $\gamma>0$. The system is completed with initial conditions.

$$
\left\{\begin{array} { l l } 
{ u ( 1 , t ) = \gamma v ( 1 , t ) } & { t \in ( 0 , T ) , }  \tag{2}\\
{ v ( 0 , t ) = 0 , } & { t \in ( 0 , T ) , }
\end{array} \quad \left\{\begin{array}{ll}
u(x, 0)=u_{0}(x), & x \in \Omega, \\
v(x, 0)=v_{0}(x), & x \in \Omega .
\end{array}\right.\right.
$$

Note that the case $\gamma=1$ corresponds to a transparent boundary condition, it is an absorbing boundary condition otherwise.

### 2.2 Loss of exponential energy decay

The question is whether such a system - which is known to be exponentially stable - retains its exponential stability property after a standard high-order spectral finite element discretization in space and an explicit second-order energy-preserving time discretization [10]. To illustrate, the problem is solved with finite elements (F.E.M.)
$\mathbb{P}_{r}$ - the set of polynomials of degree $r$ - and an explicit time scheme and on a uniform mesh. We initialize $u$ as a Gaussian centered in $x=0.5$ and set $v$ as initial condition to 0 . The boundary conditions of the wave propagation have two effects. At $x=0$ the wave is reflected, while at $x=1$ part of the wave is absorbed and part is reflected, an exponential convergence of the solution towards 0 should be observed. However, the discretization taints this property. We plot the evolution of the energy of the system over time on a logarithmic scale (Figure 1). We note that the decay rate is no longer exponential after a certain short time.


Figure 1. Approximation of the logarithm of the square root of the energy obtained with $\gamma=0.95, h=1 / 10$ and $\Delta t=1 / 1000$ and an explicit leap-frog scheme with different order of F.E.M

### 2.3 Investigation of eigenvalues

As a key indicator of the behavior of the discrete system, we investigate the eigenvalues of the generator of the corresponding semi-group. We formulate (1) as follows,

$$
\dot{z}=A z, \text { with } z=\binom{u}{v}, \text { and } A=\left(\begin{array}{cc}
0 & -\partial_{x}  \tag{3}\\
-\partial_{x} & 0
\end{array}\right),
$$

where $A: L^{2}(\Omega) \times L^{2}(\Omega) \rightarrow L^{2}(\Omega) \times L^{2}(\Omega)$ is an unbounded operator with domain $D(A) \subset H^{1}(\Omega) \times H^{1}(\Omega)$. The discrete approximation of the above systems is

$$
\dot{z}_{h}=A_{h} z_{h},
$$

where $A_{h} \in \mathcal{L}\left(V_{h}\right)$ is an approximation of the operator $A$ in a finite-dimensional space $V_{h}$ that is a subspace of $H^{1}(\Omega) \times L^{2}(\Omega)$ obtained using high-order spectral finite elements [10]. Since we look for exponential stability we aim at constructing approximations for which the eigenvalues of $A_{h}$ lies in the complex plane not close to the imaginary axis.

In Figure 2 (left) we see that for first-order approximations some eigenvalues are close to the imaginary axis, which means that the property of exponential stability is either not uniform in $h$ or even lost. By choosing $h$ smaller, the consistency is improved, i.e. the smallest eigenvalues - in amplitude - are approximated better and better, but the uniform exponential stability property is still not restored. The same behavior can be observed when using high-order approximations, see Figure 2 (right). In fact, it has been shown - at least for $\mathbb{P}_{1}$ finite elements (see [8, 32]) that the property of uniform exponential stability at the discrete level cannot be achieved without adding additional dissipative terms. As already mentioned, the main contribution of this work is to construct such terms that stabilize the system in the sense that the property of uniform exponential stability is guaranteed - and preserve the high order accuracy achieved with $\mathbb{P}_{r}$ finite elements.


Figure 2. Spectrum of $A_{h}$ for various space discretizations.

## 3 The standard continuous setting

This section presents standard multiplier techniques [6] to show the exponential stability property of System (1). We have chosen to present these classical results, first for the sake of completeness, second because they will be reproduced at the discrete level.

### 3.1 Observability of the undamped system

First, we define the variational formulation of the undamped system $(\gamma=0)$ : find $(u(t), v(t)) \in H^{1}(0,1) \times H^{1}(0,1)$ such that for all $(\tilde{u}, \tilde{v}) \in H^{1}(0,1) \times H^{1}(0,1)$,

$$
\left\{\begin{array} { l l } 
{ \int _ { 0 } ^ { 1 } \partial _ { t } u \tilde { u } \mathrm { d } x - \int _ { 0 } ^ { 1 } v \partial _ { x } \tilde { u } \mathrm { d } x + v ( 1 ) \tilde { u } ( 1 ) = 0 , }  \tag{4}\\
{ \int _ { 0 } ^ { 1 } \partial _ { t } v \tilde { v } \mathrm { d } x + \int _ { 0 } ^ { 1 } \partial _ { x } u \tilde { v } \mathrm { d } x - u ( 1 ) \tilde { v } ( 1 ) = 0 , }
\end{array} \quad \text { and } \quad \left\{\begin{array}{ll}
u(x, 0)=u_{0}(x), & x \in \Omega \\
v(x, 0)=v_{0}(x), & x \in \Omega
\end{array}\right.\right.
$$

For smooth initial data, it is standard to show that (4) has a unique solution,

$$
\begin{equation*}
(u, v) \in C^{1}\left([0, T] ; L^{2}(0,1) \times L^{2}(0,1)\right) \cap C^{0}\left([0, T] ; H^{1}(0,1) \times H^{1}(0,1)\right) \tag{5}
\end{equation*}
$$

Moreover, System (4) is conservative, an energy identity holdsas recalled with the following theorem.

Theorem 3.1. For all solutions $(u, v)$ to (4), it holds

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right)=0 \tag{6}
\end{equation*}
$$

The proof consists in choosing $\tilde{u}=u(t)$ and $\tilde{v}=v(t)$ in (4) and summing the two obtained equations. Note that, as an obvious consequence of (6) we have

$$
\begin{equation*}
\int_{0}^{T}\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2} \mathrm{~d} t=T\left(\left\|u_{0}\right\|_{L^{2}(0,1)}^{2}+\left\|v_{0}\right\|_{L^{2}(0,1)}^{2}\right) \tag{7}
\end{equation*}
$$

A first step towards our objective is to derive an observability inequality ensuring that the initial condition of the wave propagation problem is controlled by the trace of $v$ at the boundary. This step is not mandatory to prove exponential stability but should rather be seen as a useful intermediate step. The strategy to prove such observability inequality relies here on multipliers [6].
Theorem 3.2. For $T$ large enough, there exists $c_{s t}(T)>0$ such that, for all $(u, v)$ solutions to (4),

$$
\begin{equation*}
\frac{1}{2}\left(\left\|u_{0}\right\|_{L^{2}(0,1)}^{2}+\left\|v_{0}\right\|_{L^{2}(0,1)}^{2}\right) \leq c_{s t}(T) \int_{0}^{T} v^{2}(1, t) \mathrm{d} t \tag{8}
\end{equation*}
$$

Proof. The proof given below is separated in several steps that will all be mimicked at the discrete level.
Step 1: We choose $\tilde{u}=-x v(t)$ and $\tilde{v}=-x u(t)$ in (4) and sum the two obtained equations, integrating by parts and neglecting negative terms we obtain,

$$
-\frac{\mathrm{d}}{\mathrm{~d} t} \int_{0}^{1} x u v \mathrm{~d} x \leq-\frac{1}{2}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right)+\frac{1}{2} v^{2}(1, t)
$$

Step 2: Integrating in time and using the energy conservation property of 3.1 and its direct consequence (7) we get

$$
\begin{equation*}
-\left[\int_{0}^{1} x u v \mathrm{~d} x\right]_{0}^{T} \leq-\frac{T}{2}\left(\|u(0)\|_{L^{2}(0,1)}^{2}+\|v(0)\|_{L^{2}(0,1)}^{2}\right)+\frac{1}{2} \int_{0}^{T} v^{2}(1, t) \mathrm{d} t \tag{9}
\end{equation*}
$$

Step 3: We use Cauchy-Schwarz, Young inequalities and Theorem 3.1 to show

$$
\left|\int_{0}^{1} x u v \mathrm{~d} x\right| \leq \frac{1}{2}\|v(t)\|_{L^{2}(0,1)}^{2}+\frac{1}{2}\|v(t)\|_{L^{2}(0,1)}^{2}=\frac{1}{2}\|v(0)\|_{L^{2}(0,1)}^{2}+\frac{1}{2}\|v(0)\|_{L^{2}(0,1)}^{2}
$$

Finally, using this inequality together with (9) we obtain

$$
(T-2)\left(\|u(0)\|_{L^{2}(0,1)}^{2}+\|v(0)\|_{L^{2}(0,1)}^{2}\right) \leq \int_{0}^{T} v^{2}(1, t) \mathrm{d} t
$$

The observability inequality (8) does not directly guarantee that the system damped at the boundary is exponentially stable. It is however a good indicator since the damping term corresponds to the right-hand side of (8). This will be used as a clue to define the required damping terms at the discrete level.

### 3.2 Exponential stability for the damped system using Lyapunov functional

We define the variational formulation associated with System (1) with (2): find $(u(t), v(t)) \in H^{1}(0,1) \times H^{1}(0,1)$ such that for all $(\tilde{u}, \tilde{v}) \in H^{1}(0,1) \times H^{1}(0,1)$,

$$
\left\{\begin{array}{l}
\int_{0}^{1} \partial_{t} u \tilde{u} \mathrm{~d} x-\int_{0}^{1} v \partial_{x} \tilde{u} \mathrm{~d} x+v(1) \tilde{u}(1)=0  \tag{10}\\
\int_{0}^{1} \partial_{t} v \tilde{v} \mathrm{~d} x+\int_{0}^{1} \partial_{x} u \tilde{v} \mathrm{~d} x-\tilde{v}(1) u(1)+\gamma v(1) \tilde{v}(1)=0
\end{array}\right.
$$

with the same initial data as (4). For this variational formulation, we have existence and uniqueness of solutions with the regularity (5). We also have an energy relation for this system showing that the system is dissipative.

Theorem 3.3. For all solutions $(u, v)$ to (10), it holds

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right)=-\gamma v^{2}(1, t) \tag{11}
\end{equation*}
$$

Proof. We choose $\tilde{u}=u(t)$ and $\tilde{v}=v(t)$ in (10). Then, adding the two equations in (10) concludes the proof.

We recall a well-known theorem (see [3] for instance) and prove it for further use.

Theorem 3.4. There exist two $c_{s}>0$ and $\sigma>0$ such that, for all $T>0$ and all $(u, v)$ solutions to (10),

$$
\begin{equation*}
\forall t \in[0, T] \quad\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2} \leq c_{s} e^{-\sigma t}\left(\left\|u_{0}\right\|_{L^{2}(0,1)}^{2}+\left\|v_{0}\right\|_{L^{2}(0,1)}^{2}\right) \tag{12}
\end{equation*}
$$

Proof. The proof given below is separated in several steps that will all be mimicked at the discrete level.
Step 1: We choose $\tilde{u}=-x v(t)$ and $\tilde{v}=-x u(t)$ in (10).
Summing the two equations and integrating by parts, we get
$-\frac{\mathrm{d}}{\mathrm{d} t} \int_{0}^{1} x u v \mathrm{~d} x=\frac{1}{2} v^{2}(1, t)-\frac{1}{2} u^{2}(1, t)+\gamma v(1, t) u(1, t)-\frac{1}{2}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right)$.
Moreover, thanks to Young's inequality we have $\gamma u v \leq \frac{\gamma^{2}}{2} v^{2}+\frac{1}{2} u^{2}$, finally we obtain

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} \int_{0}^{1} x u v \mathrm{~d} x \leq \frac{1+\gamma^{2}}{2} v^{2}(1, t)-\frac{1}{2}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right) \tag{13}
\end{equation*}
$$

Step 2: We add to (13), the energy relation (11) multiplied by $\alpha>0$,

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\alpha}{2}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right)-\int_{0}^{1} x u v \mathrm{~d} x\right) \\
& \quad \leq\left(\frac{\gamma^{2}+1}{2}-\alpha \gamma\right) v^{2}(1, t)-\frac{1}{2}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right)
\end{aligned}
$$

Step 3: Choosing $\alpha$ large enough such that

$$
\frac{\gamma^{2}+1}{2}-\alpha \gamma<0
$$

we get

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\alpha}{2}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right)\right. & \left.-\int_{0}^{1} x u v \mathrm{~d} x\right) \\
& \leq-\frac{1}{2}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right) . \tag{14}
\end{align*}
$$

Step 4: We introduce the Lyapunov functional

$$
\begin{equation*}
\mathcal{L}(t)=\frac{\alpha}{2}\left(\|u(t)\|_{L^{2}(0,1)}^{2}+\|v(t)\|_{L^{2}(0,1)}^{2}\right)-\int_{0}^{1} x u v \mathrm{~d} x \tag{15}
\end{equation*}
$$

Using Cauchy-Schwarz and Young inequalities, one can show the equivalence between the energy functional

$$
\mathcal{E}(t):=\frac{1}{2}\|u(t)\|_{L^{2}(0,1)}^{2}+\frac{1}{2}\|v(t)\|_{L^{2}(0,1)}^{2}
$$

and the Lyapunov functional, more precisely,

$$
\begin{equation*}
(\alpha-1) \mathcal{E}(t) \leq \mathcal{L}(t) \leq(\alpha+1) \mathcal{E}(t) \tag{16}
\end{equation*}
$$

Using (16) in (14), we get

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{L}(t) \leq-\frac{1}{\alpha+1} \mathcal{L}(t)
$$

Step 5: Thanks to the inequation above and using again (16) we finally end up with the estimate

$$
\mathcal{E}(t) \leq \frac{\alpha+1}{\alpha-1} e^{-t(\alpha+1)^{-1}} \mathcal{E}(0)
$$

## 4 Uniform stabilization in the semi-discrete setting

As already mentioned, we give a counterpart to Theorem 3.2 and Theorem 3.4 at the semi-discrete level. This is achieved in an abstract framework. Then we show - and this is the most important part of this work - that a well-chosen semi-discretization of the wave propagation problem (10) falls within the described framework.

### 4.1 Abstract framework

Let $\mathcal{Z}_{h}$ be a family of finite-dimensional Hilbert space parametrized by $h$ and associated with the scalar product $(\cdot, \cdot)_{h}$. We consider the semi-discretized abstract first-order system: for $z_{h, 0}$ given, find $z_{h}(t) \in \mathcal{Z}_{h}$, solution to

$$
\left\{\begin{array}{l}
\dot{z}_{h}=A_{h} z_{h}, \quad \text { in }[0, T],  \tag{17}\\
z_{h}(0)=z_{h, 0}
\end{array}\right.
$$

where $A_{h} \in \mathcal{L}\left(\mathcal{Z}_{h}\right)$ and, when $A_{h}$ comes from the discretisation of an unbounded operator, $\left\|A_{h}\right\|_{h}$ goes to infinity when $h$ goes to zero. We assume that the operator $A_{h}$ satisfies the following property

$$
\begin{equation*}
\left(A_{h} z_{h}, z_{h}\right)_{h}=0 \tag{18}
\end{equation*}
$$

Furthermore, we have classically the existence and uniqueness of smooth solutions ( $u_{h}, v_{h}$ ) in the space $C^{k}\left([0, T] ; \mathcal{Z}_{h}\right)$, for all $k \geq 0$. Property (18) implies straightforwardly an energy preservation property.
Theorem 4.1. For all $z_{h} \in \mathcal{Z}_{h}$ solution to (17), it holds

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|z\|_{h}^{2}=0
$$

Proof. We multiply (17) by $z_{h}$, and since $A_{h}$ satisfies (18), the result follows.
Let $\mathcal{Y}_{h}$ be a finite-dimensional space. We have seen - at the continuous level that a dissipative term supported on the boundary provided exponential stability properties. By analogy, we therefore introduce an operator $C_{h}$, where $C_{h} \in$ $\mathcal{L}\left(\mathcal{Z}_{h}, \mathcal{Y}_{h}\right)$, and consider the system

$$
\left\{\begin{array}{l}
\dot{z}_{h}=\left(A_{h}-\gamma C_{h}^{*} C_{h}\right) z_{h}, \quad \text { in }[0, T],  \tag{19}\\
z_{h}(0)=z_{h, 0},
\end{array}\right.
$$

for some $\gamma>0$ given. By construction, we have an energy dissipation property.
Theorem 4.2. Let $z_{h} \in \mathcal{Z}_{h}$ the solution of (19), we have the energy dissipation property

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|z_{h}\right\|_{h}^{2}=-\gamma\left\|C_{h} z_{h}\right\|_{h}^{2}
$$

Proof. The proof is similar to the proof of Theorem 4.1.
In order to prove an observability property, we need a fundamental hypothesis.
Assumption 1. $\exists \alpha, \beta, c_{\pi}>0$, such that, for all $h, \exists \Pi_{h} \in \mathcal{L}\left(\mathcal{Z}_{h}\right)$ symmetric,

$$
\left\|\Pi_{h}\right\|_{h} \leq c_{\pi}, \quad \text { and } \quad \forall z_{h} \in \mathcal{Z}_{h}, \quad\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h} \leq \alpha\left\|C_{h} z_{h}\right\|_{h}^{2}-\beta\left\|z_{h}\right\|_{h}^{2}
$$

From this assumption, we can establish the expected uniform observability property.
Theorem 4.3. Let Assumption 1 holds. For $T$ large enough, there exists a constant $c_{s t}(T)>0$ independent of $h$ such that, for any $z_{h}$ solution to (17),

$$
\left\|z_{h, 0}\right\|_{h}^{2} \leq c_{s t}(T) \int_{0}^{T}\left\|C_{h} z_{h}(t)\right\|_{h}^{2} \mathrm{~d} t .
$$

Proof. The proof is separated into the same steps as in the proof of Theorem 3.1.
Step 1: We multiply the first equation of (17) by $\Pi_{h} z_{h}$, using the symmetry of $\Pi_{h}$, we obtain

$$
\left(\Pi_{h} \dot{z}_{h}, z_{h}\right)_{h}=\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h}
$$

Using Assumption 1, we get

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\Pi_{h} z_{h}, z_{h}\right)_{h} \leq \alpha\left\|C_{h} z_{h}\right\|_{h}^{2}-\beta\left\|z_{h}\right\|_{h}^{2}
$$

Step 2: We integrate in time,

$$
\frac{1}{2}\left(\Pi_{h} z_{h}(T), z_{h}(T)\right)_{h}-\frac{1}{2}\left(\Pi_{h} z_{h, 0}, z_{0, h}\right)_{h} \leq \alpha \int_{0}^{T}\left\|C_{h} z_{h}\right\|_{h}^{2} \mathrm{~d} t-\beta \int_{0}^{T}\left\|z_{h}(t)\right\|_{h}^{2} \mathrm{~d} t
$$

and use the energy conservation property of Theorem 4.1,

$$
\frac{1}{2}\left(\Pi_{h} z_{h}(T), z_{h}(T)\right)_{h}-\frac{1}{2}\left(\Pi_{h} z_{h, 0}, z_{0, h}\right)_{h} \leq \alpha \int_{0}^{T}\left\|C_{h} z_{h}\right\|_{h}^{2} \mathrm{~d} t-\beta T\left\|z_{h}(0)\right\|_{h}^{2} \mathrm{~d} t
$$

Step 3: Since $\Pi_{h}$ is bounded, we have

$$
-\frac{1}{2}\left\|\Pi_{h}\right\|_{h}\left\|z_{h}(T)\right\|_{h}^{2}-\frac{1}{2}\left\|\Pi_{h}\right\|\left\|z_{h, 0}\right\|_{h}^{2} \leq \alpha \int_{0}^{T}\left\|C_{h} z_{h}\right\|_{h}^{2} \mathrm{~d} t-\beta T\left\|z_{h}(0)\right\|_{h}^{2} \mathrm{~d} t .
$$

Using again Theorem 4.1, we finally get

$$
\left(\beta T-\left\|\Pi_{h}\right\|_{h}\right)\left\|z_{0, h}\right\|_{h}^{2} \leq \alpha \int_{0}^{T}\left\|C_{h} z_{h}\right\|_{h}^{2} \mathrm{~d} t
$$

The result is obtained choosing $T>\left\|\Pi_{h}\right\|_{h} \beta^{-1}$.
We need a slightly stronger assumption than Assumption 1 to establish one of the main theorem of this work: a uniform exponential stability property for the damped system (19).

Assumption 2. $\exists \chi, \kappa, c_{\pi}>0$, such that, for all $h, \exists \Pi_{h} \in \mathcal{L}\left(\mathcal{Z}_{h}\right)$ symmetric,

$$
\left\|\Pi_{h}\right\|_{h} \leq c_{\pi}
$$

and

$$
\forall z_{h} \in \mathcal{Z}_{h}, \quad\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h}-\gamma\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h} \leq \chi\left\|C_{h} z_{h}\right\|_{h}^{2}-\kappa\left\|z_{h}\right\|_{h}^{2}
$$

Theorem 4.4. Let Assumption 2 holds. There exist $c_{s}>0$ and $\sigma>0$ independent of $h$ such that, for all $T>0$ and any $z_{h}$ solution to (19),

$$
\forall t \in[0, T] \quad\left\|z_{h}(t)\right\|_{h} \leq c_{s}\left\|z_{h, 0}\right\|_{h} e^{-\sigma t}
$$

Proof. The proof follows the same steps as in the proof of Theorem 3.4.
Step 1: We multiply the first equation of (19) by $\Pi_{h} z_{h}$,

$$
\left(\Pi_{h} \dot{z}_{h}, z_{h}\right)_{h}=\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h}-\gamma\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h}
$$

We use Assumption 2 and the symmetry of $\Pi_{h}$ to obtain

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\Pi_{h} z_{h}, z_{h}\right)_{h} \leq \chi\left\|C_{h} z_{h}\right\|_{h}^{2}-\kappa\left\|z_{h}\right\|_{h}^{2}
$$

Step 2: Using the dissipation energy identity of Theorem 4.2 we get, for $\alpha>0$,

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left(\Pi_{h} z_{h}, z_{h}\right)_{h}+\alpha\left\|z_{h}\right\|_{h}^{2}\right) \leq(\chi-\alpha \gamma)\left\|C_{h} z_{h}\right\|_{h}^{2}-\kappa\left\|z_{h}\right\|_{h}^{2}
$$

Step 3: We choose $\alpha$ large enough such that $\chi-\alpha \gamma \leq 0$. Thus, we have

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left(\Pi_{h} z_{h}, z_{h}\right)_{h}+\alpha\left\|z_{h}\right\|_{h}^{2}\right) \leq-\kappa\left\|z_{h}\right\|_{h}^{2} \tag{20}
\end{equation*}
$$

Step 4: We introduce the following discrete Lyapunov functional

$$
\mathcal{L}_{h}(t)=\frac{1}{2}\left(\Pi_{h} z_{h}, z_{h}\right)_{h}+\frac{\alpha}{2}\left\|z_{h}\right\|_{h}^{2} .
$$

Since $\Pi_{h}$ is bounded, we can establish an equivalence between the Lyapunov functional- and the energy functional $\mathcal{E}_{h}(t):=\left\|z_{h}(t)\right\|_{h}^{2} / 2$,

$$
\begin{equation*}
\left(-\left\|\Pi_{h}\right\|_{h}+\alpha\right) \mathcal{E}_{h}(t) \leq \mathcal{L}_{h}(t) \leq\left(\left\|\Pi_{h}\right\|_{h}+\alpha\right) \mathcal{E}_{h}(t) \tag{21}
\end{equation*}
$$

Using (21) with $\alpha>\left\|\Pi_{h}\right\|_{h}$ and (20), we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{L}_{h}(t) \leq-2 \kappa\left(\left\|\Pi_{h}\right\|_{h}+\alpha\right)^{-1} \mathcal{L}_{h}(t)
$$

Step 5: The inequality above together with (21) leads to

$$
\left\|z_{h}(t)\right\|_{h}^{2} \leq \frac{\alpha+\left\|\Pi_{h}\right\|_{h}}{\alpha-\left\|\Pi_{h}\right\|_{h}}\left\|z_{h, 0}\right\|_{h}^{2} e^{-2 \kappa\left(\left\|\Pi_{h}\right\|_{h}+\alpha\right)^{-1} t}
$$

### 4.2 Discretization with high-order spectral finite elements

In this section, we show how the semi-discretization in space of the wave propagation problem, using high-order spectral finite elements (1) enters the abstract framework presented above. For any small enough $h$ we assume being given a subdivision of the domain $(0,1)$ using intervals $\left(x_{i}, x_{i+1}\right)$, for $i \in\{0, \ldots, N\}$. Moreover, we denote $h_{i}=\left|x_{i+1}-x_{i}\right|$ for $i \in\{0, \ldots, N-1\}$, and assume that

$$
h=\max _{i \in\{0, \ldots, N-1\}} h_{i} .
$$

We finally assume that the sequence of meshes is quasi-uniform, i.e., there exists $\rho>0$ such that

$$
\min _{i \in\{0, N-1\}} h_{i} \geq \rho h .
$$

We then introduce two discrete spaces $U_{h}^{r}$ and $V_{h}^{r}$ - where $r$ is the order of the used finite elements - defined by

$$
U_{h}^{r}=\left\{u_{h} \in C^{0}(0,1) \mid u_{h \mid\left(x_{i}, x_{i+1}\right)} \in \mathbb{P}_{r}\right\}
$$

and

$$
V_{h}^{r}=\left\{v_{h} \in L^{2}(0,1) \mid v_{h \mid\left(x_{i}, x_{i+1}\right)} \in \mathbb{P}_{r}\right\}
$$

Note that $U_{h}^{r} \subset V_{h}^{r}$ and we denote $\mathcal{Z}_{h}=U_{h}^{r} \times V_{h}^{r}$. The efficiency of high-order spectral finite elements stems from the fact that mass-lumping can be achieved without loss of consistency using a quadrature rule based on Gauss-Lobatto points. We represent the use of this quadrature by the symbol

$$
\oint_{0}^{1} f(x) d x \sim \int_{0}^{1} f(x) d x \text { with } \oint_{0}^{1} f(x) d x:=\sum_{i=0}^{N} \sum_{k=0}^{r} h_{i} w_{k} f\left(x_{i}+h_{i} \xi_{k}\right)
$$

where the $\left\{w_{k}\right\}_{k=0}^{r}$ are the quadrature weights and $\xi_{k} \in[0,1]$ the Gauss-Lobatto quadrature points, that are also interpolation points in the context of high-order spectral finite elements approximations. Note, for latter use, that $\xi_{0}=0$ and $\xi_{r}=1$.

We have the following bounds (see [19]), there exists $c_{q, \text { max }}>0$ and $c_{q, \text { min }}>0$ such that

$$
\begin{equation*}
\forall u \in \mathbb{P}_{r}, \quad c_{q, \min } \int_{0}^{1} u^{2} \mathrm{~d} x \leq \oint_{0}^{1} u^{2} \mathrm{~d} x \leq c_{q, \max } \int_{0}^{1} u^{2} \mathrm{~d} x \tag{22}
\end{equation*}
$$

The semi-discrete formulation of the damped system (10) reads: Find $\left(u_{h}, v_{h}\right)(t) \in$ $\mathcal{Z}_{h}$ such that for $\left(\tilde{u}_{h}, \tilde{v}_{h}\right) \in \mathcal{Z}_{h}$,

$$
\left\{\begin{array}{l}
\oint_{0}^{1} \partial_{t} u_{h} \tilde{u}_{h} \mathrm{~d} x-\int_{0}^{1} v_{h} \partial_{x} \tilde{u}_{h} \mathrm{~d} x+v_{h}(1) \tilde{u}_{h}(1)=0  \tag{23}\\
\oint_{0}^{1} \partial_{t} v_{h} \tilde{v}_{h} \mathrm{~d} x+\int_{0}^{1} \partial_{x} u_{h} \tilde{v}_{h} \mathrm{~d} x-u_{h}(1) \tilde{v}_{h}(1)+\gamma v_{h}(1) \tilde{v}_{h}(1)=0
\end{array}\right.
$$

with initial data

$$
u_{h}(0)=u_{h, 0}, \quad v_{h}(0)=v_{h, 0}
$$

Note that when $\gamma=0$, one recovers the semi-discrete variational formulation of the undamped system (4). In order to relate to the abstract theory presented in Section 4.1, we reformulate the variational formulation (23) as an operator equation. To do so, we introduce the scalar product in $V_{h}^{r}$ by

$$
\begin{equation*}
\forall\left(v_{h}, \tilde{v}_{h}\right) \in V_{h}^{r} \times V_{h}^{r}, \quad\left(v_{h}, \tilde{v}_{h}\right)_{h}:=\oint_{0}^{1} v_{h} \tilde{v}_{h} \mathrm{~d} x \tag{24}
\end{equation*}
$$

The scalar product in $U_{h}^{r} \subset V_{h}^{r}$ is defined similarly, finally we extend this definition to any elements $z_{h}=\left(u_{h}, v_{h}\right)^{t}$ and $\tilde{z}_{h}=\left(\tilde{u}_{h}, \tilde{v}_{h}\right)^{t}$ in $\mathcal{Z}_{h}=U_{h}^{r} \times V_{h}^{r}$,

$$
\left(z_{h}, \tilde{z}_{h}\right)_{h}=\oint_{0}^{1} u_{h} \tilde{u}_{h} \mathrm{~d} x+\oint_{0}^{1} v_{h} \tilde{v}_{h} \mathrm{~d} x
$$

The variational formulation (23) is equivalent to

$$
\left\{\begin{array}{l}
\partial_{t} u_{h}-R_{h}^{*} v_{h}=0  \tag{25}\\
\partial_{t} v_{h}+R_{h} u_{h}+\gamma B_{h} v_{h}=0,
\end{array} \quad\left(u_{h}, v_{h}\right)(0)=\left(u_{h, 0}, v_{h, 0}\right):=z_{h, 0}\right.
$$

where, $R_{h} \in \mathcal{L}\left(U_{h}^{r}, V_{h}^{r}\right), B_{h} \in \mathcal{L}\left(V_{h}^{r}\right)$ and for all $\left(u_{h}, v_{h}, \tilde{v}_{h}\right) \in U_{h}^{r} \times V_{h}^{r} \times V_{h}^{r}$,

$$
\begin{equation*}
\left(R_{h} u_{h}, \tilde{v}_{h}\right)_{h}=\int_{0}^{1} \tilde{v}_{h} \frac{d}{d x} u_{h} \mathrm{~d} x-u_{h}(1) \tilde{v}_{h}(1) \quad \text { and } \quad\left(B_{h} v_{h}, \tilde{v}_{h}\right)_{h}=v_{h}(1) \tilde{v}_{h}(1) \tag{26}
\end{equation*}
$$

Denoting $z_{h}=\left(u_{h}, v_{h}\right)^{t}$, we can rewrite System (25) as

$$
\left\{\begin{array}{l}
\dot{z}_{h}=A_{h} z_{h}-\gamma\left(\begin{array}{cc}
0 & 0 \\
0 & B_{h}
\end{array}\right) z_{h}, \quad \text { where } \quad A_{h}=\left(\begin{array}{cc}
0 & R_{h}^{*} \\
-R_{h} & 0
\end{array}\right) .  \tag{27}\\
z_{h}(0)=z_{h, 0}
\end{array}\right.
$$

Note that the operator $A_{h} \in \mathcal{L}\left(\mathcal{Z}_{h}\right)$ satisfies, for all $z_{h} \in \mathcal{Z}_{h},\left(A_{h} z_{h}, z_{h}\right)_{h}=0$, hence is skew-adjoint.

### 4.3 Discrete observability

Our objective is - in a preliminary step - to prove an observability property for the system (27). To do so, Assumption 1 is verified in what follows for a given appropriate operator $\Pi_{h} \in \mathcal{L}\left(\mathcal{Z}_{h}\right)$.

### 4.3.1 The discrete multiplier

The strategy to define $\Pi_{h}$ is based upon our analysis presented at the continuous level. More precisely, we construct an operator $\Pi_{h}$ that is a discrete version of the multiplier used in the continuous case - see the proof of Theorem 3.2 in Section 3 namely

$$
\Pi_{h} z_{h} \simeq\binom{-x v_{h}}{-x u_{h}}
$$

Note that the previous equation above can not be an equality since in general $x v_{h} \notin U_{h}^{r}$ and $x u_{h} \notin V_{h}^{r}$. A simple remedy is to introduce the interpolation operator $\chi_{h} \in \mathcal{L}\left(U_{h}^{r}, V_{h}^{r}\right)$ defined by

$$
\begin{equation*}
\forall\left(u_{h}, v_{h}\right) \in U_{h}^{r} \times V_{h}^{r}, \quad \oint_{0}^{1} \chi_{h}\left(u_{h}\right) v_{h} \mathrm{~d} x=\oint_{0}^{1} x u_{h} v_{h} \mathrm{~d} x \tag{28}
\end{equation*}
$$

and its adjoint $\chi_{h}^{*} \in \mathcal{L}\left(V_{h}^{r}, U_{h}^{r}\right)$ given by

$$
\begin{equation*}
\forall\left(u_{h}, v_{h}\right) \in U_{h}^{r} \times V_{h}^{r}, \quad \oint_{0}^{1} \chi_{h}^{*}\left(v_{h}\right) u_{h} \mathrm{~d} x=\oint_{0}^{1} x v_{h} u_{h} \mathrm{~d} x . \tag{29}
\end{equation*}
$$

Due to the specific property of having quadrature points matching interpolation points, it can be shown that the range of $\chi_{h}$ belongs to $U_{h}^{r}$, in particular, for all $u_{h} \in U_{h}^{r}, \chi_{h}\left(u_{h}\right)$ is a continuous function, moreover, $\chi_{h}\left(u_{h}\right)\left(x_{i}\right)=x_{i} u_{h}\left(x_{i}\right)$. We then define the operator $\Pi_{h}$ as follows

$$
\begin{equation*}
\forall z_{h}=\left(u_{h}, v_{h}\right)^{t} \in \mathcal{Z}_{h} \quad \Pi_{h} z_{h}=-\binom{\chi_{h}^{*}\left(v_{h}\right)}{\chi_{h}\left(u_{h}\right)} \tag{30}
\end{equation*}
$$

Note that using (22) one can show that $\Pi_{h}$ is uniformly bounded with respect to $h$. More precisely, there exists $c_{\pi}$ independent of $h$ such that

$$
\begin{equation*}
\forall z_{h} \in \mathcal{Z}_{h} \quad\left\|\Pi_{h} z_{h}\right\|_{h} \leq c_{\pi}\left\|z_{h}\right\|_{h} \tag{31}
\end{equation*}
$$

Note also that $\Pi_{h}$ is symmetric by construction. The discrepancy between the term $\Pi_{h} z_{h}$ and its continuous version is used in what follows. Namely, we need to study

$$
\binom{x u_{h}}{x v_{h}}-\binom{\chi_{h}^{*}\left(v_{h}\right)}{\chi_{h}\left(u_{h}\right)}
$$

It turns out that the operator $C_{h}$ - appearing in Assumption 1 and given later in Eq. (45) and that appears in Assumption 1 - will involve the $H_{1}$ semi-norm of this discrepancy, on each interval of the subdivison of the propagation domain. That is why, we introduce the following two bilinear forms $d_{h}$ and $d_{h, *}$, for all $\left(u_{h}, \tilde{u}_{h}\right) \in U_{h}^{r} \times U_{h}^{r}$

$$
\begin{equation*}
d_{h}\left(u_{h}, \tilde{u}_{h}\right):=\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} \frac{\mathrm{~d}}{\mathrm{~d} x}\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right) \frac{\mathrm{d}}{\mathrm{~d} x}\left(x \tilde{u}_{h}-\chi_{h}\left(\tilde{u}_{h}\right)\right) \mathrm{d} x \tag{32}
\end{equation*}
$$

and, for all $\left(v_{h}, \tilde{v}_{h}\right) \in V_{h}^{r} \times V_{h}^{r}$,

$$
\begin{equation*}
d_{h, *}\left(v_{h}, \tilde{v}_{h}\right):=\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} \frac{\mathrm{~d}}{\mathrm{~d} x}\left(x v_{h}-\chi_{h}^{*}\left(v_{h}\right)\right) \frac{\mathrm{d}}{\mathrm{~d} x}\left(x \tilde{v}_{h}-\chi_{h}^{*}\left(\tilde{v}_{h}\right)\right) \mathrm{d} x . \tag{33}
\end{equation*}
$$

Proposition 4.5. Let $d_{h}$ and $d_{h, *}$ be the positive and symmetric bilinear forms defined by (32) and (33). Then, there exists a constant $c_{d}>0$ depending only on $r$ such that

$$
\forall\left(u_{h}, v_{h}\right) \in U_{h}^{r} \times V_{h}^{r}, \quad d_{h}\left(u_{h}, u_{h}\right)+d_{h, *}\left(v_{h}, v_{h}\right) \leq c_{d} \int_{0}^{1} u_{h}^{2}+v_{h}^{2} \mathrm{~d} x
$$

Proof. Let us first estimate $d_{h}\left(u_{h}, u_{h}\right)$. We use an interpolation property [22, Chapter 4 , Section 4, Theorem 4.4.4]. Since $\left.x u_{h}\right|_{K_{i}}$ belongs to $\mathbb{P}_{r+1}$ with $K_{i}=\left(x_{i}, x_{i+1}\right)$ for any $i \in\{0, N-1\}$, we have

$$
\begin{equation*}
\left|x u_{h}-\chi_{h}\left(u_{h}\right)\right|_{H^{1}\left(K_{i}\right)} \leq h_{i}^{r} c_{r}\left|x u_{h}\right|_{H^{r+1}\left(K_{i}\right)}, \tag{34}
\end{equation*}
$$

where $c_{r}>0$ depends only on $r$. Now, observe that, as $x \in \mathbb{P}_{1}$, only its first derivative does not vanish. Moreover as, $u_{h} \in \mathbb{P}_{r}$, its $(k+1)$ th derivative vanishes. Therefore, the general Leibniz rule leads to

$$
\left(x u_{h}\right)^{(r+1)}=\sum_{j=0}^{r+1}\binom{r+1}{j} x^{(j)} u_{h}^{(r+1-j)}=(r+1) u_{h}^{(r)} .
$$

Injecting this result in (34), we get

$$
\left|x u_{h}-\chi_{h}\left(u_{h}\right)\right|_{H^{1}\left(K_{i}\right)} \leq h_{i}^{r} c_{r}(r+1)\left|u_{h}\right|_{H^{r}\left(K_{i}\right)} .
$$

Thus, using an inverse estimate [22, Chapter 4, Section 5, Lemma 4.5.3], we have that there exists $c_{r}>0$, a scalar depending only on $r$, such that

$$
\left|x u_{h}-\chi_{h}\left(u_{h}\right)\right|_{H^{1}\left(K_{i}\right)} \leq c_{r}\left\|u_{h}\right\|_{L^{2}\left(K_{i}\right)} \quad \Rightarrow \quad d_{h}\left(u_{h}, u_{h}\right) \leq c_{r}^{2}\left\|u_{h}\right\|_{L^{2}(0,1)}^{2} .
$$

The estimate for $d_{h, *}\left(v_{h}, v_{h}\right)$ can be obtained similarly.

### 4.3.2 Jump and averages at intervals end-points

Functions in the space $V_{h}^{r}$ are discontinuous at each end-points of the intervals $\left(x_{i}, x_{i+1}\right)$. Therefore, we introduce the following notations: for all $i \in\{1, N-1\}$, and for any function $v_{h} \in V_{h}^{r}$,

$$
\begin{equation*}
\llbracket v_{h}\left(x_{i}\right) \rrbracket:=v_{h}\left(x_{i}^{+}\right)-v_{h}\left(x_{i}^{-}\right), \quad\left\{v_{h}\left(x_{i}\right)\right\}:=\frac{v_{h}\left(x_{i}^{+}\right)+v_{h}\left(x_{i}^{-}\right)}{2} \tag{35}
\end{equation*}
$$

where,

$$
v_{h}\left(x_{i}^{+}\right)=\lim _{\varepsilon \rightarrow 0} v_{h}\left(x_{i}+\varepsilon\right) \quad \text { and } \quad v_{h}\left(x_{i}^{-}\right)=\lim _{\varepsilon \rightarrow 0} v_{h}\left(x_{i}-\varepsilon\right) .
$$

The following preliminary estimate is required.
Lemma 4.6. There exists $c_{a}>0$, such that, for all $h>0$,

$$
\forall v_{h} \in V_{h}^{r}, \quad \sum_{i=1}^{N-1} \tilde{h}_{i}\left\{\left\{v_{h}\left(x_{i}\right)\right\}^{2} \leq c_{a}\left\|v_{h}\right\|_{L^{2}(0,1)}^{2} \quad \text { where } \quad \tilde{h}_{i}=\min \left(h_{i-1}, h_{i}\right)\right.
$$

Proof. Using the definition of the operator $\{\cdot\}\}$ and $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$, we have

$$
\begin{equation*}
\sum_{i=1}^{N-1} \tilde{h}_{i}\left\{\left\{v_{h}\left(x_{i}\right)\right\}^{2} \leq \frac{1}{2} \sum_{i=1}^{N-1} \tilde{h}_{i}\left(v_{h}\left(x_{i}^{+}\right)^{2}+v\left(x_{i}^{-}\right)^{2}\right) .\right. \tag{36}
\end{equation*}
$$

On any interval $(0, L)$, a trace inequality - [22, Chapter 1, Section 6] - holds. In a one-dimensionnal setting it reads,

$$
\forall v \in H^{1}(0, L), \quad|v(0)|^{2} \leq\|v\|_{L^{2}(0, L)}\left(\frac{1}{L}\|v\|_{L^{2}(0, L)}+2\left\|\frac{\mathrm{~d}}{\mathrm{~d} x} v\right\|_{L^{2}(0, L)}\right) .
$$

Using this estimate for a fonction $v_{h} \in \mathbb{P}_{r}$ as well as an inverse estimate [22, Chapter 4, Section 5, Lemma 4.5.3], we get, with $c_{r}>0$ depending only on $r$,

$$
\forall v_{h} \in \mathbb{P}_{r}, \quad\left|v_{h}^{2}(0)\right|^{2} \leq\left(\frac{1+2 c_{r}}{L}\right)\left\|v_{h}\right\|_{L^{2}(0, L)}^{2}
$$

One can then deduce that for all $i \in\{1, \ldots, N-1\}$,

$$
\left|v_{h}\left(x_{i}^{+}\right)\right|^{2} \leq\left(\frac{1+2 c_{r}}{h_{i}}\right)\left\|v_{h}\right\|_{L^{2}\left(x_{i}, x_{i+1}\right)}^{2} \text { and }\left|v_{h}\left(x_{i}^{-}\right)\right|^{2} \leq\left(\frac{1+2 c_{r}}{h_{i-1}}\right)\left\|v_{h}\right\|_{L^{2}\left(x_{i-1}, x_{i}\right)}^{2} .
$$

Using the two equations above in (36) and using the definition of $\tilde{h}_{i}$, we get

$$
\left.\sum_{i=1}^{N-1} \tilde{h}_{i}\left\{v\left(x_{i}\right)\right\}\right\}^{2} \leq \frac{1+2 c_{r}}{2}\left(\sum_{i=0}^{N-1} \frac{\tilde{h}_{i}}{h_{i}}\left\|v_{h}\right\|_{L^{2}\left(x_{i}, x_{i+1}\right)}^{2}+\sum_{i=1}^{N} \frac{\tilde{h}_{i}}{h_{i-1}}\left\|v_{h}\right\|_{L^{2}\left(x_{i-1}, x_{i}\right)}^{2}\right) .
$$

The proof is concluded by observing that $\tilde{h}_{i} / h_{i}$ and $\tilde{h}_{i} / h_{i-1}$ are less or equal one.

### 4.3.3 Main result

The next theorem shows that the multiplier $\Pi_{h}$ satisfies Assumption 1.
Theorem 4.7. $\exists \alpha, \beta>0$, such that, for all $h$ and all $z_{h}=\left(u_{h}, v_{h}\right) \in \mathcal{Z}_{h}=U_{h}^{r} \times V_{h}^{r}$,
$\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h} \leq \alpha\left(d_{h}\left(u_{h}, u_{h}\right)+d_{h, *}\left(v_{h}, v_{h}\right)+v_{h}^{2}(1)+\sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2}\right)-\beta\left\|z_{h}\right\|_{\mathcal{Z}}^{2}$.
Proof. For all $z_{h}=\left(u_{h}, v_{h}\right)^{t} \in U_{h}^{r} \times V_{h}^{r}$ we have $\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h}=\left(A_{h} z_{h}, \Pi_{h} z_{h}\right)_{h}$ and

$$
\left(A_{h} z_{h}, \Pi_{h} z_{h}\right)_{h}=v_{h}^{2}(1)-u_{h}^{2}(1)-\int_{0}^{1} v_{h} \frac{d}{d x} \chi_{h}^{*}\left(v_{h}\right) \mathrm{d} x+\int_{0}^{1} \chi_{h}\left(u_{h}\right) \frac{d}{d x} u_{h} \mathrm{~d} x
$$

Inserting $x v_{h}-x v_{h}=0$ in the last terms of this equality, we get

$$
\begin{align*}
& \left(A_{h} z_{h}, \Pi_{h} z_{h}\right)_{h}=v_{h}^{2}(1)-u_{h}^{2}(1) \\
& \quad+\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} v_{h} \frac{d}{d x}\left(x v_{h}-\chi_{h}^{*}\left(v_{h}\right)\right) \mathrm{d} x-\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} v_{h} \frac{d}{d x}\left(x v_{h}\right) \mathrm{d} x \\
& \quad-\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}}\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right) \frac{d}{d x} u_{h} \mathrm{~d} x+\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} x u_{h} \frac{d}{d x} u_{h} \mathrm{~d} x . \tag{37}
\end{align*}
$$

By distributing the derivative with respect to $x$, and then integrating by parts, and finally using the algebraic identity $a^{2}-b^{2}=(a-b)(a+b)$, we obtain

$$
\begin{align*}
&-\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} v_{h} \frac{d}{d x}\left(x v_{h}\right) \mathrm{d} x=-\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} v_{h}^{2} \mathrm{~d} x-\frac{1}{2} \sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} x \frac{d}{d x}\left(v_{h}^{2}\right) \mathrm{d} x . \\
&=-\frac{1}{2} \int_{0}^{1} v_{h}^{2} \mathrm{~d} x-\frac{1}{2} v_{h}^{2}(1)-\sum_{i=1}^{N-1} x_{i}\left\{\left\{v_{h}\left(x_{i}\right)\right\} \llbracket v_{h}\left(x_{i}\right) \rrbracket .\right. \tag{38}
\end{align*}
$$

Moreover, using integration by parts and the property that $x u_{h}-\chi_{h}\left(u_{h}\right)$ vanishes at $x=0$ and $x=1$ (property of the operator $\chi_{h}$ mentionned Section 4.3.1), we get

$$
\begin{align*}
-\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} & \left(x u_{h}-\chi_{h}\left(u_{h}\right)\right) \frac{d}{d x} u_{h} \mathrm{~d} x+\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} x u_{h} \frac{d}{d x} u_{h} \mathrm{~d} x \\
& =\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} u_{h} \frac{d}{d x}\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right) \mathrm{d} x-\frac{1}{2} \int_{0}^{1} u_{h}^{2} \mathrm{~d} x-\frac{1}{2} u_{h}^{2}(1) . \tag{39}
\end{align*}
$$

Injecting (38) and (39) into (37) leads to the following equality

$$
\begin{align*}
& \left(A_{h} z_{h}, \Pi_{h} z_{h}\right)_{h}=\frac{1}{2} v_{h}^{2}(1)-\frac{1}{2} u_{h}^{2}(1)-\frac{1}{2} \int_{0}^{1}\left(u_{h}^{2}+v_{h}^{2}\right) \mathrm{d} x-\sum_{i=1}^{N-1} x_{i}\left\{\left\{v_{h}\left(x_{i}\right)\right\} \rrbracket \llbracket v_{h}\left(x_{i}\right) \rrbracket\right. \\
& +\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} v_{h} \frac{d}{d x}\left(x v_{h}-\chi_{h}^{*}\left(v_{h}\right)\right) \mathrm{d} x+\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} u_{h} \frac{d}{d x}\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right) \mathrm{d} x . \tag{40}
\end{align*}
$$

Using Cauchy-Schwarz and Young inequalities, we obtain for all $\lambda>0$,

$$
\begin{align*}
& \left(A_{h} z_{h}, \Pi_{h} z_{h}\right)_{h} \leq \frac{1}{2} v_{h}^{2}(1)-\frac{1}{2}(1-\lambda) \int_{0}^{1}\left(u_{h}^{2}+v_{h}^{2}\right) \mathrm{d} x-\sum_{i=1}^{N-1} x_{i}\left\{v_{h}\left(x_{i}\right)\right\} \llbracket v_{h}\left(x_{i}\right) \rrbracket \\
& \quad+\frac{1}{2 \lambda} \sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}}\left[\frac{d}{d x}\left(x v_{h}-\chi_{h}^{*}\left(v_{h}\right)\right)\right]^{2}+\left[\frac{d}{d x}\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right)\right]^{2} \mathrm{~d} x \tag{41}
\end{align*}
$$

Let us focus on the term involving jumps and averages. Using Cauchy-Schwarz and Young inequalities, bounding $x_{i}$ by 1 as well as Lemma 4.6, we get, for all $\mu>0$,

$$
\begin{aligned}
&-\sum_{i=1}^{N-1} x_{i}\left\{\left\{v_{h}\left(x_{i}\right)\right\} \llbracket \llbracket v_{h}\left(x_{i}\right) \rrbracket \leq \frac{1}{2 \mu} \sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2}+\frac{\mu}{2} \sum_{i=1}^{N-1} \tilde{h}_{i}\left\{\left\{v_{h}\left(x_{i}\right)\right\}^{2}\right.\right. \\
& \leq \frac{1}{2 \mu} \sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2}+\frac{c_{a} \mu}{2}\left\|v_{h}\right\|_{L^{2}(0,1)}^{2}
\end{aligned}
$$

Injecting this estimate in (41) and using the definition (32) and (33) of the bilinear forms $d_{h}$ and $d_{h, *}$ as well as (22), we obtain

$$
\begin{gathered}
\left(A_{h} z_{h}, \Pi_{h} z_{h}\right)_{h} \leq \frac{1}{2} v_{h}^{2}(1)-(1-\lambda) \frac{1}{2 c_{q, \max }} \oint_{0}^{1} u_{h}^{2} \mathrm{~d} x-\frac{1}{2 c_{q, \max }}\left(1-\lambda-\mu c_{a}\right) \oint_{0}^{1} v_{h}^{2} \mathrm{~d} x \\
+\frac{1}{2 \mu} \sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2}+\frac{1}{2 \lambda} d_{h, *}\left(v_{h}, v_{h}\right)+\frac{1}{2 \lambda} d_{h}\left(u_{h}, u_{h}\right) .
\end{gathered}
$$

We conclude the proof by choosing $\lambda$ and $\mu$ small enough such that $1-\lambda$ and $1-\lambda-\mu c_{a}$ are strictly positive.

To formally verify that Assumption 1 holds, the estimation of Theorem 4.7 must be written in the form

$$
\begin{equation*}
\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h} \leq \alpha\left\|C_{h} z_{h}\right\|_{h}^{2}-\beta\left\|z_{h}\right\|_{h}^{2} \tag{42}
\end{equation*}
$$

for some operator $C_{h} \in \mathcal{L}\left(\mathcal{Z}_{h}, \mathcal{Y}_{h}\right)$. In order to define this operator we intoduce the operators $D_{h} \in \mathcal{L}\left(U_{h}^{r}\right)$ and $D_{h, *} \in \mathcal{L}\left(V_{h}^{r}\right)$ associated with the bilinear forms $d_{h}$ and $d_{h, *}$,

$$
\begin{cases}\forall\left(u_{h}, \tilde{u}_{h}\right) \in U_{h}^{r} \times U_{h}^{r}, & \left(D_{h} u_{h}, \tilde{u}_{h}\right)_{h}=d_{h}\left(u_{h}, \tilde{u}_{h}\right),  \tag{43}\\ \forall\left(v_{h}, \tilde{v}_{h}\right) \in V_{h}^{r} \times V_{h}^{r}, & \left(D_{h, *} v_{h}, \tilde{v}_{h}\right)_{h}=d_{h, *}\left(v_{h}, \tilde{v}_{h}\right)\end{cases}
$$

We also need to introduce the jump operator involving jumps of discontinuous functions and defined by

$$
\begin{equation*}
\forall\left(v_{h}, \tilde{v}_{h}\right) \in V_{h}^{r} \times V_{h}^{r}, \quad\left(J_{h} v_{h}, \tilde{v}_{h}\right)_{h}=\sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket \llbracket \tilde{v}_{h}\left(x_{i}\right) \rrbracket . \tag{44}
\end{equation*}
$$

Note that the operators $J_{h}, B_{h}, D_{h}$ and $D_{h, *}$ are self-adjoint and positive. Therefore, we can introduce their square roots. Setting $\mathcal{Y}_{h}=U_{h}^{r} \times\left[V_{h}^{r}\right]^{3}$ (a natural definition
of its scalar product ensues from its tensorial structure), we define the operator $C_{h} \in \mathcal{L}\left(\mathcal{Z}_{h}, \mathcal{Y}_{h}\right)$ by

$$
C_{h}=\left(\begin{array}{cc}
D_{h}^{\frac{1}{2}} & 0  \tag{45}\\
0 & J_{h}^{\frac{1}{2}} \\
0 & B_{h}^{\frac{1}{2}} \\
0 & D_{h, *}^{\frac{1}{2}}
\end{array}\right) .
$$

From all these considerations we deduce the following corrolary.
Corollary 4.8. The operator $\Pi_{h}$ defiend by 30 satisfies Assumption 1 with $C_{h}$ defined by (45). As a consequence, for $T$ large enough, there exists $c_{s t}(T)$ independent of $h$, such that for any $z_{h}(t)=\left(u_{h}(t), v_{h}(t)\right)^{t} \in \mathcal{Z}_{h}$ solution to (27),

$$
\begin{align*}
\left\|u_{h, 0}\right\|_{h}^{2} & +\left\|v_{h, 0}\right\|_{h}^{2} \leq c_{s t}(T)\left[\int_{0}^{T} d_{h}\left(u_{h}, u_{h}\right) \mathrm{d} t+\int_{0}^{T} d_{h, *}\left(v_{h}, v_{h}\right) \mathrm{d} t\right. \\
& \left.+\int_{0}^{T} v_{h}^{2}(1) \mathrm{d} t+\int_{0}^{T} \sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2} \mathrm{~d} t\right]=c_{s t}(T) \int_{0}^{T}\left\|C_{h} z_{h}\right\|_{h}^{2} \mathrm{~d} t . \tag{46}
\end{align*}
$$

Proof. Observe that Theorem 4.7 indeed implies (42), then Theorem 4.3 can be applied to conclude.

Following what was done in Section 3, (46) is a guideline to build an exponentially stable system. Using $C_{h}$ - as defined by (45) - to damp the dynamics (27), we construct an uniformly in $h$ exponentially stable dynamics.

### 4.4 Exponential stability

We incorporate in the system (27) the dissipative terms $C_{h}$ in the observability inequality (46). In other words, we introduce a perturbation of system (27) by the operator $\gamma C_{h}^{*} C_{h}$, which gives us the following system

$$
\left\{\begin{array}{l}
\dot{z}_{h}=A_{h} z_{h}-\gamma C_{h}^{*} C_{h} z_{h}, \quad \text { in }[0, T],  \tag{47}\\
z_{h}(0)=z_{h, 0},
\end{array}\right.
$$

where $A_{h}$ and $C_{h}$ are respectively defined by (27) and (45). We will be able to expose our main result, namely the uniform exponential stability property in the semidiscrete case. First, it is verified that the multiplier $\Pi_{h}$ satisfies the fundamental Assumption 2.

Theorem 4.9. Let $C_{h}$ be defined by (45). Then $\Pi_{h}$ defined by (30) satisfies Assumption 2, in particular, $\exists \chi, \kappa,>0$, such that, for all $h$,

$$
\forall z_{h} \in \mathcal{Z}_{h}, \quad\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h}-\gamma\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h} \leq \chi\left\|C_{h} z_{h}\right\|_{h}^{2}-\kappa\left\|z_{h}\right\|_{h}^{2}
$$

Proof. Since $\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h}$ has been studied in the proof of Theorem 4.7, we focus on the term $\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h}$. We have

$$
\begin{aligned}
-\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h}=-\sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket \llbracket & \chi_{h}\left(u_{h}\right)\left(x_{i}\right) \rrbracket \\
& +v_{h}(1) \chi_{h}\left(u_{h}\right)(1) \\
& +d_{h}\left(u_{h}, \chi_{h}^{*}\left(v_{h}\right)\right)+d_{h, *}\left(v_{h}, \chi_{h}\left(u_{h}\right)\right) .
\end{aligned}
$$

Thanks to the properties of the interpolation operator $\chi_{h}$ discussed in Section 4.3.1, we have $\chi_{h}\left(u_{h}\right)(1)=u_{h}(1)$ and $\llbracket \chi_{h}\left(u_{h}\right)\left(x_{i}\right) \rrbracket=0$. Therefore, we obtain

$$
-\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h}=v_{h}(1) u_{h}(1)+d_{h}\left(u_{h}, \chi_{h}^{*}\left(v_{h}\right)\right)+d_{h, *}\left(v_{h}, \chi_{h}\left(u_{h}\right)\right) .
$$

Gathering the above equation and (40), we get

$$
\begin{align*}
& \left(A_{h} z_{h}, \Pi_{h} z_{h}\right)_{h}-\gamma\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h}=\frac{1}{2} v_{h}^{2}(1)-\frac{1}{2} u_{h}^{2}(1)+\gamma v_{h}(1) u_{h}(1) \\
- & \left.\frac{1}{2} \int_{0}^{1}\left(u_{h}^{2}+v_{h}^{2}\right) \mathrm{d} x-\sum_{i=1}^{N-1} x_{i} \llbracket v_{h}\left(x_{i}\right)\right\} \llbracket \llbracket v_{h}\left(x_{i}\right) \rrbracket+\gamma d_{h}\left(u_{h}, \chi_{h}^{*}\left(v_{h}\right)\right)+\gamma d_{h, *}\left(v_{h}, \chi_{h}\left(u_{h}\right)\right) \\
+ & \sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} v_{h} \frac{d}{d x}\left(x v_{h}-\chi_{h}^{*}\left(v_{h}\right)\right) \mathrm{d} x+\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} u_{h} \frac{d}{d x}\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right) \mathrm{d} x . \tag{48}
\end{align*}
$$

Following the proof of Theorem 4.7, one can deduce from (48), the estimate

$$
\begin{align*}
& \quad\left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h}-\gamma\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h} \\
& \quad \leq-\frac{1}{2 c_{q, \max }}\left(1-\lambda-\mu c_{a}\right)\left\|z_{h}\right\|_{h}^{2}+\frac{1}{2 \lambda} d_{h}\left(u_{h}, u_{h}\right)+\frac{1}{2 \lambda} d_{h, *}\left(v_{h}, v_{h}\right) \\
& +\frac{\gamma^{2}+1}{2} v_{h}^{2}(1)+\frac{1}{2 \mu} \sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2}+\gamma d_{h}\left(u_{h}, \chi_{h}^{*}\left(v_{h}\right)\right)+\gamma d_{h, *}\left(v_{h}, \chi_{h}\left(u_{h}\right)\right), \tag{49}
\end{align*}
$$

where $\lambda$ and $\mu$ are sufficiently small positive scalars. Thanks to Cauchy-Schwarz and Young inequalities, Proposition 4.5 and (31), one can show that, for any $\delta>0$,

$$
\begin{equation*}
d_{h}\left(u_{h}, \chi_{h}^{*}\left(v_{h}\right)\right) \leq \frac{1}{2 \delta} d_{h}\left(u_{h}, u_{h}\right)+\frac{\delta c}{2}\left\|v_{h}\right\|_{h}^{2}, \tag{50}
\end{equation*}
$$

with $c=c_{d} c_{\pi}^{2} / c_{q, \text { min }}$. Similarly, one gets,

$$
\begin{equation*}
d_{h, *}\left(v_{h}, \chi_{h}\left(u_{h}\right)\right) \leq \frac{1}{2 \delta} d_{h, *}\left(v_{h}, v_{h}\right)+\frac{\delta c}{2}\left\|u_{h}\right\|_{h}^{2} . \tag{51}
\end{equation*}
$$

Injecting (50) and (51) in (49) yields

$$
\begin{aligned}
& \left(\Pi_{h} A_{h} z_{h}, z_{h}\right)_{h}-\gamma\left(C_{h} z_{h}, C_{h} \Pi_{h} z_{h}\right)_{h} \\
& \leq-\chi\left\|z_{h}\right\|_{h}^{2}+\frac{\gamma^{2}+1}{2} v_{h}^{2}(1)+\frac{1}{2 \mu} \sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2} \\
& +\left(\frac{1}{2 \lambda}+\frac{\gamma}{2 \delta}\right)\left(d_{h}\left(u_{h}, u_{h}\right)+d_{h, *}\left(v_{h}, v_{h}\right)\right),
\end{aligned}
$$

for some scalar $\kappa$, strictly positive for $\lambda, \mu, \delta$ small enough. The proof can be concluded by observing that

$$
\left\|C_{h} z_{h}\right\|_{h}^{2}=v_{h}^{2}(1)+\sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2}+d_{h}\left(u_{h}, u_{h}\right)+d_{h, *}\left(v_{h}, v_{h}\right) .
$$

We can deduce from Theorem 4.9 the uniform exponential stability property for the damped wave equation (47).

Corollary 4.10. There exist $c_{s}>0$ and $\sigma>0$ independent of $h$ such that, for all $T>0$ and any $z_{h}(t)=\left(u_{h}(t), v_{h}(t)\right)^{t}$ solution to (47),

$$
\left(\left\|u_{h}(t)\right\|_{h}^{2}+\left\|v_{h}(t)\right\|_{h}^{2}\right)^{\frac{1}{2}} \leq c_{s} e^{-\sigma t}\left(\left\|u_{h, 0}\right\|_{h}^{2}+\left\|v_{h, 0}\right\|_{h}^{2}\right)^{\frac{1}{2}} .
$$

Proof. Theorem 4.9 shows that the multiplier $\Pi_{h}$ defined by (30) satisfies Assumption 2. We can then apply Theorem 4.4 with $C_{h}$ and is defined by (45).

### 4.5 Additionnal properties of the stabilization operators

In this section we explain some properties of the operators $D_{h}$ and $D_{h, *}$ and the corresponding bilinear forms $d_{h}$ and $d_{h, *}$. In particular, we give another expression for $d_{h}$ that allows the added stabilization operator $D_{h}$ to be interpreted as an elementwise $r$-Laplacian operator. The given expression is also more convenient to handle for implementation purposes, but we do not elaborate on this last property. Finally, we point out that in [21] a Laplacian operator is used as a viscous term for the stabilization of finite elements of order 1. Therefore, in a sense, our work generalizes these results by showing that an element-wise $r$-Laplacian operator - scaled by the corresponding power of $h$ - can be used for the stabilization of high-order finite elements

Proposition 4.11. For any $u_{h} \in U_{h}^{r}$,

$$
d_{h}\left(u_{h}, u_{h}\right)=c_{r} \sum_{i=0}^{N-1} h_{i}^{2 r+1}\left|u_{h}^{(r)}\left(x_{i+\frac{1}{2}}\right)\right|^{2}, \quad \text { where } \quad x_{i+\frac{1}{2}}:=\frac{x_{i}+x_{i+1}}{2} .
$$

where $c_{r}$ is a positive scalar depending only on the finite element order $r$.
Proof. To show the stated result, it is sufficient to study the following term for $u_{h} \in \mathbb{P}_{r}$,

$$
\frac{d}{d x}\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right) .
$$

Since $u_{h} \in U_{h}^{r}$, we have that $u_{i}:=\left.u_{h}\right|_{\left(x_{i}, x_{i+1}\right)} \in \mathbb{P}_{r}$, hence

$$
u_{i}(x)=\sum_{k=0}^{r-1} \frac{x^{k}}{k!} u_{i}^{(k)}\left(x_{i}\right)+r_{i}(x) \quad \text { where } \quad r_{i}(x):=\frac{x^{r}}{r!} u_{i}^{(r)}\left(x_{i+\frac{1}{2}}\right) .
$$

Note that, since $u_{i}^{(r)}$ is a constant function in space, we simply write $u_{i}^{(r)}\left(x_{i+\frac{1}{2}}\right)=$ $u_{i}^{(r)}$. Moreover, observe that

$$
\left.\chi_{h}\left(u_{h}\right)\right|_{\left(x_{i}, x_{i+1}\right)}=I_{i}\left(x u_{h}\right),
$$

where $I_{i} \in \mathcal{L}\left(C^{0}\left(\left[x_{i}, x_{i+1}\right]\right), \mathbb{P}_{r}\right)$ is the interpolation operator on the Gauss-Lobatto points $\left\{x_{i}+h_{i} \xi_{k}\right\}_{k=0}^{r}$. The operator $I_{i}$ is a projection operator on $\mathbb{P}_{r}$. Therefore, one can deduce that

$$
\begin{equation*}
\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right)_{\left(x_{i}, x_{i+1}\right)}=x r_{i}(x)-I_{i}\left(x r_{i}(x)\right)=\frac{u_{i}^{(r)}}{r!}\left(x^{r+1}-I_{i}\left(x^{r+1}\right)\right) . \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{h}\left(u_{h}, u_{h}\right)=\sum_{i=0}^{N-1} \frac{\left(u_{i}^{(r)}\right)^{2}}{r!^{2}} \int_{x_{i}}^{x_{i+1}}\left|\frac{\mathrm{~d}}{\mathrm{~d} x}\left(x^{r+1}-I_{i}\left(x^{r+1}\right)\right)\right|^{2} \mathrm{~d} x . \tag{53}
\end{equation*}
$$

We now introduce the following change of variable,

$$
\phi_{i}: \left\lvert\, \begin{gathered}
{[0,1] \rightarrow\left[x_{i}, x_{i+1}\right]} \\
\xi \rightarrow x=h_{i} \xi+x_{i}
\end{gathered} \Rightarrow \quad\left(I_{h_{i}}\left(x^{r+1}\right) \circ \phi_{i}\right)(\xi)=\sum_{k=0}^{r} \psi_{k}(\xi) \xi_{k}^{r+1} h_{i}^{r+1}\right.
$$

where $\left\{\psi_{k}(\xi)\right\}_{k=0}^{r}$ are a basis for $\mathbb{P}_{r}$ such that $\psi_{k}\left(\xi_{\ell}\right)=\delta_{k, \ell}$. The use of the above identity and (52) leads to

$$
\left(\frac{\mathrm{d}}{\mathrm{~d} x}\left(x^{r+1}-I_{i}\left(x^{r+1}\right)\right)\right) \circ \phi_{i}=\frac{1}{h_{i}} \frac{\mathrm{~d}}{\mathrm{~d} \xi}\left(h_{i}^{r+1} \xi^{r+1}-\sum_{k=0}^{r} \psi_{k}(\xi) \xi_{k}^{r+1} h_{i}^{r+1}\right) .
$$

Finally, (53) is rewritten

$$
\begin{aligned}
& \qquad d_{h}\left(u_{h}, u_{h}\right)=\sum_{i=0}^{N-1} \int_{x_{i}}^{x_{i+1}}\left|\frac{\mathrm{~d}}{\mathrm{~d} x}\left(x u_{h}-\chi_{h}\left(u_{h}\right)\right)\right|^{2}=c_{r}\left(u_{i}^{(r)}\right)^{2} \frac{1}{h_{i}} h_{i}^{2 r+2}, \\
& \text { where } c_{r}=\frac{1}{r!^{2}} \int_{0}^{1}\left|\frac{\mathrm{~d}}{\mathrm{~d} \xi}\left(\xi^{r+1}-\sum_{k=0}^{r} \psi_{k}(\xi) \xi_{k}^{r+1}\right)\right|^{2} \mathrm{~d} \xi .
\end{aligned}
$$

The same result cannot be obtained straightforwardly for $d_{h, *}$. In fact, due to the discontinuous nature of the space $V_{h}^{r}$, jump terms are involved.
Proposition 4.12. For $v_{h} \in V_{h}^{r}$ then

$$
d_{h, *}\left(v_{h}, v_{h}\right) \leq c_{r}^{*}\left(\sum_{i=0}^{N-1} h_{i}^{2 r+1}\left|v_{h}^{(r)}\left(x_{i+\frac{1}{2}}\right)\right|^{2}+h \sum_{i=1}^{N-1} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2}\right),
$$

where $c_{r}^{*}$ is a positive scalar depending only on the finite element order $r$.
Proof. The proof is based on an adequate decomposition of any function $v_{h} \in V_{h}^{r}$. More precisely we introduce $w_{h} \in V_{h}^{1}$ defined by
$w_{h}(0)=w_{h}(1)=0, \quad w_{h}\left(x_{i}^{ \pm}\right)= \pm \frac{\llbracket v_{h}\left(x_{i}\right) \rrbracket}{2}, i \in\{1, \ldots, N-1\} \quad$ and $\quad w_{h \mid\left(x_{i}, x_{i+1}\right)} \in \mathbb{P}_{1}$.
We then defined $u_{h}=v_{h}-w_{h}$. It can be verified that $u_{h} \in U_{h}^{r}$. Using the Young's inequality, Proposition 4.5 and the property that $u_{h} \in U_{h}^{r}$

$$
d_{h, *}\left(v_{h}, v_{h}\right) \leq 2 d_{h}\left(u_{h}, u_{h}\right)+2 c_{d} \int_{0}^{1} w_{h}^{2} \mathrm{~d} x
$$

hence, using Proposition 4.11,

$$
d_{h, *}\left(v_{h}, v_{h}\right) \leq 2 c_{r} \sum_{i=0}^{N-1} h_{i}^{2 r+1}\left|u_{h}^{(r)}\left(x_{i+\frac{1}{2}}\right)\right|^{2}+2 c_{d} \sum_{i=0}^{N-1} \int_{x_{i}}^{x_{i+1}} w_{h}^{2} \mathrm{~d} x .
$$

It is then possible to show that, there exists $c_{j}>0$ independant of $h$, such that

$$
\sum_{i=0}^{N-1} \int_{x_{i}}^{x_{i+1}} w_{h}^{2} \mathrm{~d} x \leq c_{j} h \sum_{i=1}^{N-1} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2}
$$

finally, to conclude, we observe that $u_{h}^{(r)}\left(x_{i+\frac{1}{2}}\right)=\left(u_{h}+w_{h}\right)^{(r)}\left(x_{i+\frac{1}{2}}\right)=v_{h}^{(r)}\left(x_{i+\frac{1}{2}}\right)$ by construction.

Remark 4.13. In the numerical results presented below, we used the following simplified expression instead of the term $d_{h, *}$

$$
\begin{equation*}
\forall\left(v_{h}, \tilde{v}_{h}\right) \in V_{h}^{r} \times V_{h}^{r}, \quad \tilde{d}_{h}\left(v_{h}, \tilde{v}_{h}\right):=c_{r} \sum_{i=0}^{N-1} h_{i}^{2 r+1} v_{h}^{(r)}\left(x_{i+\frac{1}{2}}\right) \tilde{v}_{h}^{(r)}\left(x_{i+\frac{1}{2}}\right), \tag{54}
\end{equation*}
$$

that can be seen as an extension to $V_{h}^{r}$ of the bilinear form $d_{h}$. Numerical evidences show that Theorem 4.9 hold with this substitution.

## 5 Application to a data assimilation problem

### 5.1 Motivation

One application of the results of exponential stabilization is to construct observers that use available measurements as feedback to improve a physical system approximation. In this case, the goal is to construct a numerical approximation to the solution of a wave propagation problem for which we have boundary measurements. More precisely, we assume that we have access to the boundary data $v(1, t)$ for all times, where $z=(u, v)^{t}$ is the solution of (1)-(2) with $\gamma=0$ (hence the problem is conservative). Despite unknown initial data, we want to construct a numerical approximation $z_{h}=\left(u_{h}, v_{h}\right)^{t}$ that converges asymptotically to $z$ in time $t$ up to a discretization error. To do so, one can follow the approach proposed in [7, 30] and compute a so-called observer $\hat{z}_{h}$ as the solution to

$$
\dot{z}_{h}=A_{h} \hat{z}_{h}-\gamma\left(\begin{array}{cc}
\widetilde{D}_{h} & 0  \tag{55}\\
0 & \widetilde{D}_{h, *}+J_{h}
\end{array}\right) \hat{z}_{h}-\gamma\left(\begin{array}{cc}
0 & 0 \\
0 & B_{h}
\end{array}\right)\left(\hat{z}_{h}-\bar{z}_{h}\right), \quad \hat{z}_{h}(0)=0
$$

where $\bar{z}_{h}$ is the interpolation of the continuous function $z$ solution to (1)-(2). Note that, by assumption, we only have access to $B_{h} \bar{z}_{h}(t)$, which corresponds to the measurements at the boundary. These measurements are used in a feedback law for the dynamics of the observer. Note finally that $\bar{z}$ is the solution of a conservative problem (i.e., $\gamma=0$ ) and $\left(u_{0}, v_{0}\right)$ are unknown. The main question to answer concerns the convergence of $\hat{z}_{h}$ towards $z$.

### 5.2 Convergence result

In this section, we follow the approach of [31] and provide a convergence result of the solution of the exponentially stable discrete problem (55) towards the solution of the continuous problem (1)-(2). The most important feature of the proposed error estimate is that, unlike the standard error estimates, it is uniform in $T$. We introduce the interpolation of $z(t)=(u(t), v(t))^{t}-$ solution to(1)-(2)- denoted $\bar{z}_{h}(t)=\left(I_{h} u(t), I_{h} v(t)\right)^{t}$ where $I_{h} \in \mathcal{L}\left(C^{0}([0,1]), U_{h}^{r}\right)$, is the interpolation operator. For the sake of simplicity and conciseness, we assume that $\bar{z}_{h}(t)$ is solution to

$$
\begin{equation*}
\dot{\bar{z}}_{h}=A_{h} \bar{z}_{h}+\varepsilon_{h}, \quad \bar{z}_{h}(0)=\left(I_{h} u_{0}, I_{h} v_{0}\right)^{t} \tag{56}
\end{equation*}
$$

where $\varepsilon_{h}(t) \in \mathcal{Z}_{h}$ is the consistency error, smooth in time, and such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|\varepsilon_{h}(t)\right\|_{L^{2}(0,1)^{2}} \leq c_{\varepsilon} h^{r} \tag{57}
\end{equation*}
$$

with $c_{\varepsilon}>0$ is independent of $T$. Finally, we assume that the interpolation operator satisfies that there exists $c_{I}>0$, such that for $0 \leq \ell \leq k$ and $0 \leq k \leq r$, and all $h>0$,

$$
\begin{equation*}
\forall w \in H^{r}(0,1)^{2}, \quad\left(\sum_{i=0}^{N-1}\left|I_{h} w-w\right|_{H^{\ell}\left(x_{i}, x_{i+1}\right)^{2}}^{2}\right)^{\frac{1}{2}} \leq c_{I} h^{k-\ell}\|w\|_{H^{k}(0,1)} \tag{58}
\end{equation*}
$$

We refer to $[9,19,22]$ for more details on how these properties can be obtained.
Lemma 5.1. There exists a constant $c_{D}>0$ independent of $h$, such that

$$
\forall w \in H^{r}(0,1), \quad\left\|D_{h}^{\frac{1}{2}} I_{h} w\right\|_{L^{2}(0,1)}=\left\|D_{h, *}^{\frac{1}{2}} I_{h} w\right\|_{L^{2}(0,1)} \leq c_{D} h^{r}\|w\|_{H^{r}(0,1)}
$$

and $J_{h} I_{h} w=0$.

Proof. From the property $\chi_{h}^{*}\left(I_{h} w\right)=\chi_{h}\left(I_{h} w\right)$ and thanks to Proposition 4.11, we have

$$
\begin{aligned}
d_{h, *}\left(I_{h} w, I_{h} w\right)=d_{h}\left(I_{h} w, I_{h} w\right) & =c_{r} \sum_{i=0}^{N-1} h_{i}^{2 r+1}\left|\left(I_{h} w\right)^{(r)}\left(x_{i+\frac{1}{2}}\right)\right|^{2} \\
& =c_{r} \sum_{i=0}^{N-1} \int_{x_{i}}^{x_{i+1}} h_{i}^{2 r}\left|\left(I_{h} w\right)^{(r)}\left(x_{i+\frac{1}{2}}\right)\right|^{2} \\
& \leq c_{r} h^{2 r} \sum_{i=0}^{N-1}\left|I_{h} w\right|_{H^{r}\left(x_{i}, x_{i+1}\right)}^{2}
\end{aligned}
$$

Using (58) and a triangular inequality, we get the existence of another scalar $c_{r}$ such that

$$
d_{h}\left(I_{h} w, I_{h} w\right) \leq c_{r} h^{2 r}\|w\|_{H^{r}(0,1)}^{2}
$$

Finally, note that since $I_{h} w$ is continuous, $J_{h} I_{h} w=0$.
Theorem 5.2. Let $z \in C^{1}\left([0, T] ; H^{r}(0,1)^{2}\right)$ be a solution to (10). Then, there exists positive scalars $c_{s t}>0$ and $\sigma>0$ such that, for any $T>0$ and $h>0$, we have

$$
\forall t \in[0, T], \quad\left\|z(t)-z_{h}(t)\right\|_{L^{2}(0,1)^{2}} \leq c_{s t}\left(e^{-\sigma t}\left\|\bar{z}_{h}(0)-z_{h}(0)\right\|_{h}+h^{r}\right)
$$

where $z_{h}$ is solution to (55).
Proof. Using the triangular inequality we have

$$
\left\|z(t)-z_{h}(t)\right\|_{L^{2}(0,1)^{2}} \leq\left\|z(t)-\bar{z}_{h}\right\|_{L^{2}(0,1)^{2}}+\left\|\bar{z}_{h}-z_{h}(t)\right\|_{L^{2}(0,1)^{2}}
$$

Using the interpolation property (58), we obtain that there exists a positive scalar $c_{s t}$ such that

$$
\begin{equation*}
\left\|z(t)-z_{h}(t)\right\|_{L^{2}(0,1)^{2}} \leq c_{s t} h^{r}+\left\|e_{h}(t)\right\|_{L^{2}(0,1)^{2}} \tag{59}
\end{equation*}
$$

where $e_{h}=\bar{z}_{h}-z_{h}$. The error term $e_{h}$ satisfies

$$
\dot{e}_{h}=A_{\gamma, h} e_{h}+\bar{\varepsilon}_{h}, \quad e_{h}(0)=\bar{z}_{h}(0)-z_{h}(0)
$$

where $A_{\gamma, h}=A_{h}-\gamma C_{h}^{*} C_{h}$ and

$$
\bar{\varepsilon}_{h}=\gamma\left(\begin{array}{cc}
D_{h} & 0 \\
0 & D_{h, *}+J_{h}
\end{array}\right) \bar{z}_{h}+\varepsilon_{h}
$$

Using Lemma 5.1 and estimate (57), we have that, there exists $c_{s t}$ independent of $h$ and $T$, such that

$$
\sup _{t \in[0, T]}\left\|\bar{\varepsilon}_{h}(t)\right\|_{L^{2}(0,1)^{2}} \leq c_{s t} h^{r}
$$

From the Duhamel formula, we recall that

$$
e_{h}(t)=e^{t A_{\gamma, h}}\left(\bar{z}_{h}(0)-z_{h}(0)\right)+\int_{0}^{t} e^{(t-s) A_{\gamma, h}} \bar{\varepsilon}_{h}(s) \mathrm{d} s
$$

Using the exponential stability of the operator $A_{\gamma, h}$ - see Corollary 4.10 - we get that

$$
\left\|e_{h}(t)\right\|_{h} \leq c_{s t}\left(e^{-\sigma t}\left\|\bar{z}_{h}(0)-z_{h}(0)\right\|_{h}+\sup _{s \in[0, t]}\left\|\bar{\varepsilon}_{h}(s)\right\|_{h} \int_{0}^{t} e^{-\sigma(t-s)} \mathrm{d} s\right)
$$

As a consequence, we finally find that there exist a constant $c_{s t}>0$ independent of $h$ and $T$ such that

$$
\forall t \in[0, T], \quad\left\|e_{h}(t)\right\|_{h} \leq c_{s t}\left(e^{-\sigma t}\left\|\bar{z}_{h}(0)-z_{h}(0)\right\|_{h}+\frac{1}{\sigma}\left(1-e^{-\sigma t}\right) h^{r}\right)
$$

which combining with (59) and (22) proves the desired result.

Theorem 5.2 shows that the effect of uncertainty on the initial condition vanishes exponentially fast and $\hat{z}_{h}$ is asymptotically in time an approximation of $z$ up to a standard discretization error in $O\left(h^{r}\right)$. More precisely, it becomes a better approximation than a standard discretization of the wave equation with known initial condition, since the error does not grow linearly with time.

## 6 The fully discrete setting

### 6.1 Abstract results

In this section, we are interested in the discretization of System (19) with an implicit midpoint scheme. We verify that the use of this time discretization does not alter the stabilization properties. The scheme is given by, for all $n \geq 0$,

$$
\left\{\begin{array}{l}
\frac{z_{h}^{n+1}-z_{h}^{n}}{\Delta t}=A_{h} z_{h}^{n+1 / 2}-\gamma C_{h}^{*} C_{h} z_{h}^{n+1 / 2},  \tag{60}\\
z_{h}^{0}=z_{h, 0}
\end{array}\right.
$$

It is easy to show an energy conservation property for this scheme.
Theorem 6.1. Let $\left\{z_{h}^{n}\right\}_{n \geq 0} \in \mathcal{Z}_{h}$ be a solution to (60), we have the discrete dissipation energy property

$$
\begin{equation*}
\forall n \geq 0, \quad \frac{1}{2} \frac{\left\|z_{h}^{n+1}\right\|_{h}^{2}-\left\|z_{h}^{n}\right\|_{h}^{2}}{\Delta t}=-\gamma\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2} \tag{61}
\end{equation*}
$$

Proof. We multiply (60) by $z_{h}^{n+1 / 2}$. Since $A_{h}$ satisfies (18) and using $(a-b)(a+b)=$ $a^{2}-b^{2}$ we obtain the result.

We now demonstrate observability and exponential stability, as in the previous sections, but at the fully discrete level. An important result is that while the scheme (60) is stable for any time step $\Delta t$ (in the sense that the solution remains bounded), exponential stability requires a condition on the time step that is typical of CFL conditions observed when using explicit time discretization.

Following the same reasoning as in the semi-discrete case, we start by demonstrating the observability property for the undamped case $\gamma=0$.

Theorem 6.2. Let Assumption 1 holds. For $N \in \mathbb{N}$ large enough, there exists a constant $c_{s t}(N)>0$ independent of $h$ such that, any solutions $\left\{z_{h}^{n}\right\}_{n \geq 0} \in \mathcal{Z}_{h}$ to (60) with $\gamma=0$ satisfies

$$
\left\|z_{h, 0}\right\|_{h}^{2} \leq c_{s t}(N) \Delta t \sum_{n=0}^{N}\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}
$$

Proof. The proof follows the same steps as in the proof of Theorem 4.3
Step 1: We multiply the first equation of (60) (with $\gamma=0$ ) by $\Pi_{h} z_{h}^{n+1 / 2}$, and we get

$$
\left(\Pi_{h} \frac{z_{h}^{n+1}-z_{h}^{n}}{\Delta t}, z_{h}^{n+1 / 2}\right)_{h}=\left(\Pi_{h} A_{h} z_{h}^{n+1 / 2}, z_{h}^{n+1 / 2}\right)_{h}
$$

Using $(a-b)(a+b)=a^{2}-b^{2}$ and Assumption 1 we find,

$$
\begin{align*}
\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n+1}, z_{h}^{n+1}\right)_{h}-\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n}, z_{h}^{n}\right)_{h} & =\left(\Pi_{h} A_{h} z_{h}^{n+1 / 2}, z_{h}^{n+1 / 2}\right)_{h}  \tag{62}\\
& \leq \alpha\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}-\beta\left\|z_{h}^{n+1 / 2}\right\|_{h}^{2}
\end{align*}
$$

Step 2: Summing (62) over $n$ we get,
$\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{N+1}, z_{h}^{N+1}\right)_{h}-\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{0}, z_{h}^{0}\right)_{h} \leq \alpha \sum_{n=0}^{N}\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}-\beta \sum_{n=0}^{N}\left\|z_{h}^{n+1 / 2}\right\|_{h}^{2}$.

The fully discrete energy conservation property of Theorem 6.1 with $\gamma=0$ gives

$$
\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{N+1}, z_{h}^{N+1}\right)_{h}-\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{0}, z_{h}^{0}\right)_{h} \leq \alpha \sum_{n=0}^{N}\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}-\beta(N+1)\left\|z_{h}^{0}\right\|_{h}^{2} .
$$

Step 3: Since $\Pi_{h}$ is bounded, by the Cauchy-Schwarz inequality and using again the energy conservation theorem 6.1 with $\gamma=0$, we have

$$
\left(\beta(N+1) \Delta t-\left\|\Pi_{h}\right\|_{h}\right)\left\|z_{0, h}\right\|_{h}^{2} \leq \alpha \sum_{n=0}^{N} \Delta t\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}
$$

Choosing $(N+1) \Delta t>\left\|\Pi_{h}\right\|_{h} \beta^{-1}$, we obtain the result of the theorem.
Proving the exponential stability property for the damped system is more involved and is obtained under a condition on the time step.

Theorem 6.3. Let Assumption 2 holds with $\gamma>0$. and assumme that there exists $c_{c}>0$ and $\beta>0$ such that

$$
\begin{equation*}
\Delta t\left\|C_{h}\right\|_{h} \leq c_{c} \tag{63}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\Delta t}{2}\left\|A_{h}\right\|_{h} \leq \beta<1 \tag{64}
\end{equation*}
$$

Then, there exist $c_{s}>0$ and $\sigma>0$ independent of $h$ such that any solution $\left\{z_{h}^{n}\right\}_{n \geq 0} \in \mathcal{Z}_{h}$ to (60) satisfies

$$
\forall n \geq 0, \quad\left\|z_{h}^{n}\right\|_{h}^{2} \leq c_{s}\left\|z_{h, 0}\right\|_{h}^{2} e^{-\sigma\left(1-\beta^{2}\right) n \Delta t}
$$

Proof. The proof follows the same steps as in the proof of Theorem 3.4.
Step 1: We multiply the first equation by (60) and $\Pi_{h} z_{h}^{n+1 / 2}$, and we get

$$
\left(\Pi_{h} \frac{z_{h}^{n+1}-z_{h}^{n}}{\Delta t}, z_{h}^{n+1 / 2}\right)_{h}=\left(\Pi_{h} A_{h} z_{h}^{n+1 / 2}, z_{h}^{n+1 / 2}\right)_{h}-\gamma\left(C_{h} z_{h}^{n+1 / 2}, C_{h} \Pi_{h} z_{h}^{n+1 / 2}\right)_{h}
$$

Using $(a+b)(a-b)=a^{2}-b^{2}$ and Assumption 2, we have

$$
\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n+1}, z_{h}^{n+1}\right)_{h}-\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n}, z_{h}^{n}\right)_{h} \leq \chi\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}-\kappa\left\|z_{h}^{n+1 / 2}\right\|_{h}^{2}
$$

Step 2: Using the energy identity of Theorem 6.1, we get with $\alpha>0$,

$$
\begin{align*}
\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n+1}, z_{h}^{n+1}\right)_{h}-\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n},\right. & \left.z_{h}^{n}\right)_{h}+\alpha \frac{\left\|z_{h}^{n+1}\right\|_{h}^{2}-\left\|z_{h}^{n}\right\|_{h}^{2}}{2 \Delta t} \\
& \leq(\chi-\alpha \gamma)\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}-\kappa\left\|z_{h}^{n+1 / 2}\right\|_{h}^{2} \tag{65}
\end{align*}
$$

We intend to bound the last term of this inequality by $-\left\|z_{h}^{n+1}\right\|_{h}^{2}-\left\|z_{h}^{n}\right\|_{h}^{2}$. Note that this intermediate necessary step is specific to the time discretization. Basic algebraic manipulations give

$$
-\left\|z_{h}^{n+1 / 2}\right\|_{h}^{2}=-\frac{1}{2}\left\|z_{h}^{n+1}\right\|_{h}^{2}-\frac{1}{2}\left\|z_{h}^{n}\right\|_{h}^{2}+\frac{(\Delta t)^{2}}{4}\left\|\frac{z_{h}^{n+1}-z_{h}^{n}}{\Delta t}\right\|_{h}^{2}
$$

Using the scheme (60) and the Cauchy-Schwarz and Young inequalities, we obtain, for all $\epsilon>0$,

$$
\begin{aligned}
-\left\|z_{h}^{n+1 / 2}\right\|_{h}^{2} \leq-\frac{1}{2}\left\|z_{h}^{n+1}\right\|_{h}^{2}-\frac{1}{2}\left\|z_{h}^{n}\right\|_{h}^{2} & +\frac{(\Delta t)^{2}}{4}(1+\epsilon)\left\|A_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2} \\
& +\frac{\gamma(\Delta t)^{2}}{4}\left(1+\epsilon^{-1}\right)\left\|C_{h}^{*}\right\|_{h}^{2}\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}
\end{aligned}
$$

By triangular inequality and Cauchy-Schwarz inequality and using hypothesis (63), we get

$$
\begin{aligned}
-\left\|z_{h}^{n+1 / 2}\right\|_{h}^{2} \leq-\frac{1}{2}\left(1-\frac{(\Delta t)^{2}}{4}(1+\epsilon)\left\|A_{h}\right\|_{h}^{2}\right)( & \left(\left\|z_{h}^{n+1}\right\|_{h}^{2}+\left\|z_{h}^{n}\right\|_{h}^{2}\right) \\
& +\frac{\gamma c_{c}^{2}}{4}\left(1+\epsilon^{-1}\right)\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}
\end{aligned}
$$

We choose $\epsilon=\frac{1}{2 \beta^{2}}-\frac{1}{2}>0$ and use the condition (64), we obtain

$$
-\left\|z_{h}^{n+1 / 2}\right\|_{h}^{2} \leq-\frac{1-\beta^{2}}{4}\left(\left\|z_{h}^{n+1}\right\|_{h}^{2}+\left\|z_{h}^{n}\right\|_{h}^{2}\right)+\frac{\gamma c_{c}^{2}}{4}\left(1+\frac{2 \beta^{2}}{1-\beta^{2}}\right)\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}
$$

Using the above equation in (65), we get

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n+1}, z_{h}^{n+1}\right)_{h}-\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n}, z_{h}^{n}\right)_{h}+\alpha \frac{\left\|z_{h}^{n+1}\right\|_{h}^{2}-\left\|z_{h}^{n}\right\|_{h}^{2}}{2 \Delta t} \\
& \quad \leq\left(\frac{\kappa \gamma c_{c}^{2}}{4} \frac{1+\beta^{2}}{1-\beta^{2}}+\chi-\alpha \gamma\right)\left\|C_{h} z_{h}^{n+1 / 2}\right\|_{h}^{2}-\frac{\kappa}{4}\left(1-\beta^{2}\right)\left(\left\|z_{h}^{n+1}\right\|_{h}^{2}+\left\|z_{h}^{n}\right\|_{h}^{2}\right)
\end{aligned}
$$

Step 3: We choose $\alpha$ large enough such that $\alpha \geq \frac{\chi}{\gamma}+\frac{\kappa c_{c}^{2}}{4} \frac{1+\beta^{2}}{1-\beta^{2}}$. Therefore, we have

$$
\begin{align*}
\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n+1}, z_{h}^{n+1}\right)_{h}-\frac{1}{2 \Delta t}\left(\Pi_{h} z_{h}^{n}, z_{h}^{n}\right)_{h} & +\alpha \frac{\left\|z_{h}^{n+1}\right\|_{h}^{2}-\left\|z_{h}^{n}\right\|_{h}^{2}}{2 \Delta t} \\
& \leq-\frac{\kappa}{4}\left(1-\beta^{2}\right)\left(\left\|z_{h}^{n+1}\right\|_{h}^{2}+\left\|z_{h}^{n}\right\|_{h}^{2}\right) \tag{66}
\end{align*}
$$

Step 4: We introduce the fully discrete Lyapunov functional

$$
\mathcal{L}_{h}^{n}=\frac{1}{2}\left(\Pi_{h} z_{h}^{n}, z_{h}^{n}\right)_{h}+\frac{\alpha}{2}\left\|z_{h}^{n}\right\|_{h}^{2},
$$

and we can also show that it is equivalent to the energy functional $\mathcal{E}_{h}^{n}:=\frac{1}{2}\left\|z_{h}^{n}\right\|_{h}^{2}$ using the bounded nature of $\Pi_{h}$ and choosing $\alpha$ sufficiently large,

$$
\begin{equation*}
\left(\alpha-\left\|\Pi_{h}\right\|_{h}\right) \mathcal{E}_{h}^{n} \leq \mathcal{L}_{h}^{n} \leq\left(\alpha+\left\|\Pi_{h}\right\|_{h}\right) \mathcal{E}_{h}^{n} . \tag{67}
\end{equation*}
$$

Using this equivalence between the Lyapunov functional and the energy, we obtain

$$
\frac{1}{\Delta t}\left(\mathcal{L}_{h}^{n+1}-\mathcal{L}_{h}^{n}\right) \leq-\frac{\kappa}{2}\left(1-\beta^{2}\right)\left(\left\|\Pi_{h}\right\|_{h}+\alpha\right)^{-1}\left(\mathcal{L}_{h}^{n+1}+\mathcal{L}_{h}^{n}\right)
$$

Rearranging the terms, we get

$$
\mathcal{L}_{h}^{n+1} \leq \delta(\Delta t, \alpha) \mathcal{L}_{h}^{n}
$$

with

$$
\delta(\Delta t, \alpha)=\left(1-\frac{\Delta t \frac{\kappa}{2}\left(1-\beta^{2}\right)}{\left\|\Pi_{h}\right\|_{h}+\alpha}\right) /\left(1+\frac{\Delta t \frac{\kappa}{2}\left(1-\beta^{2}\right)}{\left\|\Pi_{h}\right\|_{h}+\alpha}\right) .
$$

Step 5: By induction and using (67), we obtain

$$
\left\|z_{h}^{n}\right\|_{h}^{2} \leq \frac{\alpha+\left\|\Pi_{h}\right\|_{h}}{\alpha-\left\|\Pi_{h}\right\|_{h}}\left\|z_{h, 0}\right\|_{h}^{2} e^{n \ln (\delta(\Delta t, \alpha))} .
$$

We must now specify the constant $\ln (\delta)$. Since $\Delta t \geq 0$ and $1-\beta^{2} \geq 0$, we get using a series expansion,

$$
\ln (\delta(\Delta t, \alpha)) \leq \ln \left(1-\Delta t \frac{\kappa\left(1-\beta^{2}\right)}{\left\|\Pi_{h}\right\|_{h}+\alpha}\right)=-\frac{\Delta t}{\alpha} \kappa\left(1-\beta^{2}\right)+o\left(\frac{1}{\alpha}\right) .
$$

Finally, we can conclude that, for $\alpha$ sufficiently large,

$$
\left\|z_{h}^{n}\right\|_{h}^{2} \leq\left(\frac{\alpha+\left\|\Pi_{h}\right\|_{h}}{\alpha-\left\|\Pi_{h}\right\|_{h}}\right)\left\|z_{h, 0}\right\|_{h}^{2} e^{-\sigma n \Delta t}
$$

with $\sigma>0$.

Remark 6.4. We show in Section 6.2 that $c_{A}$ exists independently of $h$ such that,

$$
\begin{equation*}
\left\|C_{h}\right\|_{h} \leq c_{A}\left\|A_{h}\right\|_{h} \tag{68}
\end{equation*}
$$

In this case,the condition (63) is automatically checked as soon asthe condition (64) is fulfilled. Note that, as far as the discretization of hyperbolic PDE problems is concerned, $A_{h}$ generally satisfies the following conditions

$$
\left\|A_{h}\right\|_{h} \simeq h^{-1}
$$

therefore the condition (64) implies

$$
\Delta t \lesssim h .
$$

which is a typical stability condition for explicit schemes. This means that, although the considered implicit scheme (60) is unconditionally stable, we have proved that the exponential stability is obtained under a CFL condition. We do not yet have a proof that this result is optimal. This remains an open question.

### 6.2 Application to the 1D fully discrete wave problem

We can now present the observability theorem in a totally discrete framework.
Theorem 6.5. For $N \in \mathbb{N}$ large enough, there exists $c_{s t}(N)$ independent of $h$, such that any $\left\{z_{h}\right\}_{n=0}^{N}=\left\{\left(u_{h}, v_{h}\right)^{t}\right\}_{n=0}^{N} \in \mathcal{Z}_{h}$ solution to (27) with $\gamma=0$, satisfies

$$
\begin{aligned}
\left\|u_{h, 0}\right\|_{h}^{2}+\left\|v_{h, 0}\right\|_{h}^{2} \leq c_{s t}(N) \sum_{n=1}^{N} \Delta t\left[d_{h}\right. & \left(u_{h}^{n+1 / 2}, u_{h}^{n+1 / 2}\right)+d_{h, *}\left(v_{h}^{n+1 / 2}, v_{h}^{n+1 / 2}\right) \\
+ & \left.\left(v_{h}^{n+1 / 2}(1)\right)^{2} \mathrm{~d} t+\sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{i}^{n+1 / 2} \rrbracket^{2}\right]
\end{aligned}
$$

where $d_{h}$ and $d_{h}^{*}$ are defined by (32) and by (33).
Proof. Since $\Pi_{h}$ satisfies Assumption 1, we can apply Theorem 6.2 and the result follows immediately.

Theorem 6.6. Assume that $\exists \beta>0$ independent of $h$ and $\Delta t$, such that

$$
\begin{equation*}
\frac{\Delta t}{2}\left\|A_{h}\right\|_{h} \leq \beta<1 \tag{69}
\end{equation*}
$$

Then, there exist $c_{s}>0$ and $\sigma>0$ independent of $h$ such that any $\left\{z_{h}\right\}_{n \geq 0}=$ $\left\{\left(u_{h}, v_{h}\right)^{t}\right\}_{n \geq 0} \subset \mathcal{Z}_{h}$ solution to (27) with $\gamma>0$ satisfies

$$
\left\|u_{h}^{n}\right\|_{h}^{2}+\left\|v_{h}^{n}\right\|_{h}^{2} \leq c_{s} e^{-n \Delta t \sigma(\Delta t)}\left(\left\|u_{h, 0}\right\|_{h}^{2}+\left\|v_{h, 0}\right\|_{h}^{2}\right) .
$$

Proof. Since $\Pi_{h}$ satisfies Assumption 2, in order to prove Theorem 6.6 using Theorem 6.3, we need to show that the conditions (63) and (64) hold. Note that we have the following property

$$
\left\|A_{h}\right\|_{h} \leq c_{A}\left\|R_{h}\right\|_{h}, c_{A}>0
$$

The idea is to use Remark 6.4 - and thus to get rid of the condition (63) -. We need to show that

$$
\left\|C_{h}\right\|_{h} \leq c_{c}\left\|R_{h}\right\|_{h}, c_{c}>0
$$

The following inequality ca be proved

$$
\frac{\alpha}{h} \leq\left\|R_{h}\right\|_{h}, \alpha>0
$$

so we only need to prove that $\left\|C_{h}\right\|_{h} \leq c_{\text {st }} / h$ with $c_{\text {st }}>0$. Let us compute the norm of $C_{h}$. By definition of the operator $C_{h}$, we have for $z_{h} \in \mathcal{Z}_{h}$,

$$
\left\|C_{h} z_{h}\right\|_{h}^{2}=d_{h}\left(u_{h}, u_{h}\right)+d_{h, *}\left(v_{h}, v\right)+v_{h}^{2}(1)+\sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2} .
$$

The two first terms are treated using Proposition 4.5. The third one using a trace inequality and an inverse estimate can bounded by $O(1 / \sqrt{h})$. With computations similar to what was done in the proof of Lemma 4.6 we arrive at,

$$
\sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2} \leq 2 \sum_{i=0}^{N-1} \frac{1+2 c_{r}}{\tilde{h}_{i} h_{i}}\left\|v_{h}\right\|_{L^{2}\left(\left[x_{i}, x_{i+1}\right]\right)}^{2}+2 \sum_{i=1}^{N} \frac{1+2 c_{r}}{\tilde{h}_{i} h_{i-1}}\left\|v_{h}\right\|_{L^{2}\left(\left[x_{i-1}, x_{i}\right]\right)}^{2}
$$

Since the subdivison of the domain is quasi-uniform we have $h_{i} \geq \rho h$ hence,

$$
\sum_{i=1}^{N-1} \frac{1}{\tilde{h}_{i}} \llbracket v_{h}\left(x_{i}\right) \rrbracket^{2} \leq 4 \frac{1+2 c_{r}}{\rho^{2} h^{2}}\left\|v_{h}\right\|_{L^{2}(0,1)}^{2},
$$

this shows that $\left\|C_{h}\right\|_{h}$ is bounded by $O(1 / h)$.

## 7 Numerical results

In a first part, we perform a numerical eigenvalue study where we use our stabilization terms with respect to the ones classically proposed in the literature. In a second part, we introduce a fully explicit leap-frog scheme and provide convergence plots with respect to $h$ as well as energy plots over time. The results obtained illustrate the efficiency of the method. Note that in this section we use the simplified expression for the stabilization term discussed in Remark 4.13 and denote by $\widetilde{D}_{h}$ the operator associated with the bilinear form $\tilde{d}_{h}$ defined by (54). In the following results, the domain $(0,1)$ is evenly subdivided, i.e. $h=h_{i}=\tilde{h}_{i}$.

### 7.1 Eigenvalues investigation

A first idea is to stabilize the semi-discrete problem (23) is to stabilize the jumps of the discontinuous functions, as seen in [25] for Maxwell's equations. We define

$$
A_{h, b}=A_{h}-\left(\begin{array}{cc}
0 & 0 \\
0 & B_{h}
\end{array}\right)
$$

and define the operator

$$
\forall z_{h}=\binom{u_{h}}{v_{h}} \in \mathcal{Z}_{h}, \quad \tilde{z}_{h}=\binom{\tilde{u}_{h}}{\tilde{v}_{h}} \in \mathcal{Z}_{h}, \quad\left(\mathrm{~J}_{h} z_{h}, \tilde{z}_{h}\right)_{h}=\frac{1}{h} \sum_{i=1}^{N} \llbracket v_{h}\left(x_{i}\right) \rrbracket \llbracket \tilde{v}_{h}\left(x_{i}\right) \rrbracket
$$

in the dynamics (23) which corresponds to a stabilization of the jumps of $v_{h}$ that are discontinuous. Namely, we represent in Figure 3 the spectrum of the operator associated with the following equation $(\gamma=1)$,

$$
\left\{\begin{array}{l}
\oint_{0}^{1} \partial_{t} u_{h} \tilde{u}_{h} \mathrm{~d} x-\int_{0}^{1} v_{h} \partial_{x} \tilde{u}_{h} \mathrm{~d} x+v_{h}(1) \tilde{u}_{h}(1)=0 \\
\oint_{0}^{1} \partial_{t} v_{h} \tilde{v}_{h} \mathrm{~d} x+\int_{0}^{1} \partial_{x} u_{h} \tilde{v}_{h} \mathrm{~d} x-u_{h}(1) \tilde{v}_{h}(1)+v_{h}(1) \tilde{v}_{h}(1) \\
+\frac{1}{h} \sum_{i=1}^{N} \llbracket v_{h}\left(x_{i}\right) \rrbracket \llbracket \tilde{v}_{h}\left(x_{i}\right) \rrbracket=0
\end{array}\right.
$$




Figure 3. Spectrum of $A_{h, b}-\mathrm{J}_{h}$.
We have shown in Figure 3 (left) some eigenvalues of the continuous operator (they all have a real part equal to -0.549 ) and the spectrum of the operator $A_{h, b}-\mathrm{J}_{h}$ for two $\mathbb{P}_{1}$ discretizations. The eigenvalues of the operator $A_{h}-\mathrm{J}_{h}$ all have a strictly negative real part, so that the dynamics is dissipative but suboptimal, since the real parts of many eigenvalues are too closed to the imaginary axis. Figure 3 (right) shows the same kind of results, but for higher order finite elements. The situation is even worse as some eigenvalues are very close to the imaginary axis. We also represent in Figure 4 the spectrum obtained when viscosity is added. Such a strategy has been studied in [21]. We introduce the operator

$$
\forall z_{h}=\binom{u_{h}}{v_{h}} \in \mathcal{Z}_{h}, \quad \tilde{z}_{h}=\binom{\tilde{u}_{h}}{\tilde{v}_{h}} \in \mathcal{Z}_{h}, \quad\left(\mathrm{~V}_{h} z_{h}, \tilde{z}_{h}\right)_{h}=\int_{0}^{1} \partial_{x} u_{h} \partial_{x} \tilde{u}_{h} \mathrm{~d} x
$$

and represents the spectrum of the operator $A_{h, b}-\mathrm{V}_{h}$ associated with the following variationnal formulations:

$$
\left\{\begin{array}{l}
\oint_{0}^{1} \partial_{t} u_{h} \tilde{u}_{h} \mathrm{~d} x-\int_{0}^{1} v_{h} \partial_{x} \tilde{u}_{h} \mathrm{~d} x+v_{h}(1) \tilde{u}_{h}(1)+h^{k} \int_{0}^{1} \partial_{x} u_{h} \partial_{x} \tilde{u}_{h} \mathrm{~d} x=0  \tag{70}\\
\oint_{0}^{1} \partial_{t} v_{h} \tilde{v}_{h} \mathrm{~d} x+\int_{0}^{1} \partial_{x} u_{h} \tilde{v}_{h} \mathrm{~d} x-u_{h}(1) \tilde{v}_{h}(1)+v_{h}(1) \tilde{v}_{h}(1) \\
+\frac{1}{h} \sum_{i=1}^{N} \llbracket v_{h}\left(x_{i}\right) \rrbracket \llbracket \tilde{v}_{h}\left(x_{i}\right) \rrbracket=0
\end{array}\right.
$$

where $k \in \mathbb{N}^{*}$ should be chosen large to preserve consistency.
Thus, as we can see in Figure 4 (left), a second order perturbation gives the exponential stability for $\mathbb{P}_{1}$ finite elements. For high-order finite elements the consistency is deteriorated. Furthermore, If we soften the impact of the viscous term - Figure 4 (right) - for instance by choosing $k=r+1$ where $r$ is the order of the finite element method then some eigenvalues are close to the imaginary axis (however consistency is recovered). Finally we introduce the operator

$$
\mathrm{D}_{h}=\left(\begin{array}{cc}
D_{h} & 0 \\
0 & \widetilde{D}_{h}
\end{array}\right)
$$



Figure 4. Spectrum of $A_{h, b}-\mathrm{J}_{h}-h^{2} \mathrm{~V}_{h}$ (left) and of $A_{h}-\mathrm{J}_{h}-h^{r+1} \mathrm{~V}_{h}$ (right), r is the order of the finite element method.
and represents Figure 5 the eigenvaluesof the operator $A_{h}-\mathrm{J}_{h}-\mathrm{D}_{h}$. One can notice that consistency and exponential stability are preserved.


Figure 5. Spectrum of $A_{h}-\mathrm{J}_{h}-\mathrm{D}_{h}$

### 7.2 A numerical example with an explicit leap-frog scheme

One of our objectives being to propse an effective numerical strategy, we now present the leap-frog scheme used in the numerical simulations. We consider the damped wave equation (47) discretized with an explicit scheme where the dissipation terms are off-centered.

$$
\left\{\begin{array}{l}
\frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}-R_{h}^{*} v_{h}^{n+1 / 2}+\gamma D_{h} u_{h}^{n}=0  \tag{71}\\
\frac{v_{h}^{n+3 / 2}-v_{h}^{n+1 / 2}}{\Delta t}-R_{h} u_{h}^{n+1}+\gamma B_{h} v_{h}^{n+1} \\
\quad+\gamma J_{h} \frac{v_{h}^{n+3 / 2}+v_{h}^{n+1 / 2}}{2}+\gamma \widetilde{D}_{h} v_{h}^{n+1 / 2}=0 .
\end{array}\right.
$$

Note that when no-stabilization is used $J_{h}, D_{h}$ and $\widetilde{D}_{h}$ are neglected. In general, the scheme is "almost" fully explicit thanks to the mass-lumping strategy and off-centering of the newly added dissipative terms $D_{h}$ and $\widetilde{D}_{h}$. Note that:

- centering of the terms involving $J_{h}$, implies at the algebraic level, to solve ( $N-1$ ) linear systems of size $2 \times 2$ at each time iteration ( $N$ is the number of sub-intervals);
- off-centering does not imply here formally a loss of consistency in time since it is used on terms that are small when apply to interpolation of smooth solutions of the problem.

The scheme preserves an energy identity. To show this energy identity, we rewrite the scheme using the following trick

$$
\left\{\begin{array}{l}
D_{h} u_{h}^{n}=D_{h} u_{h}^{n+1 / 2}-\frac{\Delta t}{2} D_{h} \frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t} \\
\widetilde{D}_{h} v_{h}^{n+1 / 2}=\widetilde{D}_{h} v_{h}^{n+1}-\frac{\Delta t}{2} \widetilde{D}_{h} \frac{v_{h}^{n+3 / 2}-v_{h}^{n+1 / 2}}{\Delta t},
\end{array}\right.
$$

thus, we obtain

$$
\left\{\begin{array}{l}
\widehat{M}_{h} \frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}-R_{h}^{*} v_{h}^{n+1 / 2}+\gamma D_{h} u_{h}^{n+1 / 2}=0,  \tag{72}\\
\widetilde{M}_{h} \frac{v_{h}^{n+3 / 2}-v_{h}^{n+1 / 2}}{\Delta t}+R_{h} u_{h}^{n+1}+\gamma B_{h} v_{h}^{n+1}+\gamma J_{h} v_{h}^{n+1}+\gamma \widetilde{D}_{h} v_{h}^{n+1}=0,
\end{array}\right.
$$

where

$$
\widehat{M}_{h}=I_{h}-\gamma \frac{\Delta t}{2} D_{h} \quad \text { and } \quad \widetilde{M}_{h}=I_{h}-\gamma \frac{\Delta t}{2} \widetilde{D}_{h},
$$

where $I_{h}$ are (different) identity operators in $U_{h}^{r}$ and $V_{h}^{r}$. The energy identity for System (71) involves a new energy functional that is given for $u_{h}^{n} \in U_{h}^{r}$ and $v_{h}^{n+1 / 2} \in V_{h}^{r}$ by

$$
\begin{equation*}
\mathcal{E}_{h, e x}^{n}=\frac{1}{2}\left(\widehat{M}_{h} u_{h}^{n}, u_{h}^{n}\right)_{h}+\frac{1}{2}\left(\widetilde{M}_{h} v_{h}^{n+1 / 2}, v_{h}^{n+1 / 2}\right)_{h}-\frac{\Delta t}{2}\left(R_{h} u_{h}^{n}, v_{h}^{n+1 / 2}\right)_{h} . \tag{73}
\end{equation*}
$$

Theorem 7.1. Let $\left\{u_{h}^{n}, v_{h}^{n}\right\}_{n \geq 0}$ belonging to $U_{h}^{r} \times V_{h}^{r}$ be the solutions to (72). The following energy identity holds,

$$
\begin{aligned}
& \frac{\mathcal{E}_{h, e x}^{n+1}-\mathcal{E}_{h, e x}^{n}}{\Delta t}=-\gamma\left(B_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h}-\gamma\left(J_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h} \\
&-\gamma\left(\widetilde{D}_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h}-\gamma\left(D_{h} u_{h}^{n+1 / 2}, u_{h}^{n+1 / 2}\right)_{h} .
\end{aligned}
$$

Assume that there exists $\eta>0$ such that

$$
\begin{equation*}
\gamma \frac{\Delta t}{2}\left\|D_{h}\right\|_{h} \leq \eta<1 \quad \text { and } \quad \gamma \frac{\Delta t}{2}\left\|\widetilde{D}_{h}\right\|_{h} \leq \eta<1-\eta, \tag{74}
\end{equation*}
$$

then, when

$$
\begin{equation*}
\frac{\Delta t}{2}\left\|R_{h}\right\|_{h}<1-\eta \tag{75}
\end{equation*}
$$

then, for all $n \geq 0$ we have $\mathcal{E}_{h, e x}^{n} \geq 0$ and the scheme is stable.
Proof. First we prove the energy identity. We multiply the two equations of (72) by $u_{h}^{n+1 / 2}$ and $v_{h}^{n+1}$ respectively, and we obtain,

$$
\begin{gathered}
\left(\widehat{M}_{h} \frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}, \frac{u_{h}^{n+1}+u_{h}^{n}}{2}\right)_{h}-\left(R_{h}^{*} v_{h}^{n+1 / 2}, \frac{u_{h}^{n+1}+u_{h}^{n}}{2}\right)_{h}+\gamma\left(D_{h} u_{h}^{n+1 / 2}, u_{h}^{n+1 / 2}\right)_{h} \\
+\left(\widetilde{M}_{h} \frac{v_{h}^{n+3 / 2}-v_{h}^{n+1 / 2}}{\Delta t}, \frac{v_{h}^{n+3 / 2}+v_{h}^{n+1 / 2}}{2}\right)_{h}+\left(R_{h} u_{h}^{n+1}, \frac{v_{h}^{n+3 / 2}+v_{h}^{n+1 / 2}}{2}\right)_{h} \\
\quad+\gamma\left(B_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h}+\gamma\left(J_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h}+\gamma\left(\widetilde{D}_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h}=0 .
\end{gathered}
$$

Then we use the follow identity

$$
\begin{aligned}
-\left(R_{h}^{*} v_{h}^{n+1 / 2}, \frac{u_{h}^{n+1}+u_{h}^{n}}{2}\right)_{h} & +\left(R_{h} u_{h}^{n+1}, \frac{v_{h}^{n+3 / 2}+v_{h}^{n+1 / 2}}{2}\right)_{h} \\
& =-\frac{1}{2}\left(R_{h}^{*} v_{h}^{n+1 / 2}, u_{h}^{n}\right)_{h}+\frac{1}{2}\left(R_{h}^{*} v_{h}^{n+3 / 2}, u_{h}^{n+1}\right)_{h}
\end{aligned}
$$

to obtain

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(\widehat{M}_{h} u_{h}^{n+1}, u_{h}^{n+1}\right)_{h}-\frac{1}{2 \Delta t}\left(\widehat{M}_{h} u_{h}^{n}, u_{h}^{n}\right)_{h}+\frac{1}{2 \Delta t}\left(\widetilde{M}_{h} v_{h}^{n+3 / 2}, v_{h}^{n+3 / 2}\right)_{h} \\
& -\frac{1}{2 \Delta t}\left(\widetilde{M}_{h} v_{h}^{n+1 / 2}, v_{h}^{n+1 / 2}\right)_{h}+\frac{\Delta t}{2}\left(R_{h} u_{h}^{n+1}, v_{h}^{n+3 / 2}\right)_{h}-\frac{\Delta t}{2}\left(R_{h} u_{h}^{n}, v_{h}^{n+1 / 2}\right)_{h} \\
& =-\gamma\left(B_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h}+\gamma\left(J_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h} \\
& -\gamma\left(\widetilde{D}_{h} v_{h}^{n+1}, v_{h}^{n+1}\right)_{h}-\gamma\left(D_{h} u_{h}^{n+1 / 2}, u_{h}^{n+1 / 2}\right)_{h} .
\end{aligned}
$$

We recognize the expression of the explicit energy (73). To prove the positivity of the energy, we use that

$$
\left|\left(R_{h} u_{h}^{n}, v_{h}^{n+1 / 2}\right)_{h}\right| \leq\left\|R_{h}\right\|_{h}\left\|u_{h}^{n}\right\|_{h}\left\|v_{h}^{n+1 / 2}\right\|_{h} \leq \frac{\left\|R_{h}\right\|_{h}}{2}\left(\left\|u_{h}^{n}\right\|_{h}^{2}+\left\|v_{h}^{n+1 / 2}\right\|_{h}^{2}\right)
$$

and

$$
\left(\widehat{M}_{h} u_{h}^{n}, u_{h}^{n}\right)_{h} \geq(1-\eta)\left\|u_{h}^{n}\right\|_{h}^{2}, \quad\left(\widetilde{M}_{h} v_{h}^{n+1 / 2}, v_{h}^{n+1 / 2}\right) \geq(1-\eta)\left\|v_{h}^{n+1 / 2}\right\|_{h}^{2}
$$

Injecting these inequalities in (73) leads to

$$
\mathcal{E}_{h, e x}^{n} \geq \frac{1}{2}\left(1-\eta-\Delta t \frac{\left\|R_{h}\right\|_{h}}{2}\right)\left(\left\|u_{h}^{n}\right\|^{2}+\left\|v_{h}^{n+1 / 2}\right\|_{h}^{2}\right)
$$

the positiveness follows from the conditions (74) and (75). The stability of the scheme is a consequence of the propoerty that if (75) holds, the energy is in fact a norm (uniform in $h$ ) for $\left(u_{h}^{n}, v_{h}^{n+1 / 2}\right)^{t}$.

Remark 7.2. Note that since $D_{h}$ and $\widetilde{D}_{h}$ are bounded with bounds independent of $h$, the condition (74) is not restrictive. Condition (75) corresponds to a classical CFL condition for explicit schemes.

As in Section 2, we now solve the transient problem with the explicit scheme given above (with and without stabilization) and look at the evolution of the solution over time and its energy. The numerical pollution due to spurious waves that can be observed for the non-stabilized numerical experiment is not observed in the stabilized version, see Figure 6.


Figure 6. Snapshot of the solution $u_{h}^{n}$ discretized with $\mathbb{P}_{4}$ F.E.M. with $h=1 / 10$ and $d t=1 / 1000$ around time $t=2$ (left) and at time $t=4$ (right) and computed with and without stabilization

While the system without the stabilization terms had an energy that reaches a plateau asymptotically in time (Figure 7), we notice that with the addition of the


Figure 7. Plot of $\ln \left(\left\|u_{h}^{n}\right\|_{h}^{2}+\left\|v_{h}^{n}\right\|_{h}^{2}\right)^{\frac{1}{2}}$ with respect to time $t^{n}=n \Delta t$.
stabilization terms, we obtain an exponentially decreasing energy as can be seen in Figure 7. This confirms numerically illustrate the result of Theorem 6.6.

Furthermore, Figure 8 shows numerically that the order of the scheme is not affected by the addition of the stabilization terms. We plot the relative difference in the norm $L^{\infty}\left((0, T), L^{2}(0,1)\right)$ with $T=1$ between the fully discrete solution $u_{h}^{n}$ and the interpolation of the exact solution $u(t)$ as a function of different space steps $h$. We observe a convergence of order $r+1$ - where $r$ is the order of the finite elements used - until a plateau is reached. This is explained by the fact that the explicit scheme is of lower order in time. Nevertheless, we can conclude that the additional stabilization terms do not affect the accuracy of the high-order scheme.


Figure 8. Evolution of the error according of the space steps $h$ with finite elements of order 3 (left) and order 4 (right)
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