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Abstract. This paper addresses the need for improved CT-guidance during needle-
based liver procedures (i.e., tumor ablation), while reduces the need for contrast
agent injection during such interventions. To achieve this objective, we augment
the intraoperative CT with the preoperative vascular network deformed to match
the current acquisition. First, a neural network learns local image features in a
non-contrasted CT image by leveraging the known preoperative vessel tree geom-
etry and topology extracted from a matching contrasted CT image. Then, the aug-
mented CT is generated by fusing the labeled vascular tree and the non-contrasted
intraoperative CT. Our method is trained and validated on porcine data, achieving
an average dice score of 0.81 on the predicted vessel tree instead of 0.51 when a
medical expert segments the non-contrasted CT. In addition, vascular labels can
also be transferred to provide additional information. Source code of this work is
publicly available at https://github.com/Sidaty1/Intraoperative_CT_augmentation.

Keywords: Liver tumor ablation · Needle-based procedures · Patient-specific in-
terventions · CT-guidance · Medical image augmentation

1 Introduction

Needle-based liver tumor ablation techniques (e.g., radiofrequency, microwave, laser,
cryoablation) have a great potential for local curative tumor control [1], with comparable
results to surgery in the early stages for both primary and secondary cancers. Further-
more, as it is minimally invasive, it has a low rate of major complications and procedure-
specific mortality, and is tissue-sparing, thus, its indications are growing exponentially
and extending the limits to more advanced tumors [3]. CT-guidance is a widely used
imaging modality for placing the needles, monitoring the treatment, and following up
patients. However, it is limited by the exposure to ionizing radiation and the need for in-
travenous injection of contrast agents to visualize the intrahepatic vessels and the target
tumor(s).

In standard clinical settings, the insertion of each needle requires multiple check
points during its progression, fine-tune maneuvers, and eventual repositioning. This
leads to multiple CT acquisitions to control the progression of the needle with respect
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to the vessels, the target, and other sensible structures [26]. However, intrahepatic ves-
sels (and some tumors) are only visible after contrast-enhancement, which has a short
lifespan and dose-related deleterious kidney effects. It makes it impossible to perform
each of the control CT acquisitions under contrast injection. A workaround to shortcut
these limitations is to perform an image fusion between previous contrasted and intra-
operative non-contrasted images. However, such a solution is only available in a limited
number of clinical settings, and the registration is only rigid, usually deriving into bad
results. In this work, we propose a method for visualizing intrahepatic structures after
organ motion and needle-induced deformations, in non-injected images, by exploiting
image features that are generally not perceivable by the human eye in common clinical
workflows.

To address this challenge, two main strategies could be considered: image fusion and
image processing techniques. Image fusion typically relies on the estimation of rigid
or non-rigid transformations between 2 images, to bring into the intraoperative image
structures of interest only visible in the preoperative data. This process is often described
as an optimization problem [9, 10] which can be computationally expensive when deal-
ing with non-linear deformations, making their use in a clinical workflow limited. Re-
cent deep learning approaches [11, 12, 14] have proved to be a successful alternative to
solve image fusion problems, even when a large non-linear mapping is required. When
ground-truth displacement fields are not known, state-of-the-art methods use unsuper-
vised techniques, usually an encoder-decoder architecture [7, 13], to learn the unknown
displacement field between the 2 images. However, such unsupervised methods fail at
solving our problem due to lack of similar image features between the contrasted (CCT)
and non-contrasted (NCCT) image in the vascular tree region (see section 3.3).

On the other hand, deep learning techniques have proven to be very efficient at solv-
ing image processing challenges [15]. For instance, image segmentation [16], image
style transfer [17], or contrast-enhancement to cite a few. Yet, segmenting vessels from
non-contrasted images remains a challenge for the medical imaging community[16].
Style transfer aims to transfer the style of one image to another while preserving its
content [17–19]. However, applying such methods to generate a contrasted intraopera-
tive CT is not a sufficiently accurate solution for the problem that we address. Contrast-
enhancement methods could be an alternative. In the method proposed by Seo et al. [20],
a deep neural network synthesizes contrast-enhanced CT from non contrast-enhanced
CT. Nevertheless, results obtained by this method are not sufficiently robust and accu-
rate to provide an augmented intraoperative CT on which needle-based procedures can
be guided.

In this paper we propose an alternative approach, where a neural network learns lo-
cal image features in a NCCT image by leveraging the known preoperative vessel tree
geometry and topology extracted from a matching (undeformed) CCT. Then, the aug-
mented CT is generated by fusing the deformed vascular tree with the non-contrasted
intraoperative CT. Section 2 presents the method and its integration in the medical work-
flow. Section 3 presents and discusses the results, and finally we conclude in section 4
and highlight some perspectives.
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2 Method

In this section, we present our method and its compatibility with current clinical work-
flows. A few days or a week before the intervention, a preoperative diagnostic multiphase
contrast-enhanced image (MPCECT) is acquired (Fig. 1, yellow box). The day of the in-
tervention, a second MPCECT image is acquired before starting the needle insertion,
followed by a series of standard, non-injected acquisitions to guide the needle inser-
tion (Fig. 1, blue box). Using such a non-contrasted intraoperative image as input, our
method performs a combined non-rigid registration and augmentation of the intra-
operative CT by adding anatomical features (mainly intrahepatic vessels and tumors)
from the preoperative image to the current image. To achieve this result, our method
only requires to process and train on the baseline MPCECT image (Fig. 1, red box). An
overview of the method is shown in the Fig 2 and the following sections describe its
main steps.

Fig. 1. Integration of our method in the clinical workflow. The neural network trained on preop-
erative MPCECT avoids contrast agent injections during the intervention.

Fig. 2. The neural network takes as input the preoperative vessel map (VM) and the intraoperative
NCCT, and outputs the intraoperative vessel map (VM) from which we extract the deformed
vascular tree. Finally, the augmented CT is created by fusing the segmented image and labels
with the intraoperative NCCT.

2.1 Vessel map extraction

We call Vessel Map (VM) the region of interest defining the vascular tree in the NCCT.
Since vascular structures are not visible in non-contrasted images, the extraction of this
map is done by segmenting the CCT and then using this segmentation as a mask in the
NCCT. Mathematical morphology operators, in particular a dilation operation [23], are
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performed on the segmented region of interest to slightly increase its dimensions. This
is needed to compensate for segmentation errors and the slight anatomical motion that
may exist between the contrasted and non-contrasted image acquisitions. In practice,
the acquisition protocols limit the shift between the NCCT and CCT acquisitions, and
only a few sequential dilation operations are needed to ensure we capture the true vessel
fingerprint in the NCCT image. Note that the resulting vessel map is not a binary mask,
but a subset of the image limited to the volume covered by the vessels.

2.2 Data augmentation

The preoperative MPCECT provides a couple of registered NCCT and CCT images.
This is obviously not sufficient for training purposes, as they do not represent the possible
soft tissue deformation that may occur during the procedure. Therefore, we augment
the data set by applying multiple random deformations to the original images. Random
deformations are created by considering a predefined set of control points for which we
define a displacement field with a random normal distribution. The displacement field of
the full volume is then obtained by linearly interpolating the control points’ displacement
field to the rest of the volume. All the deformations are created using the same number
of control points and characteristics of the normal distributions.

2.3 Neural Network

Predicting the vascular tree location in the deformed intraoperative NCCT is done using
a U-net [5] architecture. The neural network takes as input the preoperative vessel map
and the intraoperative NCCT, and outputs the intraoperative vessel map. Our network
learns to find the image features (or vessel fingerprint) present in the vessel map, in a
given NCCT assuming the knowledge of its geometry, topology, and the distribution
of contrast from the preoperative MPCECT. The architecture of our network is illus-
trated in figure 3. It consists of a four layers analysis (left side) and synthesis (right side)
paths that provide a non-linear mapping between low resolution input and output im-
ages. Both paths include four 3x3x3 unpadded convolutions, each followed by a Leaky
Rectified Linear Unit (LeakyReLU) activation function. The analysis includes a 2x2x2
max pooling with a stride of 1, while the synthesis follows each convolution by a 2x2x2
up-convolution with a stride of 1. Shortcut connections from layers of equal resolution
in the analysis path provide the essential high-resolution features to the synthesis path.
In the last layer, a 1x1x1 convolution reduces the number of output channels to one,
yielding the vessel map in the intraoperative image. Our network is trained by minimiz-
ing the mean square error between the predicted and ground truth vessel map. Training
details are presented in section 3.
2.4 Augmented CT

Once the network has been trained on the patient-specific preoperative data, the next
step is to augment and visualize the intraoperative NCCT. This is done in 3 steps:

– The dilatation operations introduced in section 2.1 are not reversible (i.e. the seg-
mented vessel tree cannot be recovered from the VM by applying the same number
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Fig. 3. Our neural network uses a four-path encoder-decoder architecture and takes as input a
two-channel image corresponding to the intraoperative NCCT image concatenated with the pre-
operative vessel map. The output is the intraoperative vessel map.

of erosion operations). Also, neighboring branches in the vessel tree could end up
being fused, thus changing the topology of the vessel map. Therefore, to retrieve the
correct segmented (yet deformed) vascular tree, we compute a displacement field
between the pre- and intraoperative VMs. This is done with the Elastix library [21,
22]. The resulting displacement field is applied on the preoperative segmentation to
retrieve the intraoperative vessel tree segmentation. This is illustrated in figure 4.

– The augmented image is obtained by fusing the predicted intraoperative segmenta-
tion with the intraoperative NCCT image. The augmented vessels are displayed in
green to ensure the clinician is aware this is not a true CCT image (see Fig. 5).

– It is also possible to add anatomical labels to the intraoperative augmented CT to
further assist the clinician. To achieve this objective, we compute a graph data struc-
ture from the preoperative segmentation. We first extract the vessel centerlines as
described in [4]. To define the associated graph structure, we start by selecting all
branches with either no parent or no children. The branch with the highest radius
is then selected as the root edge. An oriented graph is created using a Breadth First
Search algorithm starting from the root edge. Nodes and edges correspond respec-
tively to vessel tree bifurcations and branches. We use the graph structure to as-
sociate each anatomical label (manually defined) with a Strahler [6] graph order-
ing. The same process is applied to the predicted intraoperative segmentation. This
makes it possible to correctly map the preoperative anatomical labels (e.g. vessel
name) and display them on the augmented image.

3 Results and Discussion

3.1 Dataset and implementation details

To validate our approach, 4 couples of MPCECT abdominal porcine images were ac-
quired from 4 different subjects. For a given subject, each couple corresponds to a pre-
operative and an intraoperative MPCECT. We recall that an MPCECT contains a set of
registered NCCT and CCT images. These images are then cropped and down-sampled
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Fig. 4. This figure illustrates the different stages of the pipeline adopted to generate the VM and
show how the vessel tree topology is retrieved from the predicted intraoperative VM by computing
a displacement field between the preoperative VM and the predicted VM. This field is applied to
the preoperative segmentation to get the intraoperative one.

to 256x256x256, and the voxels intensities are scaled between 0 and 255. Finally, we ex-
tract the VM from each MPCECT sample and apply 3 dilation operations, which demon-
strated the best performance in terms of prediction accuracy and robustness on our data.
We note that public data sets such as DeepLesion [24], 3Dircadb-01 [25] and others do
not fit our problem since they do not include the NCCT images. Aiming at a patient-
specific prediction, we only train on a "subject" at a time. For a given subject, we gener-
ate 100 displacement fields using the data augmentation strategy explained above with
50 voxels for the control points spacing in the three spatial directions and a standard
deviation of 5 voxels for the normal distributions. The resulting deformation is applied
to the preoperative MPCECT and its corresponding VM. Thus, we end up with a set of
100 triplets (NCCT, CCT and VM). Two out of the 100 triplets are used for each train-
ing batch, where one is considered as the pre-operative MPCECT and the other as the
intraoperative one. This makes it possible to generate up to 4950 training and validation
samples. The intraoperative MPCECT of the same subject is used to test the network.
Our method is implemented in Tensorflow 2.4, on a GeForce RTX 3090. We use an
Adam optimizer (𝛽1 = 0.001, 𝛽2 = 0.999) with a learning rate of 10−4. The training
process converges in about 1,000 epochs with a batch size of 1 and 200 steps per epoch.

3.2 Results

To assess our method, we use a dice score to measure the overlap between our predicted
segmentation and the ground truth. Being a commonly used metric for segmentation
problems, Dice aligns the nature of our problem as well as the clinical impact of our
solution. We ha performed tests on 4 different (porcine) data sets. Results are reported
in table 1. The method achieved a mean dice score of 0.81. An example of a subject in-
traoperative augmented CT is illustrated in figure 5, where the three images correspond
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respectively to the initial non injected CT, the augmented CT without and with labels.
Figure 6 illustrates the results of our method for Subject 1. The green vessels correspond
to the ground truth intraoperative segmentation, the orange ones to the predicted intra-
operative segmentation and finally the gray vessel tree corresponds to the preoperative
CCT vessel tree. Such results demonstrate the ability of our method to perform very well
even in the presence of large deformations.

Dice score Subject 1 Subject 2 Subject 3 Subject 4 Mean Std
Ours 0.8 0.77 0.79 0.90 0.81 0.04
Expert clinician 0.52 0.45 0.53 0.52 0.51 0.03

Table 1. This table presents our results over 4 subjects in terms of dice score. For each subject
the network was trained on the preoperative MPCECT and tested on the intraoperative MPCECT.
We achieve a mean dice score of 0.81 vs. 0.51 for the clinical experts.

Fig. 5. In this figure we show the original NCCT on the left. The middle image shows the aug-
mented CT with the predicted vessel tree (in green). The rightmost image shows the augmented
image with anatomical labels transferred from the preoperative image segmentation and labelling.

Fig. 6. Assessment of our method for Subject 1. We show 3 different views of the intraoperative
vessel prediction (in orange), the ground truth (in green) and the preoperative vessels (in grey).

Qualitative assessment: To further demonstrate the value of our method, we have asked
two clinicians to manually segment the NCCT images in the intraoperative MPCECT
data. Their results (mean and standard deviation) are reported in table 1. Our method
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outperforms the results of both clinicians, with an average dice score of 0.81 against
0.51 as a mean for the clinical experts.

3.3 Ablation study and additional results

Vessel map: We have removed the VM from the network input to demonstrate its impact
on our results. Using the data of the Subject 1, a U-net was trained to segment the vessel
tree of the intraoperative NCCT image. The network only managed to segment a small
portion of the main portal vein branch. Thus, achieving a dice score of 0.16 vs 0.79 when
adding the preoperative VM as additional input. We also studied the influence of the
diffusion kernel applied to the initial segmentation. We have seen, on our experimental
data, that 3 dilation operations were sufficient to compensate for the possible motion
between NCCT and CCT acquisitions.
Comparison with VoxelMorph: The problem that we address can be seen from different
angles. In particular, we could attempt to solve it by registering the preoperative NCCT
to the intraoperative one and then applying the resulting displacement field to the known
preoperative segmentation. However, state-of-the-art registration methods such as Vox-
elMorph [7] and others do not necessarily guarantee a diffeomorphic [8] displacement
field that ensures the continuity of the displacement field inside the parenchyma where
the intensity is quite homogeneous on the NCCT. To assess this assumption, a Voxel-
Morph† network was trained on the Subject 1 of our porcine data sets. We trained the
network with both MSE and smoothness losses during 100 epochs and given a batch
of size 4. Results are illustrated below in Figure 7. While the VoxelMorph network ac-
curately registers the liver shape, the displacement field is almost null in the region of
vessels inside the parenchyma. Therefore, the preoperative vessel segmentation is not
correctly transferred into the intraoperative image.

Fig. 7. Illustration of Voxelmorph registration between NCCT preoperative and intraoperative im-
ages. The prediction is the output of VoxelMorph method. DF stands for the displacement fields
on x and y predicted by VoxelMorph method.

4 Conclusion

In this paper, we proposed a method for augmenting intra-operative NCCT images as
a means to improve needle CT-guided techniques while reducing the need for contrast
agent injection during tumor ablation procedures, or other needle-based procedures. Our

† https://github.com/voxelmorph/voxelmorph
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method uses a U-net architecture to learn local vessel tree image features in the NCCT
by leveraging the known vessel tree geometry and topology extracted from a matching
CCT image. The augmented CT is generated by fusing the predicted vessel tree with the
NCCT. Our method is validated on several porcine images, achieving an average dice
score of 0.81 on the predicted vessel tree location. In addition, it demonstrates robustness
even in the presence of large deformations between the preoperative and intraoperative
images. Our future steps will essentially involve applying this method to patient data and
perform a small user study to evaluate the usefulness and limitations of our approach.
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