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Abstract

Diffusive transport in media with discontinuous properties is a challenging problem

that arises in many applications. This paper presents a novel analytical expression from

the method of images to simulate diffusive processes, such as mass or thermal transport, in

discontinuous media with generalized boundary conditions at the discontinuity interface

relying upon the random walk method. The analytical expressions are used to formulate

a generalization of the existing Skew Brownian Motion, HYMLA and Uffink’s method,

here named as GSBM, GHYMLA and GUM respectively, to handle generic interface

conditions. The algorithms are tested by simulating transport in a bimaterial medium with

piece-wise constant properties. The results indicate that the GUM algorithm provides the

best performance in terms of accuracy and computational cost. The methods proposed

can be applied for simulation of a wide range of differential problems.

Keywords– Discontinuous media, diffusive transport, analytical solution, numerical simulation,
random walk methods

1 Introduction

Modeling diffusion processes in discontinuous media is a challenging problem of both active
experimental [6] and theoretical interest [26, 1, 4, 14, 16, 12, 22]. Diffusive discontinuities
commonly occur at the variation of the physical properties of the medium (composite or
fractured media, geological repositories, layered porous media) or changes in phase, such
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as the interface between surface water and groundwater. Processes involving pure diffusion
include heat diffusion in material (Fourier’s law) and pressure diffusion in fluid-filled porous
media.

Random-walk particle-tracking (RWPT) methods are valid numerical approaches to deal
with diffusive discontinuity interfaces. The RWPT methods have been used to model the
transport of mass, heat and other physical quantities in solids, fluids and porous media using
particles as units of transported quantity (solute concentration, fluid pressure, heat, thermal
energy). This approach avoids some problems associated with the Eulerian methods relying
upon partial differential equations, such as mass balance error and numerical instability, and
can be computationally effective since each particle’s behavior is independent of the others.
As demonstrated in [13], under diffusive discontinuities the standard random walk does not
guarantee mass balance and does not simulate the exact spatial distribution of particles. A
specific study for predicting the correct particle’s behavior close to the discontinuity interface
is necessary. Two main conceptual schemes are used to predict the particle’s displacement
in this context: (i) the interpolation method [13, 23, 11], (ii) the partial reflection [12, 26,
18, 1, 5, 19, 20, 3] approach, including a nonlinearly decomposed step [4]. The first class
smooths out the discontinuities by interpolating the discontinuous values on the numerical grid.
This method requires a high spatial resolution grid close to the discontinuity and a small time
step, which results in a significant increase in the computational cost. The partial reflection
approach was introduced by Uffink [26] and considers the discontinuity as a semi-reflective
barrier: the particles can cross the interface or be reflected based on the probability depending
on the diffusive properties of the discontinuous medium. This approach does not require grid
refinement and is less computationally expensive than the interpolation method. The partial
reflection method has been largely applied to simulate diffusive transport in heterogeneous
media [12, 27, 17, 24, 31]. In this regard, the main computational schemes are recalled in
the following. Uffink [26] suggested that in a bilayered medium, where a constant diffusion
coefficient characterizes each layer, a fraction of the particles moving from one layer to another
must be reflected. Cordes et al. [9] revisited Uffink’s method by retaining the idea of the
semi-reflective barrier but modifying the fraction of reflected particles. Ackerer introduced
the “splitting up jump” approach in which the particle jump is divided into two components:
(1) the displacement occurring within one layer until the discontinuity interface, and (2) the
motion from discontinuity to the other layer. Hoteit, Mose, Younes, Lehmann, and Ackerer
[12] presented a new reflection method, called HMYLA, which combines the jump splitting
approach formulated by Ackerer with Semra’s scheme [25] for the computation of the particle’s
behavior at the discontinuity. Lastly, the Skew Brownian motion (SBM) model implemented
by Lejay and Pichot [16, 17] describes the particle motion around the discontinuity interface
by a stochastic process grounded on the Skew Brownian motion. According to [17], the SBM
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is the algorithm providing higher accuracy in simulating diffusive transport in a discontinuous
system.

Mass-transfer particle tracking (MTPT) methods have recently been combined with partial
reflection methods to solve diffusive transport in discontinuous diffusion media. These
Lagrangian approaches simulate diffusion by both random walk and diffusive mass transfer
and differ from conventional RWPT methods since particle masses can be transferred among
particles. Schmidt et al. [24] implemented an MT algorithm that incorporates a semi-analytical
solution to deal with diffusive discontinuities and that can be straightforwardly extended to
higher dimensions and complicated subdomain interfaces. Lastly, the restriction on a small
time step in the reflection method, needed to ensure correct particle behavior close to the
discontinuity, is overcome in [21] through the implementation of a new “Stop&Go” (i.e.,
two steps) RWPT method combining partial reflection schemes, as in [16, 12], with adaptive
negative mass particles.

The approaches mentioned above solve diffusive problems in media characterized by a dis-
continuous diffusivity with a continuous solution imposed at the discontinuity interface, a
condition required to model mass transport problems in heterogeneous media (e.g., porous
media). Other physical problems, such as thermal diffusion, require different interface condi-
tions. Here, we propose a novel analytical expression from the method of the images [26] for
simulating transport processes, such as mass or thermal diffusion, in discontinuous media with
generalized boundary conditions at the discontinuity relying upon the random walk method.
Different boundary conditions at the discontinuity are obtained by computing four constants
depending on the physical properties of the medium, the latter being assumed piece-wise
constant. Based on these analytical results we formulate a generalized version of three selected
algorithms, i.e., the Uffink’s, SBM and the HYMLA algorithm, thus deriving generalized
Uffink method (GUM), SBM (GSBM) and HYMLA (GHYMLA) approaches.

The paper is structured as: Section 2 introduces an analytical formulation from the method
of the images to simulate a one-dimensional diffusion process in a bimaterial medium with
piece-wise constant diffusivity and a discontinuity at 0. The approach is presented for the
point source located in both the negative (Section 2.1) and positive (Section 2.2) region of the
domain. The GUM method is illustrated in Section 3 while the GSBM and GHYMLA are
described in Section 3.2 and in Appendix C, along with their corresponding computational
algorithms. These methods solve diffusive problems in discontinuous media with generalized
interface conditions. The benchmark test used to evaluate the algorithms’ performance is
described in Section 4, as well as a discussion of the numerical results. The conclusions drawn
from our study are reported in Section 5.
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2 Analytic expression from the method of images

We present our methodology considering the simulation through a random walk of a one-
dimensional diffusion process in a bimaterial medium with a piece-wise constant diffusivity D

discontinuous at XI = 0. The discontinuity interface is perceived as a semi-reflective barrier
and divides the domain in R1 for x < 0 and R2 for x > 0 with diffusivity equal to D1 and D2,
respectively.

More precisely, we consider solving the family of problems

∂tq(t, x, y) = ∇y(D(y)∇yq(t, x, y)), (1)

ν1q
(
t, x, 0−

)
= ν2q

(
t, x, 0+

)
, (2)

κ1∇yq
(
t, x, 0−

)
= κ2∇yq

(
t, x, 0+

)
, (3)

q(t, x, y) −−→
t→0

δy(x), (4)

with

D(y) :=




D1 y < 0,

D2 y > 0.

The interface parameters νi, κi, with i = 1, 2, are constants characterizing each layer, such as
physical properties of the medium. The function (t, x, y) 7→ q(t, x, y) of solutions to (1)-(4)
is called a fundamental solution.

The fundamental solution q is derived from the method of images [10] for the medium defined
here. Available algorithms such as the Uffink method (UM) [27], the SBM [16, 17] and the
HYMLA [12] can be derived from the method of images under the condition where ν1 = ν2

and κi = Di. We extend and generalize these methods by relaxing these assumptions and thus
considering (2)-(3).

The method of images consists in constructing the fundamental solution as a superposition
of simpler fundamental solutions with different source points. For this, we introduce the
Gaussian densities

pi(t, x, y) :=
1√

4πDit
exp

(−|y − x|2
4Dit

)
(5)

with i = 1, 2. For each x, (t, y) 7→ pi(t, x, y) solves the heat equation

∂tp(t, x, y) = Di△ypi(t, x, y) with pi(t, x, y) −−→
t→0

δx(y). (6)
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2.1 Method of images for a negative source

We now consider a point source located in region R1, i.e., at x < 0, here termed as negative

source. Following [16], our guess for the fundamental solution q is

q(t, x, y) :=




p1(t, x, y) + Ap1(t,−x, y) if y < 0,

Bp2(t, βx, y) if y ⩾ 0
(7)

with β :=

√
D2√
D1

and A and B fixed and corresponding to the fraction of particles that are

reflected and cross the discontinuity interface, respectively. Since x < 0, we obtain that q
satisfies (1)-(4), where δy(x) is the delta function of the particles concentration in x.

The parabolic problem (1)-(4) is not properly defined unless one specifies the constants A
and B, which depend on the behavior of the solution at the interface. At the discontinuity
interface XI = 0 we find





q(t, x, 0−) =
1 + A√
4πD1t

exp
( −x2

4D1t

)
,

q(t, x, 0+) =
B√

4πD2t
exp

(−β2x2

4D2t

)
=

B

β
√
4πD1t

exp
( −x2

4D1t

)
,

(8)

and




∇yq(t, x, 0
−) =

(1− A)x

D1t
√
4πD1t

exp
( −x2

4D1t

)
,

∇yq(t, x, 0
+) =

Bβx

D2t
√
4πD2t

exp
(−β2x2

4D2t

)
=

Bx

β2D1t
√
4πD1t

exp
( −x2

4D1t

)
.

(9)

We now compute A and B to consider the interface conditions in Equations (2)-(3). According
to Appendix A, with

µ :=
ν2 − ν1
ν2 + ν1

and γ :=
κ2 − κ1

κ2 + κ1

, (10)

we may rewrite these conditions as

(1− µ)q(t, x, 0−) = (1 + µ)q(t, x, 0+), (11)

(1− γ)∇yq(t, x, 0
−) = (1 + γ)∇yq(t, x, 0

+) (12)

so that only two parameters µ and γ are involved.
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After some eliminations in Equations (8)-(9), Equations (11)-(12) reduce to

(1− γ)β2(1− A) = (1 + γ)B, (13)

(1− µ)β(1 + A) = (1 + µ)B. (14)

Therefore, the constants A and B, with A ∈ (−1, 1) and B > 0, write as

A =
Γ− 1

Γ + 1
, (15)

B =
1− γ

1 + γ

2β2

1 + Γ
, (16)

where

Γ := β
1− γ

1 + γ

1 + µ

1− µ
=

√
D2√
D1

ν2κ1

ν1κ2

.

2.2 Method of images for a positive source

We now consider a positive source x > 0 and follow a similar procedure as the one described
in Section 2.1. The fundamental solution q is defined as

q(t, x, y) :=




B̃p1(t, β̃x, y) if y < 0,

p2(t, x, y) + Ãp2(t,−x, y) if y ⩾ 0
(17)

with β̃ :=

√
D1√
D2

=
1

β
and Ã,B̃ fixed and corresponding to the fraction of particles that are

reflected and cross the discontinuity interface, respectively. At the discontinuity interface we
find





q(t, x, 0−) =
B̃√

4πD1t
exp

(−β̃2x2

4D1t

)
=

B̃

β̃
√
4πD2t

exp
( −x2

4D2t

)
,

q(t, x, 0+) =
1 + Ã√
4πD2t

exp
( −x2

4D2t

) (18)

and



∇yq(t, x, 0
−) =

B̃x

D1t
√
4πD1t

exp
(−β̃2x2

4D1t

)
=

B̃x

β̃2D2t
√
4πD2t

exp
( −x2

4D2t

)
,

∇yq(t, x, 0
+) =

(1− Ã)x

D2t
√
4πD2t

exp
( −x2

4D2t

)
.

(19)
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Using µ and γ defined in (10) and proceeding as for negative sources,

(1− µ)B̃ = (1 + µ)(1 + Ã)β̃, (20)

(1− γ)B̃ = (1 + γ)(1− Ã)β̃2. (21)

In summary, for positive source in x > 0 the constants Ã and B̃, with Ã ∈ (−1, 1) and B > 0,
are formulated as

Ã =
Γ̃− 1

Γ̃ + 1
=

1− Γ

1 + Γ
= −A, (22)

B̃ =
1 + γ

1− γ

2β̃2

1 + Γ̃
=

√
D1√
D2

D1

D2

ν2κ2

ν1κ1

B =
1

B

4Γ

(1 + Γ)2
(23)

with
Γ̃ := β̃

1 + γ

1− γ

1− µ

1 + µ
=

1

Γ
.

2.3 Mass conservation

We derived in (7) and (17) an analytic expression for the solution q to (1)-(4) with the interface
conditions (2)-(3). This problem involves the 6-uple (D1, D2, ν1, ν2, κ1, κ2) of parameters,
but depends actually only on the 4-uple (D1, D2, ν1/ν2, κ1/κ2), or, using (10), (D1, D2, µ, γ).

The mass conservation means that
∫ +∞

−∞
q(t, x, y) dy = 1 (24)

for any source point x and any t ≥ 0. Such a property is essential to interpret q(t, x, ·) as the
density of a random variable, and then use this to develop random walk schemes.

As proven in Appendix B, for x < 0, the condition A + B = 1 is equivalent to the mass
conservation. This condition is met if and only if

β2 =
D2

D1

=
1 + γ

1− γ
=

κ2

κ1

. (25)

The same result holds for both positive and negative source solutions. Note that mass conser-
vation depends only on conditions on κi and Di, i = 1, 2, but is independent of νi.
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2.4 The Kolmogorov backward equation

The fundamental solution q was constructed as solving a family of partial differential equations
with respect to the variable y. Eq. (1)-(4) is referred as Kolmogorov forward equation, the
Master equation or the Fokker-Planck equation.

The same problem can be reformulated writing q as a function of x, deriving the so-called
Kolmogorov backward equation, where the terms forward and backward refers to the variables
y and x on which the operators acts. This derivation yields:

∂tq(t, x, y) = ∇x(D(x)∇xq(t, x, y)), (26)
D1

κ1

q
(
t, 0−, y

)
=

D2

κ2

q
(
t, 0+, y

)
, (27)

D1

ν1
∇yq

(
t, 0−, y

)
=

D2

ν2
∇yq

(
t, 0+, y

)
, (28)

q(t, x, y) −−→
t→0

δy(x). (29)

In this formulation the interface conditions are different with respect to their forward formula-
tion (2)-(3). Although establishing (26)-(29) can be performed from the expressions (7) and
(17), this obeys to a general principle [30] by identifying the dual operator of ∇y(D(y)∇y·)
with the interface conditions (2)-(3). We refer to [7] for the derivation of our interface
conditions.

We remark that the Condition (25) which ensures the mass conservation is equivalent to the
continuity of x 7→ q(t, x, y) at 0 in (27).

Under Condition (25), when interpreting q(t, x, ·) as a probability density of a particle position
initially at x at time t, then we may set x = 0. The quantities

P+ :=

∫ L

0

q(t, 0, y) dy =
1 + Ã

2
=

1− A

2
=

B

2
and P− :=

∫ 0

−L

q(t, 0, y) dy = 1− B

2
.

represent the probabilities for the particle starting from 0 to displace on the right and left side
of the interface, respectively.

The mass conservation condition is A + B = 1. Since A ∈ (−1, 1), B ∈ (0, 2). We then
define

θg := B − 1 = −A ∈ (−1, 1) so that P+ =
1 + θg

2
and P− =

1− θg
2

. (30)

In this case, when the mass is conserved,

P+ =
B

2
=

1

1 + Γ
, P− =

Γ

1 + Γ
, B = 1 + θg and A = −θg.

This result implies that θg provides a convenient reparameterization of the pair (A,B) with
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the constraint A+B = 1.

3 Approximation algorithms for generalized interface con-
ditions

Since q(t, x, y) > 0 and considering mass conservation, q(t, x, ·) can be interpreted as a prob-
ability. Adopting a Lagrangian perspective, we then sample particles’ positions according to
this. In the following sections we provide three algorithms to deal with particle displacements
under the considered interface conditions. Note that in Algorithms 1, 2, 3 below, we denote
by N(0, 1) for the Gaussian distribution, U(0, 1) for the Uniform distribution in (0, 1) and
IG(α, β) for the Inverse Gaussian distribution of parameters (α, β).

3.1 Generalized Uffink Method

An algorithm for the generalized Uffink method (GUM) can be developed from the method
of images described in Sections 2.1-2.2. Here, we demonstrate how to approximate the
probability transition density for both a negative and positive source.

The algorithm is then given in Algorithm 1.

3.1.1 Case of negative source

Let us consider a negative source, x < 0. The density q writes as Equation (7) with A, B
defined according to Equations (15)-(16), respectively. To be consistent with the original Uffink
method [27], the Gaussian density p1(∆t, x, y) is replaced by a uniform density r1(∆t, x, y)

where r1(∆t, x, ·) is piecewise constant. Thus we obtain

r1(∆t, x, y) =
1

2H1

1[x−H1,x+H1](y) (31)

with H1 =
√
6D1∆t.

There are three possible cases to consider:

1. For x+H1 < 0 the particle is far enough to not be affected by the diffusive discontinuity.
Therefore, a uniformly distributed step is employed;

2. For x, y < 0 only the particles on the region R1(x < 0) are considered. The den-
sity p1(∆t,−x, y) = p1(∆t, x,−y) is replaced by r1(∆t, x,−y)1y⩽0;
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3. For x < 0, y > 0 the particle crosses the interface during the time step. The den-
sity p2(∆t, βx, y) is replaced by 1

β
r1(∆t, x, y/β)1y≥0 since

p2(∆t, βx, y) =
1√

4πD2t
exp

(−(y/β − x)2β2

4D2t

)
=

1

β
p1

(
∆t, x,

y

β

)
. (32)

In summary, for a negative source the density q(∆t, x, y) can be approximated by r(∆t, x, y)

defined as

r(∆t, x, y) :=





r1(∆t, x, y) + Ar1(∆t, x,−y) if y < 0,
B

β
r1(∆t, x, y/β) if y ≥ 0.

(33)

Since p1, p2 are replaced by r1, r2 and the mass is conserved, y 7→ r(∆t, x, y) is a density
of a random variable. A random variable from the density r(∆t, x, ·) can be simulated by
considering the splitting into three regions J1 = [x−H1,−(x+H1)], J2 = [−(x+H1), 0],
J3 = [0, (x+H1)β], and drawing a uniform variable with step-wise constant probability on
each of these zones as displayed in Figure 1. If V has a density r(∆t, x, ·), then

P1 = P[V ∈ J1] =
−2x

2H1

, (34)

P2 = P[V ∈ J2] = (x+H1)
1 + A

2H1

, (35)

P3 = P[V ∈ J3] = (x+H1)
B

2H1

. (36)

1

2H1

A

2H1

B

2H1β

x−H1 −(x+H1) 0 β(x+H1)

J1 J2 J3

Figure 1: Probability density of r(∆t, x, ·) for a negative source.

The distribution of V given V ∈ (J1|J2|J3) is uniform over J1, J2, J3 and can be drawn
according to r(∆t, x, ·) from the knowledge of A, B (see Equations (15)-(16)), the particle’s
position x at the time step ∆t and β, the latter being independent of x.

We see from Figure 1 that if (1 + A)β = B, then we could merge J2 and J3 in a single step.
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This corresponds to the original Uffink algorithm [27].

3.1.2 Case of positive source

We now demonstrate how to approximate the density q(∆t, x, ·) (see Equation (17)) for source
in x > 0. Similarly to Section 3.1.1, we may replace the Gaussian density p2(∆t, x, y) with
the uniform density r̃2(∆t, x, y) as in Equation (37), where r̃2(∆t, x, ·) is constant.

r̃2(∆t, x, y) =
1

2H2

1[x−H2,x+H2](y) (37)

with H2 =
√
6D2∆t. Let us consider three scenarios:

1. If x−H2 > 0, we keep only the uniform step;

2. If x, y > 0, the density p2(∆t,−x, y) = p2(∆t, x,−y) is replaced by r̃2(∆t, x,−y)1y≥0

since only the particles in R2 are taken into account;

3. If x > 0, y < 0, the density p1(∆t, β̃x, y) is substituted by 1

β̃
r̃2(∆t, x, y/β̃)1y<0 since

p1(∆t, β̃x, y) =
1√

4πD1t
exp

(−(y/β̃ − x)2β̃2

4D1t

)
=

1

β̃
p2

(
∆t, x,

y

β̃

)
. (38)

Thus, the function r̃(∆t, x, y) is defined as

r̃(∆t, x, y) :=





B̃

β
r̃2

(
∆t, x,

y

β̃

)
if y < 0,

r̃2(∆t, x, y) + Ãr̃2(∆t, x,−y) if y ≥ 0.

(39)

As indicated in Figure 2 we can simulate a random variate from the density r̃(∆t, x, ·) by
considering three zones J̃1 = [(x−H2)β̃, 0], J̃2 = [0,−(x−H2)], J̃3 = [−(x−H2), (x+H2)]

and by drawing a uniform variable with the correct probability for each region. Let Ṽ have the
density r̃(∆t, x, ·), the probability of each zone is expressed as

P1 = P[Ṽ ∈ J̃1] = −(x−H2)
B̃

2H2

, (40)

P2 = P[Ṽ ∈ J̃2] = −(x−H2)
1 + Ã

2H2

, (41)

P3 = P[Ṽ ∈ J̃3] =
2x

2H2

. (42)
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1

2H2

Ã

2H2

B̃

2H2β̃

x+H2−(x−H2)0β̃(x−H2)

J̃1 J̃2 J̃3

Figure 2: Probability density of r̃(∆t, x, ·) for a positive source.

In conclusion, Ṽ is drawn according to r̃(∆t, x, ·) by knowing Ã, B̃,H2, β̃, the particle’s
position x and the time step ∆t.

3.2 Generalized SBM (GSBM)

We call GSBM the SBM (Skew Brownian motion) method proposed in [16, 17] with a
generalized parameter θg to deal with arbitrary interface conditions. Similarly, we propose
a modification of the HYMLA algorithm introduced by Hoteit, Younes, Mose, Lehmann
and Ackerer [12]. The generalized interface conditions (2)-(3) imposed at the discontinuity
interface require a new formulation of the parameter θ employed in both the original SBM and
HYMLA algorithms. The new parameter θ, here referred as θg, for the system described in
Section 2 is demonstrated in the following [27]. Details on the GSBM and HYMLA algorithms
are provided in Appendix C.

3.2.1 Density of the Generalized SBM

For some parameter θg ∈ (−1, 1), we introduce

p†(t, x, y) :=
exp(−(x− y)2/2t)√

2πt
+ θg sgn(y)

exp(−(|x|+ |y|)2/2t)√
2πt

. (43)

This density satisfies (1)-(4) with

D1 = D2 =
1

2
,
ν1
ν2

=
1− θg
1 + θg

and κ1 = κ2

or, using the parametrization with µ and γ of (10),

D1 = D2 =
1

2
, µ = θg and γ = 0.
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Algorithm 1: GUM algorithm

Input: An initial position Xt = x and a time step ∆t > 0 with an interface at XI = 0.

Output: A position Xt+∆t according to the GUM algorithm.

Compute H1 =
√
6D1∆t and H2 =

√
6D2∆t;

if x+H1 < 0 then
/* The interface is not crossed: uniform step */
Generate a random variate V ∼ U(0, 1);
return x+ (2V − 1)H1

else
if x < 0 then

/* Negative source and the interface is crossed:
compute P1 (34), P2 (35) and P3 (36) */

Compute xL = x−H1, xM = −x−H1 and xR = (x+H1) β;
P1 =

1
2H1

(xM − xL) ,P2 =
1+A
2H1

(−xM) and P3 =
B

2βH1
xR;

Generate random variates U ∼ U(0, 1) and V ∼ U(0, 1);
if U ≤ P1 then

return xL + (xM − xL)V ;
else if P1 < U ≤ P1 + P2 then

return xMV
else

return xRV ;

else
if x−H2 > 0 then

/* The interface is not crossed: uniform step */
Generate a random variate V ∼ U(0, 1);
return x+ (2V − 1)H2

else
/* Positive source and the interface is crossed:

compute P1 (40), P2 (41) and P3 (42) */

Compute xL = (x−H2) β̃, xM = − (x−H2) and xR = x+H2;
P1 =

B̃
2β̃H2

(−xL) ,P2 =
1+Ã
2H2

(xM) ,P3 =
1

2H2
(xR − xM);

Generate random variates U ∼ U(0, 1) and V ∼ U(0, 1);
if U ≤ P1 then

return xLV ;
else if P1 < U ≤ P1 + P2 then

return xMV ;
else

return xM + (xR − xM)V ;

13



For general values of D1 and D2, we define the GSBM probability transition density

q†(t, x, y) :=
1√

2D(y)
p†

(
t,

x√
2D(x)

,
y√

2D(y)

)
(44)

with D(x) := D1 if x < 0 and D(x) := D2 if x > 0. Such a q satisfies (1)-(4) as well with

ν1
ν2

=
1− θg
1 + θg

and
κ1

κ2

=
D1

D2

.

With such conditions, (25) is satisfied so that the mass is conserved.

Comparing (44) with (7) and (17), obtained from the method of images, q(t, x, y) = q†(t, x, y)

for any t > 0, x, y ∈ R if and only if

θg = −A = Ã. (45)

Besides the definition of this new parameter θg, the algorithms of the GSBM and GHYMLA
practically correspond to their original versions, as p†(t, x, y) is the density of a Skew Brownian
motion of parameter θg [15, 28].

4 Benchmark test

We test here the performance of the GUM, GSBM and GHYMLA method in replicating the
analytical solution obtained in Section 2. We first introduce the simulation set up and then
illustrate our numerical results.

4.1 Simulation set up

We design a Lagrangian method based on N particles on the finite domain [−L,L] with
reflection boundary conditions (RBC) at x = ±L (i.e., no-flux boundary conditions). We
employ the GUM Algorithm 1, GSBM Algorithm 2 and GHYMLA Algorithm 3 to simulate
diffusive transfer in a one-dimensional bimaterial medium as in Figure 3. The domain consists
of two regions divided by an interface XI = 0, i.e., R1 for x < 0 and R2 for x > 0. The
physical properties of the domain, which are embedded in the model parameters ν1, ν2, κ1,κ2

in (2)-(3), are constant within R1 and R2. The particles are initially located at X0 ∈ [−L,L].
The aim of the test is to check if the particles are distributed according to the analytical q.

When we are restricted to a finite domain, the closed-form expression q has to be replaced
by a fundamental solution qL that still satisfies the Kolmogorov forward equation and the
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x =-L x =L

α1
α2

XI X0 

Figure 3: Test case setup: the blue and red-colored regions indicate regions R1, R2, the orange
point represents the point source location, RBC stands for reflective boundary conditions.

Kolmogorov backward equation (26)-(29) with the additional conditions

∇xqL(t,±L, y) = ∇yqL(t, x,±L) = 0.

Moreover, in presence of boundaries at ±L, q(t, x, ·) gives an approximation of qL when
|x|2/t ≪ 1 (for an interface at 0) and t ≪ 1. The methods GUM, GSBM and GHYMLA
allows one to sample particles’ position according to the density. The corresponding constants
are given in Table (1).

Table 1: Constants in the algorithms for generalized interface conditions

Algorithm Parameters

GUM
A =

√
κ1/ν1−

√
κ2/ν2√

κ1/ν1+
√
κ2/ν2

B =
2
√
κ2/ν2√

κ1/ν1+
√
κ2/ν2

Ã =
√
κ2/ν2−

√
κ1/ν1√

κ1/ν1+
√
κ2/ν2

B̃ =
2
√
κ1/ν1√

κ1/ν1+
√
κ2/ν2

GSBM, GHYMLA θg =
√
κ2/ν2−

√
κ1/ν1√

κ1/ν1+
√
κ2/ν2

The position X(0) of a particle is drawn with a given initial distribution ν over [−L,L]. Hence,
position X(t) is determined according to the transition probability density qL(t,X(0), ·).
For this, thanks to the Chapman-Kolmogorov equation, we fix a time step ∆t = t/n and
we draw iteratively X((k + 1)∆t) from any suitable approximation of qL(t,X(k∆t), ·).
Thus, {X(k∆t)}k=0,...,n performs a random walk, and the distribution of X(t) is close to
qL(t,X(0), ·). The computational domain comprises two main regions:

1. interface layer: it is an interval I , which we may assume as I = [−√
6D1∆t,

√
6D2∆t],

containing the interface point XI = 0 such that for each x ̸∈ I , the probability that the
particle crosses XI is below a given threshold. Here, the next position is sampled by
using q(∆t, x, ·), or any of its approximations.
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2. boundary layer: is an interval Bz, typically chosen as BL = [L−√
6D2∆t, L], contain-

ing either z = L or z = −L such that for any x ̸∈ B, the probability that the particle
crosses XI is below a given threshold. In the boundary layer BL, we sample the next
position by performing a Gaussian step (when using GSBM) or a uniform step (when
using GUM or GHYMLA) and applying a reflection around L if the next position is
outside the domain.

The size of the interfaces and boundary layers are ruled by ∆t. We select ∆t so that I ∩BL =

I ∩B−L = ∅. Outside these intervals, we perform an usual step using a Gaussian (when using
GSBM) and or a uniform (when using GUM or GHYMLA) step.

For counting the particles around a given point, we decompose the domain [−L,L] into Na

non-overlapping cells Ai := [xi−1, xi] for i = 1, . . . , Na where the interface 0 = xi for some
index i, x0 = −L, xNa = L. We write ai := (xi−1 + xi)/2, the midpoint of the cell Ai, and
|Ai| := xi − xi−1, the length of the cell Ai.

For each simulation, the average computational time tcm [s] is computed as the time to
complete the entire simulation divided by the number of steps. Each simulation is performed in
Matlab with an Intel(R) Xeon(R) CPU E5-2640 v3 @ 2.60GHz processor. The computational
parameters and the size of the domain are reported in Table 2 and Table 3. All the quantities
are assumed non-dimensional.

Table 2: Size of the domain and model parameters used in the tests.

R1 R2 parameter

ν 2.39× 10−7 8.30× 10−7 model parameter
κ 1.44× 10−7 2.78× 10−7 model parameter
L 0.005 0.005 length of the domain region
XI 0 position of the interface

Table 3: Case 1: Computational and schemes parameters for simulation

Np ∆t
2× 106 0.01

θg A B Ã B̃
−0.4286 0.4286 0.5714 −0.4286 1.4286

We test the algorithms’performance by comparing the analytical (qLref) in (7)-(17) and numer-
ical (qLnum) density transition function. As such, we verify whether the numerical schemes
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accurately predict the particles distribution across the computational domain. Our estimator
for the quality is the mean square error

RMSE =

√∑Na

i=1(qLref(t, ai)− qLnum(t, ai))2

Na

(46)

The comparison between the analytical and the numerical qL, the latter obtained from the
GUM, GSBM, and GHYMLA algorithms, is displayed in Figure 4 for the thermal point source
initially located in R1 and R2.

4.2 Results

GUM and GSBM algorithms provide a good match between qLnum and qLref while GHYMLA
algorithm shows a substantial discrepancy, especially for the case with the positive source (see
Figure 4 (f)), being the thermal source closer to the discontinuity interface. Compared to the
other two algorithms, GHYMLA requires a smaller time step to approximate the particles’
distribution with about the same accuracy due to the procedure used to estimate the first hitting
time (see Appendix C.2). The RMSE between the analytical and the numerical qL is computed
for both the initial positions of the point source (i.e., positive or negative source). The RMSE
values at time t = 0.5 obtained from the GUM, GSBM and GHYMLA algorithms are reported
in Table 4 along with the average computational time tcm. GHYMLA is associated with
RMSE values that are larger if compared with those obtained with GSBM and GUM, for the
considered time level. Notably such performance difference increases in the case where the
initial source is close to the interface (compare results between the case X0 = 2× 10−5 and
X0 = −5× 10−5).

The average computational time differs significantly when different methods are compared.
Due to the procedure used to calculate the first hitting time (see Appendix C.1), the GSBM
algorithm is the most computationally expensive, GHYMLA and GUM being associated with
similar computational efforts.
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(a) (b)
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x x 

(c) (d)

(e) (f)

Figure 4: Case 1: Comparison between the analytical (black dashed line) and the numerical
(red line) qL for a thermal point source initially located at X0 = −5 × 10−5 (a,c,e) and
X0 = 2× 10−5 (b,d,f) for the GUM (first row), GSBM (second row) and GHYMLA (third
row) algorithm in the time range between 0.1 and 0.5 s with an interval of 0.1.
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Table 4: RMSE between the analytical and the numerical qL at time t = 0.5 and the
average computational time tcm , for a point source initially located at X0 = −5× 10−5 and
X0 = 2× 10−5 for the GUM, GSBM and GHYMLA algorithms.

X0 = −5 · 10−5 X0 = 2 · 10−5

RMSE tcm RMSE tcm

GUM 12.122 0.1292 11.982 0.1379

GSBM 12.462 133.57 12.053 141.93

GHYMLA 14.401 0.0986 25.452 0.1032

We test the performance of the algorithms by varying the time step. RMSE between qLnum

and qLref is calculated for ∆t spanning from 0.01 to 0.5 and shown in Figure 5. Over the
analyzed range of ∆t, the GSBM exhibits the lowest RMSE values and displays negligible
sensitivity of the error with respect to ∆t. The GUM algorithm is close to the result attained
by GSBM for ∆t ≤ 0.05 and shows a nonlinear increase (in log-log) for larger time steps. A
direct linear convergence of the order of ≈ 1

2
is found for the GHYMLA. GHYMLA is the

least accurate algorithm for the time step values analyzed.

Based on the RMSE and the computational time tcm, the GUM algorithm offers the best
balance between accuracy and computational load.

Figure 5: Case 1: RMSE between the analytical qLref and the numerical qLnum distribution
obtained from the GUM (red circles), GSBM (blue squares) and GHYMLA (black diamonds)
for different ∆t at time t = 0.5 and the thermal source at X0 = −5× 10−5.
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5 Conclusions

This paper provides a methodological extension that can be employed to approximate transport
problems in heterogeneous domains adopting a Lagrangian approach.
Upon relying on the method of images, we analytically derived a closed-form equation
for the fundamental solution q(t, x, y) for diffusive transport in a discontinuous medium
with generalized interface conditions at the discontinuity. We prove that assuming mass
conservation, q(t, x, ·) may be interpreted as a density of the position of a particle initially
at x at time t, leading to random walk methods. Based on these analytical expressions we
propose a natural generalization of the Uffink, HYMLA and SBM methods, here referred
as GUM, GHYMLA and GSBM. The initial problem (1)-(4) depends on four parameters
Θ := (D1, D2, ν1/ν2, κ1/κ2) ∈ R4

+. Mass conservation implies that the GUM, GSBM and
GHYMLA methods can be applied when Θ belongs to a 3-dimensional manifold of R4

+, as
it imposes one constraint (the original Uffink and HYMLA methods can be applied when
Θ belongs to a 2-dimensional manifold as νi, κi are determined by the pair (D1, D2)). The
presented algorithms are used to simulate diffusive transport in a bimaterial medium and
benchmarked against an analytical solution.

The GUM algorithm offers the best compromise between accuracy and computational cost.
Under the same time step, the GHYMLA algorithm exhibits the lowest accuracy in approximat-
ing the exact distribution of particles over the domain and a comparable computational time as
GUM. Although exact, the GSBM method requires the simulation of complex distributions,
which hinders its computational time. A significant impact of the time step on the GUM
(∆t > 0.05) and GHYMLA is observed, while the GSBM is not affected by ∆t.

Our methods can be applied for any value assumed by the coefficients νi and κi describing the
jump of the solution and its gradient at the interface under a condition of mass conservation
linking these parameters. This covers a wide range of differential problems representing diverse
physical transport phenomena (see Appendix D). An extension of the methods proposed here
to remove the constraint of the mass conservation will be presented in [2]. In particular, we
give a practical application to the Fourier law.
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Appendices

A A convenient transform

Let f be a function with a condition of type

κ1f
′
(0−) = κ2f

′
(0+)

for some κ1, κ2 > 0. Such a condition depends actually on the ratio κ1/κ2. We introduce the
Möbius transform

M : (0,+∞) −→ (−1, 1)

z 7−→ 1− z

1 + z
.
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This function has the remarkable property that M−1 = M. When

γ := M

(
κ1

κ2

)
=

κ2 − κ1

κ2 + κ1

,

we obtain that
κ1

κ2

=
1− γ

1 + γ

so that (A) becomes
(1− γ)f

′
(0−) = (1 + γ)f

′
(0+). (47)

B Mass conservation

We check that the mass conservation property given in (24) holds under the necessary and
sufficient conditions that A+B = Ã+ B̃ = 1, where the constants A, B, Ã and B̃ defined in
Sections 3.1.1 and 3.1.2.

B.1 Negative source x < 0

Integrating the densities p1 and p2,

∫ +∞

0

p2(t, βx, y) dy =

∫ +∞

0

βp2(t, βx, βy) dy =

∫ +∞

0

p1(t, x, y) dy. (48)

Therefore,

∫ +∞

−∞
q(t, x, y) dy =

∫ 0

−∞
p1(t, x, y) dy + A

∫ 0

−∞
p1(t,−x, y) dy +B

∫ +∞

0

p1(t, x, y) dy.

(49)
As p1(t,−x, y) = p1(t, x,−y), it follows that

∫ 0

−∞
p1(t,−x, y) dy =

∫ +∞

0

p1(t, x, y) dy. (50)

It follows that
∫ +∞

−∞
q(t, x, y) dy =

∫ 0

−∞
p1(t, x, y) dy + (A+B)

∫ +∞

0

p1(t, x, y) dy. (51)

Hence, the mass is conserved if and only if A+B = 1.
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B.2 Positive source x > 0

Similarly to the case x < 0 we consider

∫ 0

−∞
p1(t, β̃x, y)dy =

∫ 0

−∞
β̃p1(t, β̃x, β̃y) dy =

∫ 0

−∞
p2(t, x, y) dy. (52)

It follows that
∫ +∞

−∞
q(t, x, y) dy = B̃

∫ 0

−∞
p2(t, x, y) dy+A

∫ +∞

0

p2(t, x, y) dy+ Ã

∫ +∞

0

p2(t,−x, y) dy.

(53)
As p2(t,−x, y) = p2(t, x,−y), we get

∫ +∞

0

p1(t,−x, y) dy =

∫ 0

−∞
p2(t, x, y) dy. (54)

Therefore,

∫ +∞

−∞
q(t, x, y) dy = (Ã+ B̃)

∫ 0

−∞
p2(t, x, y) dy +

∫ +∞

0

p2(t, x, y) dy. (55)

Hence, the mass is conserved if and only if Ã+ B̃ = 1.

C GSBM and GHYMLA algorithms

C.1 GSBM algorithm

Similarly to the SBM algorithm [16, 17], the GSBM consists of two main steps to advance the
particle’s position in a time step ∆t: (Step 1) computation of the first hitting time τ according
to the ExactHittingTime algorithm [17], which is grounded on the Brownian Bridge concept,
and (Step 2) the computation of the final particle’s position based on (Step 1). If τ > ∆t the
particle initially at x does not reach the discontinuity interface during the time step ∆t and
the displacement is computed as ε

√
2D(x)∆t where ε is a random variate from a Gaussian

distribution N(0, 1). When τ < ∆t the particle’s location at time t+∆t corresponds to the
distance the particle travels from XI = 0 during the interval ∆t− τ .

The GSBM algorithm is reported in Algorithm 2.
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Algorithm 2: GSBM algorithm
Input: An initial position Xt = x and a time step ∆t > 0 with an interface at 0.
Output: Particle’s position Xt+∆t according to GSBM algorithm.

/* Compute the first hitting time τ */
Generate a random variate ξ ∼ N(0, 1)
Set z = x/

√
2D(x)

Set y = z + ξ
√
∆t

if zy<0 then
/* The interface is crossed */

Generate a random variate ξ ∼ IG( |z||y| ,
z2

∆t
)

Set τ = ∆t ξ
ξ+1

else
/* Check if the interface has been crossed */
Generate a random variate U ∼ U(0, 1)
if U < exp(−2zy

∆t
) then

/* The interface has been crossed */

Generate a random variate ξ ∼ IG( |z||y| ,
z2

∆t
)

Set τ = ∆t ξ
ξ+1

else
/* The interface has not been crossed */
Set τ = t+∆t

end
end
/* Compute the final particle’s position */
if τ < ∆t then

/* The interface has been crossed */
Generate a random variate U ∼ U(0, 1)
Generate a random variate ε ∼ N(0, 1)
if U < 1+θg

2
then

return
√
2D2(∆t− τ)|ε|

else
return −

√
2D1(∆t− τ)|ε|

end
else

/* The interface has not been crossed */

return y
√

2D(y)
end
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C.2 GHYMLA algorithm

The GHYMLA algorithm presented in this paper and reported in Algorithm 3 is a generalized
version of the original HYMLA algorithm proposed by Hoteit, Younes, Mose, Lehmann and
Ackerer [12].

GHYMLA is “a splitting up jump” algorithm comprising two steps: (Step 1) estimating
the time the particle needs to reach the discontinuity (first hitting time τ ), and (Step 2)
determining the final particle’s position: if the particle arrives at XI during the time step ∆t,
i.e., τ < ∆t, the particle’s location at time t+∆t corresponds to displacement during the time
∆trem = ∆t− τ starting from the XI , if τ > ∆t the particle moves according to a standard
random walk.

The first hitting time is estimated considering a linear relation between the position of the
particle at time t (x) and t+∆t (y), the latter being quantified as (2U − 1)

√
6D∆t where U

is a random variate from a uniform distribution U(0, 1). According to the LinearHittingTime

algorithm [17], τ results

τ =
|x|

|x|+ |y|∆t. (56)

Once the particle reaches the discontinuity, the probability to move towards the region y < 0

(R1) or y > 0 (R2) starting from 0 (see Figure 6) is quantified as [12]

P1 =
1− θg

2
and P2 = 1− P1 =

1 + θg
2

. (57)

This consists in replacing the properly renormalized half-Gaussian random variates when
the particle is at 0 in the GSBM scheme by uniform random variates. The values of the pair
(P1,P2) in (57) corresponds to the one of the pair (P−,P+) in (30).

XI

√
6D2∆trem

√
6D1∆trem

P1√
6D1∆trem

P2√
6D2∆trem

Figure 6: Density for a particle to move to the region y < 0 (R1) or y > 0 (R2) starting from 0.

We recover the HYMLA algorithm when the density of the particle from 0 is uniformly
distributed over [−√

6D1∆trem,
√
6D2∆trem], that is when

P1√
6D1∆trem

=
P2√

6D2∆trem
.
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Algorithm 3: GHYMLA algorithm
Input: An initial position Xt = x and a time step ∆t > 0 with an interface at xI = 0.
Output: Particle’s position Xt+∆t at time t+∆t according to GHYMLA algorithm.

Compute H1 =
√
6D1∆t and H2 =

√
6D2∆t

Generate a random variate V ∼ U(0, 1)
if x < 0 then

y = x+ (2V − 1)H1

else
y = x+ (2V − 1)H2

end

/* Compute the first hitting time τ */
if zy < 0 then

/* The interface has been crossed */

τ = |x|
|x|+|y|∆t

else
/* The interface has not been crossed */
τ = ∆t

end
/* Compute the particle’s final position */
if τ < ∆t then

/* The interface is crossed: biased step */
/* Time splitting */
Compute ∆trem = ∆t− τ
Generate a random variate U ∼ U(0, 1)

if U < 1−θg
2

then
Compute xL = −√

6D1∆trem

Set xR = 0
else

Set xL = 0

Compute xR =
√
6D2∆trem

end
Generate a random variate U ∼ U(0, 1)
return xL + (xR − xL)U

else
/* The interface is not crossed: uniform step */
return y

end
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Since P1 + P2 = 1, this is equivalent to

θg =

√
D2 −

√
D1√

D1 +
√
D2

.

This is the same condition as the one to apply the original Uffink method and correspond to
the Fick law (see Section D below).

D Examples for physically relevant equations

(I) The Fick or Darcy law, corresponds to the divegence-form operator ∇y(D(y)∇y·), so that
y 7→ q(t, x, y) and y 7→ D(y)∇yq(t, x, y) shall be continuous. Therefore

ν1 = ν2 = 1 and κ1 = D1, κ2 = D2.

Then the mass is conserved, and

Γ =

√
D1√
D2

, P+ =
1 + θg

2
=

√
D2√

D2 +
√
D1

.

(II) The Chapman equation [8] corresponds to the operator △y(D(y)·), meaning that

ν1 = D1, ν2 = D2, κ1 = D1, and κ2 = D2.

since y 7→ D(y)q(t, x, y) and its gradient shall be continuous. Hence, the mass is conserved,
and

Γ =

√
D2√
D1

and P+ =
1 + θg

2
=

√
D2√

D2 +
√
D1

.

The stochastic process associated with this operator is the Itô stochastic differential equation.

(III) The Wereide equation [29] corresponds to the operator ∇y(
√
D(y)∇y(

√
D(y)·) in which

the diffusion is due to osmotic pressure and to particles moving irregularly in the media. In
this case,

ν1 =
√

D1, ν2 =
√
D2, κ1 = D1, κ2 = D2.

The mass is conserved, and

Γ =
D2

D1

and P+ =
1 + γg

2
=

D1

D1 +D2

.

Only the first case may be treated with the HYMLA and Uffink methods. The two other cases
require their generalized versions.
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