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Granger causality (GC) is often considered not an actual form of causality.
Still, it is arguably the most widely used method to assess the predictability
of a time series from another one. Granger causality has been widely used
in many applied disciplines, from neuroscience and econometrics to Earth
sciences. We revisit GC under a graphical perspective of state-space models.
For that, we use GraphEM, a recently presented expectation-maximisation
algorithm for estimating the linear matrix operator in the state equation
of a linear-Gaussian state-space model. Lasso regularisation is included in
the M-step, which is solved using a proximal splitting Douglas-Rachford
algorithm. Experiments in toy examples and challenging climate problems
illustrate the benefits of the proposed model and inference technique over
standard Granger causality methods.
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1 INTRODUCTION
Granger causality (GC) [14] is undoubtedly the most widely used
method to infer not causal but predictability relations from obser-
vational time series, and is the common tool in Earth sciences [25],
neurosciences [24], social sciences [21] and finance [15]. Granger
causality tests whether one time series is predictive of another be-
yond what can be explained by the other series alone. GC implicitly
tells us about the amount of information present in the first time
series that is not in the second time series and is helpful for its
forecast. Other methods rely on similar concepts of information flow
and predictability: connections can be established between GC and
transfer entropy [29], directed information [22], convergent cross-
mapping [30], Liang’s measure of information flow [19], and with
the graphical causal model perspective [33]. Recent structural equa-
tionmodels (SEM) can also be seen as particular instantiations of GC:
the time series Linear non-Gaussian acyclic model (TS-LiNGAM)
[16] can be viewed as a vector autoregressive (VAR) model with the
non-Gaussian variable, and the time series models with indepen-
dent noise (TiMINo) [23] can be seen as a non-linear-extension of a
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VAR model. These models require autoregressive modelling to esti-
mate the variance of residuals, which makes GC struggle when the
process has been filtered, down-sampled or observed with additive
noise [4], which are common situations in many fields of science
and engineering. Also, finite-order VAR models require choosing
the order and do not allow incorporating latent states that may not
be observed.
This work focuses on state-space models (SSMs) to identify the

causal structure. SSMs model a hidden state evolving in a Mar-
kovian manner over discrete time. A sequence of observations is
acquired, each being a transformed, partial, and noisy version of
the hidden state. A common task is estimating the hidden state
conditioned on available observations (Bayesian filtering). The task
of estimating each state using the whole sequence of observations is
called Bayesian smoothing. The linear-Gaussian SSM is widely used,
and exact computation of filtering and smoothing distributions is
possible via the Kalman filter and the Rauch-Tung-Striebel (RTS)
smoother [27, Chapter 8]. Static parameter estimation is possible us-
ing expectation-minimisation (EM) or optimisation-based methods
[27, Chapter 12].

We here review the GraphEM method [12] for estimating the lin-
ear matrix of a linear-Gaussian state-space model’s state equation
and evaluating its performance for GC in synthetic and real-life
experiments in the Earth and climate sciences. Estimating such a
matrix allows us to obtain valuable information about the hidden
process, not only for inference purposes but also for understanding
the uncovered relations among the state dimensions, in the line of
graphical modelling methods for time series [2, 3, 11]. GraphEM es-
timates directed graphs representing causal dependencies between
states of a multi-dimensional state containing uni-dimensional time
series, with a sparsity constraint in the linear matrix. It applies the
EM framework forMAP estimation, with the E-step using Kalman fil-
tering and RTS smoothing and the M-step solving a Lasso-like prob-
lem through Douglas-Rachford proximal splitting [9]. Experiments
on toy and real climate problem simulations show fast, practical
convergence, and better performance than state-of-the-art methods.

2 BACKGROUND
Let us consider the following Markovian SSM,

x𝑘 = Ax𝑘−1 + q𝑘 ,
y𝑘 = Hx𝑘 + r𝑘 ,

(1)

where, for 𝑘 = 1, . . . , 𝐾 , x𝑘 ∈ R𝑁𝑥 is the hidden state at time 𝑘 ,
y𝑘 ∈ R𝑁𝑦 is the associated observation,A ∈ R𝑁𝑥×𝑁𝑥 ,H ∈ R𝑁𝑦×𝑁𝑥 ,
{q𝑘 }𝐾𝑘=1 ∼ N(0,Q) is the i.i.d. state noise process and {r𝑘 }𝐾𝑘=1 ∼
N(0,R) is the i.i.d. observation noise process. The state process is
initialized as x0 ∼ N(x0; x̄0, P0) with known x̄0 and P0.
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The interest in the linear-Gaussianmodel of (1) resides on comput-
ing the filtering distributions 𝑝 (x𝑘 |y1:𝑘 ) and the smoothing distri-
butions 𝑝 (x𝑘 |y1:𝐾 ), with y1:𝑘 = {y𝑗 }𝑘𝑗=1. The Kalman filter provides
exact forms of these as 𝑝 (x𝑘 |y1:𝑘 ) = N(x𝑘 |m𝑘 , P𝑘 ) [18]. The RTS
smoother also yields exact smoothing distributions, 𝑝 (x𝑘 |y1:𝐾 ) =
N(x𝑘 |m𝑠𝑘 , P

𝑠
𝑘
). To use either algorithm, the exact model parameters

A,H,Q, and Rmust be known [27]. In the next section, we introduce
GraphEM [12] for the joint estimation of the unknown A and the
hidden states.

3 THE GRAPHEM APPROACH

3.1 Role of sparsity and connection to GC
GraphEM approach, introduced in [8, 12] provides aMAP estimation
of matrix A using a sparsity prior knowledge. Matrix A describes
the relations among the dimensions of the hidden state, that is, the
interactions of the state dimensions between consecutive time steps.
A sparse transition matrix A allows us to interpret the multi-variate
process under Granger causality (also called predictive causality)
on the process x𝑘 (i.e., not in the observed time series, unlike in
standard Granger causality). The (𝑛,𝑚) entry in the A encodes the
weight in which the𝑚th time series in the hidden state affects the
𝑛th time series in the next time step, being zero if it does not have
any effect. A null entry can be understood as if the𝑚th time series
does not bring any information to predict the 𝑛th time series (given
the others).

3.2 EM methodology
GraphEM seeks the maximum of the MAP function 𝑝 (A|y1:𝐾 ) ∝
𝑝 (A)𝑝 (y1:𝐾 |A), i.e., at solving

minimiseA∈R𝑁𝑥 ×𝑁𝑥 (𝜑𝐾 (A) = − log 𝑝 (A) − log𝑝 (y1:𝐾 |A)). (2)

In order to promote sparsity in the estimation of the A matrix, the
regularisation function 𝜑0 (A) = − log𝑝 (A) is set as

(∀A ∈ R𝑁𝑥×𝑁𝑥 ) 𝜑0 (A) = 𝛾 ∥A∥1, (3)

with 𝛾 > 0 a penalisation weight. The ℓ1 penalty, also known as
Lasso, is convex and, as such, can be efficiently handled through the
proximal optimisation method.

The direct minimisation of 𝜑𝐾 is difficult due to the intricate form
of the likelihood term [27]:

log 𝑝 (y1:𝐾 |A) =
𝐾∑︁
𝑘=1

1
2

log |2𝜋S𝑘 (A) | +
1
2
z𝑘 (A)⊤S𝑘 (A)−1z𝑘 (A),

(4)
with z𝑘 (A) = y𝑘 −HAm𝑘−1 (A) and S𝑘 (A) the covariance matrix of
the predictive distribution𝑝 (y𝑘 |y1:𝑘−1) = N (y𝑘 ;HAm𝑘−1 (A), S𝑘 (A)),
both being sided products of the Kalman filter ran for a given A (see
[27, Section 4.3]).

The EM approach adopted in GraphEM allows deriving an upper
bound that is more tractable and, thus, easier to minimise. As shown
in [12], the following function, parameterised by A′, majorises the
MAP objective function 𝜑𝐾 for every A ∈ R𝑁𝑥×𝑁𝑥 :

Q(A;A′) = 𝐾

2
tr
(
Q−1 (𝚺 − CA⊤ − AC⊤ + A𝚽A⊤)

)
+𝜑0 (A)+C

(5)

where tr is the trace operator, and C is a constant term indepen-
dent from A. The GraphEM algorithm is then deduced, following a
majorisation-minimisation principle [17] as described in Alg. 1. The
inner problem involved in the M-step is a convex Lasso-like problem
that is solved through Douglas-Rachford iterations [9] given in the
next Section. The convergence of Alg. 1 is established in [12, Th. 1].

Algorithm 1 GraphEM algorithm.

Initialisation of A(0)

For 𝑖 = 1, 2, . . .
(E-step) Run the Kalman filter and RTS smoother, A′ := A(𝑖−1)

Construct Q(A;A(𝑖−1) ) with (5).
(M-step) Update A(𝑖 ) = argminA

(
Q(A;A(𝑖−1) )

)
(see Sec. 3.3)

3.3 Computation in the M-step
At an iteration 𝑖 ∈ N, theM-stepminimises the functionQ(A;A(𝑖−1) ),
obtained by pluggingA′ := A(𝑖−1) in Eq.(5). This minimisation prob-
lem, sometimes called Lasso regression [31], has been much studied
in the literature of optimisation [1, 28], and most of the methods
proposed to solve it rely on the proximity operator [5, 10].1

Let us decompose, for everyA ∈ R𝑁𝑥×𝑁𝑥 ,Q(A;A(𝑖−1) ) = 𝑓1 (A)+
𝑓2 (A), where 𝑓1 (A) = 𝐾

2 tr
(
Q−1 (𝚺 − CA⊤ − AC⊤ + A𝚽A⊤)

)
, and

𝑓2 = 𝜑0. GraphEM relies on the Douglas-Rachford (DR) algorithm
to minimise 𝑓1 + 𝑓2; DR is a fixed-point proximal strategy for convex
optimisation that benefits from sound convergence guarantees [9]
and has demonstrated its great practical performance in matrix op-
timisation problems related to graphical inference applications [6].
DR iterations are summarised in Alg. 2, in the simplified case

when Q = 𝜎2
QId (see general case in [8]). DR generates a sequence

{A𝑗 } 𝑗∈N guaranteed to converge to aminimiser of 𝑓1+𝑓2. In practice,
for the iteration 𝑖 in GraphEM, we run the DR method with 𝜃 = 1
and initialisation Z0 = A(𝑖−1) , i.e. the majorant function tangency
point. Moreover, we stop the DR loop as soon as | (𝑓1 + 𝑓2) (A𝑗+1) −
(𝑓1 + 𝑓2) (A𝑗 ) | ≤ 𝜀 (typically, 𝜀 = 10−3), the DR output A𝑗 being
used for defining the GraphEM iterate A(𝑖 ) .

Algorithm 2 Douglas-Rachford algorithm for M-step.

Set Z0 ∈ R𝑁𝑥×𝑁𝑥 and 𝜃 ∈ (0, 2)
For 𝑗 = 1, 2, . . .

A𝑗 =
(
sign((Z𝑗 )𝑛𝑚) × max(0, | (Z𝑗 )𝑛𝑚 | − 𝜃 )

)
1≤𝑛,𝑚≤𝑁𝑥

V𝑗 =
(
𝜃𝐾

𝜎2
Q
C + 2A𝑗 − Z𝑗

) (
𝜃𝐾

𝜎2
Q
𝚽 + Id

)−1

Z𝑗+1 = Z𝑗 + 𝜃 (V𝑗 − A𝑗 )

4 EXPERIMENTAL EVALUATION

4.1 Synthetic examples
We generate synthetic data using (1) with 𝑁𝑥 = 𝑁𝑦 . A is com-
posed of 𝑏 blocks of dimensions (𝑏 𝑗 )1≤ 𝑗≤𝑏 such that 𝑁𝑥 =

∑𝑏
𝑗=1 𝑏 𝑗 .

1See also http://proximity-operator.net/
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Each diagonal block is randomly generated, and a projection with
a maximum singular value of less than one is applied for stability.
H,Q,R, P0 are set to Id, 𝐾 = 103, 𝜎2

QId, 𝜎
2
RId, 𝜎

2
PId respectively.

Four datasets were created (Table 1), and performance was assessed
using RMSE on A and precision, recall, specificity, accuracy, and
F1 score for graph edge detection (the elements of the estimated
matrix are clipped if smaller than 10−10 in absolute value).

Dataset (𝑏 𝑗 )1≤ 𝑗≤𝑏 (𝜎Q, 𝜎R, 𝜎P )
A (3, 3, 3) (10−1, 10−1, 10−4 )
B (3, 3, 3) (1, 1, 10−4 )
C (3, 5, 5, 3) (10−1, 10−1, 10−4 )
D (3, 5, 5, 3) (1, 1, 10−4 )

Table 1. Description of datasets

For each dataset, we ran the GraphEM algorithm with the stop-
ping rule |𝜑𝐾 (A(𝑖 ) ) − 𝜑𝐾 (A(𝑖−1) ) | ≤ 10−3. A maximum number
of 50 iterations was set, and it was always sufficient to reach this
criterion. The algorithm is initialized by setting a random and dense
matrix A(0) , ensuring the stability of the process. Parameter 𝛾 , bal-
ancing the weight of the sparse prior, is optimized on a single realisa-
tion thanks to a manual grid search to maximize the accuracy score.
We also provide the ML estimator’s results, computed using the EM
algorithm (MLEM). In this case, the M-step has a closed-form solu-
tion [27, Th.12.5]. In addition, we compare two Granger-causality
approaches [7] for graphical modelling. The first algorithm, pairwise
Granger Causality (PGC) explores the 𝑁𝑥 (𝑁𝑥 -1) possible dependen-
cies among two nodes, at each time independently from the rest.
The second approach, the conditional Granger Causality (CGC),
operates similarly. Still, for each pair of nodes, it also considers the
information of the other 𝑁𝑥 − 2 signals to evaluate whether one
node provides information to the other when the rest of the signals
are observed. We also do a manual grid search for fine-tuning the
parameters of both PGC and CGC (more information can be found
in [20]). PGC and CGC do not estimate a weighted graph but a
binary one, so RMSE is not calculated in those cases.
The results averaged on 50 realisations are presented in Table 3.

MLEM does not promote sparsity in the graph, which explains the
poor results in terms of edge detectability. Moreover, GraphEM
provides a better RMSE score on all examples. Regarding the graph
structure, we can observe that GraphEM has also better detection
scores when compared with both PGC and CGC. We also display an
example of graph reconstruction for dataset C in Fig. 1, illustrating
the ability of GraphEM to recover the graph shape and weights.

4.2 Climate modelling and understanding
Studying the complex inter-dependencies in climate processes is
a critical challenge. We use climate models and analytical data to
gain insight through observational causal discovery [25]. We evalu-
ate graphEM and compare it to other methods on climate-related
problems, such as linking ENSO and the North Atlantic Oscillation.

We used pre-industrial control runs from [13], followed themethod-
ology in [26], and selected 15 climate variables (hfls, hfss, huss,
rlds, rlus, rlut, ta, tas, tasmax, tasmin, uas, va, vas, wap, zg). We

method RMSE accur. prec. recall spec. F1

A

GraphEM 0.081 0.9104 0.9880 0.7407 0.9952 0.8463
MLEM 0.149 0.3333 0.3333 1 0 0.5
PGC - 0.8765 0.9474 0.6667 0.9815 0.7826
CGC - 0.8765 1 0.6293 1 0.7727

B

GraphEM 0.082 0.9113 0.9914 0.7407 0.9967 0.8477
MLEM 0.148 0.3333 0.3333 1 0 0.5
PGC - 0.8889 1 0.6667 1 0.8
CGC - 0.8889 1 0.6667 1 0.8

C

GraphEM 0.120 0.9231 0.9401 0.77 0.9785 0.8427
MLEM 0.238 0.2656 0.2656 1 0 0.4198
PGC - 0.9023 0.9778 0.6471 0.9949 0.7788
CGC - 0.8555 0.9697 0.4706 0.9949 0.6337

D

GraphEM 0.121 0.9247 0.9601 0.7547 0.9862 0.8421
MLEM 0.239 0.2656 0.2656 1 0 0.4198
PGC - 0.8906 0.9 0.6618 0.9734 0.7627
CGC - 0.8477 0.9394 0.4559 0.9894 0.6139

Table 2. Results for GraphEM, MLEM, PGC and CGC.
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Fig. 1. True graph (left) and GraphEM estimate (right) for dataset C.

de-seasonalized the time series and applied Varimax-rotated PCA
to monthly averages. Then used the obtained weights to generate
daily component time series, averaging to a 5-day resolution. We
randomly picked 𝑁 component time series, standardised them, and
constructed the ground truth by fitting a VAR model as in [26].
Ground truth was obtained by thresholding coefficients < 0.22 and
keeping random draws of 𝑁 components with 𝐿 = 𝑁 links. We then
constructed experiments scenarios modelling climate [26]. We use
linear models and two sample sizes (𝑇 ≈ 100 − 250 and 𝑁 = 5, 40)
and accounted for non-stationarity and observational noise, result-
ing in 12 experiments with 200 realisations each. We implemented
GraphEM in our CAUSEME web platform and compared the per-
formance to standard algorithms for time series data: VAR [32], GC
[14], and PCMCI [25]. Results in Table 3 show that the GraphEM
methods outperform VAR and GC in all performance metrics (accu-
racy, precision, recall, specificity and F1) and PCMCI in recall and
overall F1 score. Figure 2 shows the obtained graphs for a particular
example and evidences the good detection of links 2, 4 → 5 un-
like with PCMCI, as well as the much sparser (and less convoluted)
solution attained compared to VAR and GC.
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Truth VAR Granger PCMCI GraphEM
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Fig. 2. Causal graphs extracted by different methods in an illustrative climate problem.

method best hyperparameters accur. prec. recall spec. F1
GraphEM [12] 𝜎R = 0.1, 𝜎P = 10−4, 𝛾1 = 50 0.72 0.75 0.55 0.86 0.63
VAR [32] ℓ = 8 0.56 0.50 0.46 0.64 0.48
Granger [14] ℓ = 8 0.6 0.57 0.36 0.79 0.44
PCMCI [25] 𝜏max = 8, 𝛼PC = 0.05, ParCorr 0.72 0.83 0.45 0.93 0.59
Table 3. Results for GraphEM [12] (Lasso), VAR [32], GC [14] and PCMCI
[25] for a set of climate problems. Best results are highlighted in bold.

5 CONCLUSION
GraphEM is an EM method for estimating the linear operator in
linear-Gaussian state-space models. GraphEM incorporates a spar-
sity constraint using a Lasso penalty term, which makes it well
suited for modelling the state entries interactions as a compact
and interpretable graph. The inner minimisation problem is solved
using a proximal splitting algorithm. Numerical results show that
GraphEM outperforms several other techniques for graphical mod-
elling. Results in more challenging real problems in the Earth, Social
and Climate sciences will be illustrated at the time of the conference.
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