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#### Abstract

Barycentric Subspaces have been defined in the context of manifolds using the notion of exponential barycenters. In this work, we extend the definition to quotient spaces which are not necessary manifolds. We define an alignment map and an horizontal logarithmic map to introduce Quotient Barycentric Subspaces (QBS). Due to the discrete group action and the quotient structure, the characterization of the subspaces and the estimation of the projection of a point onto the subspace is far from trivial. We propose two algorithms towards the estimation of the QBS and we discussed the results, underling the possible next steps for a robust estimation and their application to different data types.
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## 1 Introduction

Barycentric Subspace Analysis was introduced in [10]. Given a set of data points, it aims at estimating a set of subspaces of decreasing (or increasing) dimensions, which minimizes a loss function between the data and their projection onto the subspaces. In the specific context of manifold, the author defines barycentric subspaces using the Riemannian Exponential - referred as Exponential Barycentric Subspace (EBS). The derived EBS analysis is a promising dimensionality reduction technique for two main reasons. Firstly, it differs from tangent PCA [4, 1] as it goes beyond a 1-dimensional subspace search, proposing an optimization over a flag of subspaces. Such property is useful in the context of complex data such as graphs, shapes or images, where dimensionality reduction plays a central role in terms of reducing the data complexity and interpreting the results [3, 6, 5]. Secondly, BSA can also be also defined as a "within data" statistics technique: the barycentric subspaces can be parametrized by data points. Such a choice allows to visualize and interpret the variability by looking at the data points which characterize the subspaces.

Complex data such as graphs or images are considered up to symmetries in many applications, such as node permutation for graphs or reflection for shapes. These type of data are usually embedded in quotient spaces obtained by applying a discrete group action, often resulting in a non manifold. In this geometric context, different dimensionality reduction techniques have been proposed [6, 1]. To the best of our knowledge the majority of the techniques available are the equivalent of the estimation of a

[^0]one-dimensional subspace at the time. Motivated by both high dimensional subspace search and interpretability through reference points, we propose a definition of Quotient Barycentric Subspaces (QBS). We underline where the complexity of the problem resides and we propose two algorithms for the estimation of QBS. We showcase the performance of the algorithm in a simple example of reflection action applied to $\mathbb{R}^{2}$. To the best of our knowledge, there are no works in the literature addressing the problem of barycentric analysis for quotient spaces which are not manifolds. Note that if the quotient space is a manifold, all the manifold statistic literature is applicable [11, 8], including exponential barycentric subspace analysis [10].

## 2 Quotient Barycentric Subspaces

Consider $X=\mathbb{R}^{m}$ a Euclidean space and $\mathcal{T}$ a discrete group acting on $X$. The orbit of a point $x \in X$ is the equivalence class $[x]=\{t x, t \in \mathcal{T}\}$. We are interested by the quotient space $X / \mathcal{T}$, made of the collection of these equivalence classes, when the action is not free. A group action is free if the only element of the group fixing a point is the identity [9]. If the action is not free, the resulting quotient space is not a manifold, but often only a stratified space. These spaces are very common, as non-free actions appear every time there are symmetries in the data.

Example 1. Consider $X=\mathbb{R}^{2}$ and the reflection action $\mathcal{R}$, giving the following equivalence relation: $\left(x_{1}, x_{2}\right) \sim\left(-x_{1},-x_{2}\right)$. The resulting quotient space $X / \mathcal{R}$ is not a manifold - the point $(0,0)$ is fixed by the whole group $\mathcal{R}$.

Example 2. Graph Space [7, 2] is a quotient space used to study set of graphs with unlabelled nodes. It is obtained by applying permutation action to adjacency matrices. Consider a set of $n \times n$ undirected graphs represented as adjacency matrices $\left\{x_{1}, \ldots, x_{k}\right\}, x_{i} \in X=\mathbb{R}^{n \times n}$. The space of adjacency matrices $X$ is equipped with a Frobenious norm. If we consider the nodes to not be labelled, we can represent the unlabelled graphs as equivalence classes of permuted graphs $[x]=\{p x, p \in \mathcal{P}\}$, where $\mathcal{P}$ is the set of permutation matrices applied to the nodes, acting onto the matrices as $p x=p^{T} x p$. Graph Space $X / \mathcal{P}$ is a discrete quotient space, equipped with a quotient metric $d_{X / \mathcal{P}}([x],[y])=\min _{p \in \mathcal{P}} d(x, p y)$. As detailed in [3], Graph Space is not a manifold - as there are some permutations leaving the graph unchanged - making the extension of EBS not trivial.

### 2.1 Exponential Barycentric Subspaces

We first recall the definition of Exponential Barycentric Subspaces (EBS) introduced in [10]. Consider a Riemannian manifold $\mathcal{M}$ equipped with a Riemannian metric on each tangent space $T_{x} \mathcal{M}$ and a logarithmic map $\log _{x}: \mathcal{M} \rightarrow T_{x} \mathcal{M}$.

Definition 1 (Exponential Barycentric Subspaces). The Exponential Barycentric Subspaces (EBS) generated by the affinely independent reference points $\left(x_{0}, \ldots, x_{k}\right) \in$
$\mathcal{M}^{k+1}$ is defined as
$E B S\left(x_{0}, \ldots, x_{k}\right)=\left\{x \in \mathcal{M}^{*}\left(x_{0}, \ldots, x_{k}\right) \mid \quad \exists w \in \mathbb{R}^{k+1} \backslash\{0\}: \sum_{i=0}^{k} w_{i} \log _{x}\left(x_{i}\right)=0\right\}$.
As detailed in [10], the definition is only valid for points $x$ that are outside the cut locus of the reference points. In other words, EBS are defined in the tangent space $T_{x} \mathcal{M}$, where $x$ belongs to EBS. This gives an implicit definition.

### 2.2 Quotient Barycentric Subspaces

To extend EBS to Graph Space and more generally to quotient spaces, we need to define an analogous to the logarithmic map used in the definition.

Definition 2. The Alignment Map $a_{x}: X \rightarrow X$ is defined as $a_{x}(y)=t^{*} y$ where $t^{*}=\arg \min _{t \in T} d(x, t y)$ is the group element which optimally aligns the two points.
The Alignment Map at a point $x$ is only defined on $X \backslash E([x])$, where $E([x])$ is the (null measure) equidistant set [12], which consists of points which are equidistant to at least two elements of the orbit $[x]$.

Given the alignment map, we can introduce an equivalent of the horizontal logarithmic map in the context of quotient space [6, 9]:
Definition 3. The Horizontal Logarithm $\log _{x}^{H}: X \backslash E(x) \rightarrow T_{x} X$ is the logarithmic map of the total space $X$ applied to the optimally aligned points:

$$
\log _{x}^{H}(y)=\log _{x}\left(a_{x}(y)\right)
$$

where $\log _{x}: X \rightarrow T_{x} X$ is the logarithmic map of the total space.
As $X$ is Euclidean, we can explicitly write the logarithmic map as $\log _{x}^{H} y=\log _{x}\left(a_{x}(t)\right)=$ $a_{x}(y)-x$. Notice that due to the alignment map not being defined on the whole space, $l o g_{x}^{H}$ does not descend to a proper logarithm on the quotient space.

We can now extend the definition to the quotient space.
Definition 4. Consider a set of reference orbits $\mathcal{X}=\left\{\left[x_{1}\right], \ldots,\left[x_{k}\right]\right\} \in X / \mathcal{T}$. An orbit $[y] \in X / \mathcal{T}$ belongs to the Quotient Barycentric Subspace $[y] \in Q B S(\mathcal{X})$ if $\exists w_{i} \in \mathbb{R}$ such that $\sum_{i=1}^{k} w_{i}=1$ and

$$
\sum_{i=1}^{k} w_{i} \log _{y}^{H}\left(x_{i}\right)=0
$$

The above definition is implicit and corresponds to solving the following system:

$$
\left\{\begin{array}{l}
\sum_{i=1}^{k} w_{i} a_{y}\left(x_{i}\right)=y, \\
a_{y}\left(x_{i}\right)=t_{i} x_{i}, \quad t_{i}=\underset{t \in \mathcal{T}}{\arg \min } d\left(t x_{i}, y\right)
\end{array}\right.
$$

More explicitly, $[y]$ belongs to $Q B S(\mathcal{X})$ if and only if its representative $y$ can be written as a combination of some representatives of $\left\{\left[x_{1}\right], \ldots,\left[x_{k}\right]\right\}$ aligned with respect to $[y]$ itself. This results in a system of interlaced equations defining both the alignment and the barycentric combination. QBS are defined using the alignment map and the logarithmic map in the total space, which is Euclidean. This strategy allows for a computation of weights $w_{i} \in \mathbb{R}$ in the Euclidean Space $X$ [10]. In the sequel of this paper, we focus only on positive weights to simplify the characterization of the subspaces.

The final goal of barycentric subspace analysis is to capture data variability with subspaces of a given dimension. We define a loss function using QBS Definition 4 . Consider a set $\mathcal{Y}=\left\{\left[y_{1}\right], \ldots,\left[y_{m}\right]\right\}$ of orbit in the quotient space $X / \mathcal{T}$ and a set $\mathcal{X}=$ $\left\{\left[x_{1}\right], \ldots,\left[x_{k}\right]\right\} \subset \mathcal{Y}$ of $k$ reference points selected among our data-points. We want to minimize the following function $\mathcal{L}(\mathcal{X})=\sum_{i=1}^{m} d_{X / \mathcal{T}}^{2}\left(\left[\hat{y}_{i}\right],\left[y_{i}\right]\right)$ where $\hat{y}_{i} \in Q B S(\mathcal{X})$ is a projection on the QBS spanned by $\mathcal{X}$.

### 2.3 Characterization of the Subspaces



Fig. 1. Visualization of the equivalence classes in $X / \mathcal{R}$, the subspaces identified by two reference points, the quotient barycentric subspaces, where only the valid segments defined in Definition 4 are considered. The equidistant set of the red (resp. blue) point orbit is represented by the red (resp. blue) dashed line.

Given a set of reference points in $X$, the subspace identified by the orbits of the reference points results in a set of disjointed subspaces in $X / \mathcal{T}$. In Figure 1, we show the characterization of the QBS in $X / \mathcal{R}$ described in Example 1. Given a data point, the resulting orbit in $X / \mathcal{R}$ is represented as red dots in Figure 1 left. Consider two reference orbits (here the red and blue orbits), the possible positive barycentric subspaces are all the possible subspaces of dimension 1 (segments) joining two points of the different orbits - Figure 1 center. Such segments in the Euclidean space corresponds to barycentric combinations of reference points. Among such subspaces, not all points are valid
according to the QBS Definition 4 In Figure 1 right, the valid QBS are underlined in dark black, showing only the parts of the segments whose points are aligned with both reference points, as stated in Definition 4 Thus, the positive barycentric subspaces are turned into two disjoint valid segments: the complete segments if containing the reference orbits and the incomplete segments if not containing the reference orbits. The two red and blue dashed lines represent the boundary of the space where the points change alignments with respect to the reference points. In this example the identification of the valid - with respect to Definition 4 - parts of the subspaces is possible in close form due to the low dimension of both the space and the number of reference points. In more general setting, such close form description of the valid parts is not straightforward.

## 3 Algorithms for the Estimation of QBS

Consider a set of reference orbits $\left\{\left[x_{1}\right], \ldots,\left[x_{k}\right]\right\}$ and an orbit $[y]$, the estimation of the projection $\hat{y}$ of such orbit on the barycentric subspace is far from trivial. The complexity of the problem resides in the exploration of the search space. Firstly, we need to explore all the possible subspaces identified by $\left\{\left[x_{1}\right], \ldots,\left[x_{k}\right]\right\}$ : the number of all the possible subspaces identified by $k$ orbits of cardinality $c$ is $c^{k}$. Secondly, we need to find for each subspace the valid part, which has no closed form characterization - as explained in the previous section. Remember that the validity of such parts depends on $[y]$ which is itself an orbit of dimension $c$. We refer to these two aspects as the combinatorial and the geometrical complexity of the given problem. As a starting point in addressing such complexity, we opted for two different algorithms: Align to Reference Points - algorithm 1- and Align to Data Point - algorithm2.

```
Algorithm 1 Align to Reference Points
Require: data point \(y \in[y]\) and reference points \(\left\{\left[x_{1}\right], \ldots,\left[x_{k}\right]\right\}\) Return: \(\hat{y}\)
    Select the closest reference point \(\left[x_{i}\right]\) and its representative \(x_{i}\) optimally aligned with \(y\)
    Find \(x_{j} \in\left[x_{j}\right]\) optimally aligned with \(x_{i}\)
    Find \(y \in[y]\) optimally aligned with \(x_{i}\)
    Find \(\hat{y}\), the projection of \(y\) onto \(B S\left(x_{1}, \ldots, x_{k}\right) \quad \triangleright\) Orthogonal Projection
    if \(\hat{y}\) is not optimally aligned with \(x_{1}, \ldots, x_{k}\) then
        Set \(\hat{y}=x_{i}\), where \(x_{i}\) is the closest reference point to \(y \quad \triangleright\) Closest Reference Projection
    end if
```

```
Algorithm 2 Align to Data Point
Require: data point \(y \in[y]\) and reference points \(\left\{\left[x_{1}\right], \ldots,\left[x_{k}\right]\right\}\) Return: \(\hat{y}\)
    Randomly select a representative \(y \in[y]\)
    For all i, Find \(x_{i} \in\left[x_{i}\right]\) optimally aligned with \(y\)
    Find \(\hat{y}\), the projection of \(y\) onto \(B S\left(x_{1}, \ldots, x_{k}\right) \quad \triangleright\) Orthogonal Projection
    if \(\hat{y}\) is not optimally aligned with \(x_{1}, \ldots, x_{k}\) then
        Set \(\hat{y}=x_{i}\), where \(x_{i}\) is the closest reference point to \(y \quad \triangleright\) Closest Reference Projection
    end if
```


## 4 Experiments

For the two proposed algorithms, we consider the setting described in Example 1 and we restrict the analysis to positive weights. We run two experiments:

- Experiment 1: fixing the reference orbits $\left\{\left[x_{1}\right], \ldots,\left[x_{k}\right]\right\}$ and randomly sampling the data orbit $\left[y^{i}\right], i=1, \ldots, N$ to project
- Experiment 2: fixing the data orbit $[y]$ and randomly sampling the reference orbits $\left\{\left[x_{1}^{i}\right], \ldots,\left[x_{k}^{i}\right]\right\}, i=1, \ldots, N$ onto which project the data orbit
Such experiments aim at grasping when the algorithm is able to project a data orbit onto a valid QBS, given different configurations of reference orbits and data orbits to project. In the reflection quotient space $X / \mathcal{R}$, we are able to compute the true projection as we can parameterize the quotient subspaces of dimension 1. For each algorithm, we can compute the projection error as the quotient distance between $[y]$ and the estimated $[\hat{y}]$. To evaluate the performance, we measure the absolute error $\widehat{\varepsilon}$ between the algorithm projection error and the true projection error. In Experiment 1, we consider two reference orbits and we sample a set of $N=10000$ orbits to project. We run several Example of Experiment 1 to better characterize the performance of the two algorithms depending on the relative position of the two reference orbits $\left[x_{1}\right]$ and $\left[x_{2}\right]$.

Figure 3 and 2 illustrate two typical situations. In Figure 3, the reference points lay close to each other's equidistant sets. From the two boxplots, algorithm 2 performs better than algorithm 1. By looking at the error distribution in the middle panel, algorithm 1 is under-performing when $[y]$ is around the incomplete segments. The alignment to reference point strategy is not able to project onto the incomplete segments - even when the data point is closer to such segments - causing an high error. On the other hand, algorithm 2 is correctly projecting on the incomplete segments when needed. The error of algorithm 2 is only concentrated around the equidistant sets, caused by the natural difficulties in choosing an optimal alignment. Figure 2 showcase a different situation when the incomplete pieces have a small length. By always projecting onto the other two pieces, algorithm 2 covers most situations quite similarly to algorithm 1 and therefore becomes comparable in performances. We understand from this first experiment that the performance of algorithm 1 strongly depends on the relative position of the two reference points. However, algorithm 2 is overall better than algorithm 1. Experiment 2 focuses on changing reference points ( $N=10000$ configurations randomly sampled) fixing the data point $[y]$. We compare the performance of the two algorithms using two boxplots of the error distribution (Figure 4). The performance of algorithm 2 is better than for algorithm 1 even when changing reference points.


Fig. 2. Experiment 1: Example of two reference points resulting in QBS with small incomplete pieces. We plot the error distribution, the spatial distribution of the error and the spatial distribution of the type of projection. We can see that the error of Alg. 1 and Alg. 2 are similar. Alg. 2 is better performing in projecting onto the incomplete segments, which are short in this example.


Fig. 3. Experiment 1: Example of two reference points close to each others equidistant sets. We plot the error distribution, the spatial distribution of the error and the spatial distribution of the type of projection. We can see that the error of Algo. 1 is much higher than Algo. 2. Such error is concentrated around the incomplete segments in Algo. 1 and the Equidistant sets in Algo. 2.


Fig. 4. Experiment 2: Comparison of the performances of algorithm 1 and algorithm 2. The boxplot are obtained by simulating a set of different reference points, keeping the data point fix. algorithm 2 is performing better.

## 5 Discussion

We address the extension of Exponential Barycentric Subspaces from manifolds to Quotient Spaces obtained by a discrete group action. We define Quotient Barycentric Subspaces (QBS) and we propose two different algorithms for the estimation of the projection of data-points onto QBS. The detailed analysis that we perform shows that the complexity of such projection is not only combinatorial, as could be expected, but also geometrical. The identification of the correct segment onto which project a data point depends on the reciprocal position of reference orbits, the position of the data point with respect to the segment and the orientation of the quotient orbit with respect to the subspace. As a first approach, we showed how algorithm 2 better addresses the identification of the correct subspace for projection. Further developments will include an alignment procedure tailored for subspaces rather then data points (e.g. reference points), which might allow the identification of all valid subspaces, including the incomplete segments.
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